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ABSTRACT 

Australia is one of the major coal producing countries in the world. Coal mine 

abandonment, groundwater rebound due to cessation of dewatering and associated 

pollution problems are a cause of serious concern throughout the world, and in 

particular, in Australia. Coal mining often leads to major environmental pollution 

problems when pyritic mineral is associated with the coal. The oxidation of pyrite 

usually generates acid mine drainage (AMD). The generation of AMD containing Fe++, 

Fe+++, SOA~ and H
+is a source of great concern and can contaminate water 

resources. 

Prediction of groundwater inflow into a mining excavation is important for the design of 

an effective dewatering system during the feasibility stage of a surface mining 

operation. A two-dimensional numerical finite element model called SEEPAV has been 

used for predicting the inflow of water into a surface mine working. The SEEPAV is a 

32-bit graphical software that operates on the PC under Microsoft Windows 95, 98, Me, 

NT, 2000, and XP operating systems. This model has a capability to simulate 

saturated/unsaturated flow conditions and to calculate the height of the seepage faces of 

the mining excavation taking into account the hydraulic conductivities and the water 

content as a function of pore water pressure. 

The SEEPAV model with some modifications has also been used to predict the 

groundwater rebound within backfilled open cut mines. This model has the ability to 

simulate groundwater flow problems in partially saturated porous media. Flexibility in 

the model is achieved by assigning different boundary conditions to the model. The 

results of the model of groundwater rebound are presented and compared with those 

obtained from analytical solutions, using the existing numerical model as well as with 
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the field monitored data observed in the U K . This model calculates realistic results that 

can be used by mine operators and environmental engineers to control the quality of 

mine drainage in a backfilled open cut mine operation. 

A two-dimensional numerical finite volume model using PHOENICS as a 

computational fluid dynamic (CFD) package has been developed to simulate the 

transport of oxygen and long-term oxidation of pyrite as well as transport of oxidation 

products from a backfilled open cut coal mine. Gaseous diffusion was considered to be 

the principal mechanism for the transport of oxygen through the spoil. It was assumed 

that both oxygen and ferric iron produced by bacterially mediated oxidation of ferrous 

iron participate in the oxidation of pyrite. The pyrite oxidation reaction is based on the 

shrinking-core model. The model takes into account the effects of both surface reaction 

kinetics and the rate of oxidant diffusion into the particle. The model also assumes the 

particles have spherical shape and considers the rate of pyrite oxidation to be first order 

with respect to oxidant concentration and pyrite surface area. Complexation of ferric 

iron is assumed to take place within the spoil solution. The model can take into account 

the role of sulphate reduction bacteria governed by Monod type kinetics. The model 

also incorporates acid neutralisation reactions, linear and equilibrium-controlled ion 

exchange reactions as well as the effects of precipitation of ferric iron. In this present 

model, chemical and bacterial oxidation of Fe2+, pyrite oxidation by oxygen and ferric 

iron, oxygen diffusion and bacterial sulphate reduction are relatively slow and assumed 

to be kinetically controlled but ion exchange and complexation reactions as well as 

precipitation reactions are fast and these are assumed to be equilibrium controlled 

reactions. Comparisons were made with published numerical modelling results and 

close agreement was achieved. 

iv 



It was found that for the development of inflow and post-mining rebound models, a 

study of the hydrogeological characteristics of spoil is important. A comprehensive 

model of pyrite oxidation in the backfilled site of an open cut mine should not ignore 

the role of iron-oxidising bacteria. In the absence of bacteria, oxygen is the only 

important oxidiser of pyrite and the oxidation rate is highly dependent on the effective 

diffusion coefficient. 

Although the oxidation of pyrite in the presence of air and bacteria is unavoidable, the 

numerical model developed here provides useful tool for assessing the effectiveness of a 

rehabilitation strategy to reduce pollutant production within oxidising pyritie material. 
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CHAPTER ONE 

GROUNDWATER PROBLEMS ASSOCIATED WITH ABANDONED OPEN 

CUT COALMINES 

1.1 Introduction 

The depletion of shallower deposits has led to a considerable increase in the economic 

working depth of open cut coalmines. A s a consequence many surface coalmine 

operations are now being carried out below the groundwater table. This in effect can 

create a number of water related problems affecting the design and economic viability 

of the mining operations. Groundwater inflow from the surrounding strata towards the 

mining excavation will require installation of large scale dewatering facilities to lower 

the water table and create an extensive and prolonged cone of depression. Coalmine 

abandonment, cessation of dewatering, groundwater rebound and associated pollution 

issues are considered to be a serious problem in mining throughout the world. If the 

effects and magnitude of a water related problem can be identified in advance of 

mining, appropriate water management strategies to minimise the socio-economic and 

environmental impact of mine dewatering often can be efficiently incorporated into the 

mine plan. To design an effective drainage scheme for a surface mine, prediction of 

water inflow into a mine excavation during the feasibility stage of a large surface 

mining operation is a major task. 

Dewatering of surface mines during mining operations causes a considerable 

hydrological stress on the regional groundwater flow system around the mine. 

Therefore, in many open cut mining sites when mining is completed and the dewatering 

operations have ceased, the water table will return to its equilibrium level as was prior 
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to the commencement of the mining operation. Groundwater covers the spoil containing 

oxidised pyrite and other oxidation products and may be contaminated. Hence, 

prediction of the post mining water table elevation within the mine spoil is an important 

consideration for the addition of alkaline material and for applying special handling 

techniques for neutralising purposes. In addition, it has now become mandatory in NSW 

to develop a Mine Rehabilitation and Environmental Management Plan (MREMP) 

during the design stage of an open cut mining operation. 

This chapter contains brief reviews of the methods of surface coal mining, groundwater 

inflow and post-mining groundwater rebound problems and associated environmental 

pollution problems in open cut coalmines. 

1.2 Surface mining methods 

Australia is one of the largest producers of coal and is currently known as one of the 

greatest coal exporting countries in the world. Historically, surface mining operations in 

Australia are competing not only with other mining methods internationally but also 

domestically. Underground mining operations are considered to be another competitor. 

Nearly all of the horizontal and shallow deposits have been extracted during the last two 

decades and new surface mining methods must be used to extract deeper coal deposits. It 

is well recognised that the deeper mines involve more complicated geological conditions 

and are faced with more difficult geotechnical and hydrogeological problems, often 

involving multi-seam operations. 

1.2.1 Surface mining operations 

The major surface mining operation methods can be briefly classified as: 
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(a) Strip mining 

This mining method is used in extracting relatively horizontal deposits in which the 

overburden and the deposit are relatively thin. In this technique surface material is 

removed to expose a coal seam or a mineral deposit. The removed overburden materials 

are then placed into the void created by the previous mining operation, employing a 

walking dragline, stripping shovel or a bucket wheel excavator with a boom stacker. 

When a dragline is used for stripping overburden, the dragline bucket is dragged up the 

face of the highwall until it is filled with the overburden and hoisted up clear of the 

bench. The dragline upper structure is then rotated through 90 degrees and the 

overburden is then dumped into the space left by the previous strip. Thus the ore body or 

coal seam is exposed which is then extracted by a truck and shovel operation. Figure 1.1 

shows a diagrammatic plan of a typical strip mine. The strip mine shown here has two 

inclines plus haul road access at each end of the cut. Highwall access to the drilling and 

dragline operation is illustrated at intervals of 450 metres. This interval is selected so as 

to be equal to the power cable lengths to make the handling easier. The mining operation 

is extended from the right to the left side. The position of the dragline, loading shovel, 

spoil piles and highwalls can be easily identified in Figure 1.1. 

ACCESS ROflOS TO THE 
TOP OF THE HIGHWALL 

5^ 
x " " [ | . 450m jf 450m J 450m ,.] . 450m 1 , 450m .)[. 450m J 
\ !„, DRAGUNE-v /-NEW HIGHWALL /-LOAC LOADING SHOVEL 

Figure 1.1. Diagrammatic plan of a typical strip coal mining operations 

(after Bucyrus-Erie Co., 1977). 
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(b) Lateral- advance, multi- bench mining technique 

This method is used where the deposit is relatively horizontal and the overburden is too 

thick to allow direct casting. The overburden materials are transported round the 

excavation and backfilled in the void left by former mining operations using round-the-

pit conveyors, rails or trucks (Atkinson, 1976). 

(c) Conical open pit mining operation 

The term open pit mining is traditionally applied to metalliferous mining where multiple 

benches are employed to extract the ore deposits at depth. This term is sometimes used 

for all non-dragline operations in Australian coalmines (Kukla et al., 1986). The method 

is usually employed for mining irregular deposits, pipes, stock works and steeply 

inclined stratified deposits (Atkinson, 1976). Open pit mining (Figure 1.2) has seen a 

little change in size over time, but the mine design system has not changed considerably 

(Atkinson, 1982). The pit is often excavated by truck/shovel operations. In deep pits 

inclined or vertical skip haulage is usually employed from selected levels (Atkinson, 

1976). 

Figure 1.2. A typical open pit mine with rail haulage (after Kennedy, 1990). 
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1.2.2 Basic factors in selecting the mining methods 

The major parameters that control the choice of mining technique between open cut 

mining and underground operations are: 

a) Cost of mining 

b) Recovery of ore deposits and 

c) Dilution 

In a surface mining operation, mining cost mainly consists of the cost of removing the 

waste materials including overburden and waste in the pit slopes. The ratio of waste 

material to ore is an important factor in determining the mining costs and then in 

selecting the mining methods (Soderberg and Rausch, 1968). 

1.2.3 Effective parameters in selecting the strip mining methods 

The following factors must be evaluated before selection of open cut methods: 

1) The size and the geometry of the ore deposit 

2) The nature of the overburden 

3) The significance of hydrogeological aspects of the formations. 

4) The significance of geological structures such as folds, faults and shear zones 

5) Consideration of the chemical and physical conditions of the overburden 

In the selection of the stripping method primary parameters such as the type of 

overburden material, size of project, volume per day and kind of power system at the 

mine site must exactly be considered (Moolick, and O'Neill, 1968). 

1.3 Removal of the overburden 

The overburden has to be removed to expose the ore body. Different type of machines 

can be used for overburden removal. In nearly all of the main strip mines in Australia, 

draglines have been used as the most suitable machine for overburden removal. Of 
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course, in many cases depending on special conditions, other stripping equipment such 

as scrapers, trucks, or bucket wheel excavators have been employed (Isles et al., 1986). 

1.4 Back fill replacement methods 

Removed overburden materials are commonly placed into the mine void. This technique 

is called back filling of waste materials (Reed, 1986). Generally back filling techniques 

are carried out by one of three different methods or a combination of these methods 

(Reed etal., 1987): 

1) Dragline methods 

2) Shovel and truck operations 

3) Ripper and scraper techniques 

1.4.1 Dragline methods 

In Australia, especially in N.S.W since 1980 there has been an important growth in the 

use of dragline operations rather than other surface mining methods. In the past two 

decades, the walking dragline has become the preferred machine for overburden 

removal in surface coalmines in Australia, because of deeper digging capability, 

flexibility in operation and relatively lower operating costs (Atkinson, 1982). In many 

of Australian strip mines, draglines are encountering different geological conditions 

than those in other mining areas of the world. Many dragline operations in Australia are 

employing innovative digging techniques to overcome these more complicated 

geological conditions and to improve the machines capabilities to maximise the reach 

and dump height. Due to the presence of thicker overburden most Australian strip mines 

have wider pits, typically 60- 80 m, for the purpose of reducing rehandle and to avoid 

both spoil and high wall failures. 
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Draglines normally sit on top of the overburden bench while stripping overburden to 

expose the coal seam and cast the overburden directly into the void created by the 

former cut without using an auxiliary haulage system (Moolick and O'Neill, 1968). For 

a detailed discussion of dragline operations the readers are referred to Bucyrus-Erie 

Company (1977) and Mirabediny (1998). Figure 1.1 on page 3 shows the plan view of a 

surface mining method using a dragline operation system while Figure 1.3 shows a 

cross section of a typical dragline operation. It illustrates the position of the dragline 

sitting on the highwall for maximum reach, it also shows the shape and size of the 

proposed cut (cut A ) , and the shape and size of the resulting spoil pile (spoil A ) . Thus, a 

dragline digs and removes the overburden and places it on a spoil pile A (Figure 1.3). 

|- * J, * * 
Figure 1.3. Diagrammatic illustration of surface mining operation 

using dragline, D, is the overburden depth, T, is coal thickness and 

W is the pit width (after Bucyrus-Erie Company, 1977). 

1.4.2 Shovel and truck operations 

In this system waste material is generally loaded into trucks by excavating shovels (see 

Figure 1.4). It is then transported out of the pit and is finally dumped in a temporary 

spoil heap or end-tipped over the edge of the advancing loose wall (Reed et al, 1987). 

In Australia, especially in the many mine sites of N.S.W where the dragline usually 

operates in the lower sequence of the mine, these methods are generally employed to 
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remove upper over-burden and inter-burden horizons. This kind of operation has been 

used where the strip mines have become deeper and in more complex geological 

conditions (Isles et al., 1986). 

Figure 1.4. Schematic diagram showing shovel and track 

operation system (after Kennedy, 1990). 

1.4.3 Ripper and scraper operations 

Scrapers have been used in a few strip mining operations for stripping and exposing the 

ore deposit. They are generally used in conjunction with draglines for pre-stripping in 

deeper areas and in the vicinity of haulage ramps. Hence, the dragline's stripping 

efficiency is significantly increased (Isles et al., 1986). 

1.5 Water inflow into a surface mine 

Estimation of water inflow into a surface mining operation is a most important task in 

designing the mine drainage system (Singh and Reed, 1987). Furthermore the prediction 

of water inflow is a necessary aspect of assessing the long-term hydrological impact and 

provides useful information for environmental studies (Naugle and Atkinson, 1993). 

The water inflow sources into a surface mining operation are given as follows (Reed, 

1986): 
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a) Water inflow due to atmospheric precipitation and percolation through the backfill in 

a surface mine. 

b) Water inflow from underground aquifers and mineral beds. 

c) Water inflow due to geological structure including discontinuities such as folds, 

faults and shear zones. 

d) Inflow through pit floor heave and/or piping 

e) Inflow through abandoned mine workings. 

Figure 1.5 shows various sources of water inflow into a surface mine: 

Figure 1.5. Various sources of water inflow to a surface mine (after Reed, 1986). 

1.6. Environmental impacts of surface mining operations 

Different methods of surface mining operations generate wastes that can affect surface 

and groundwater quality. Surface runoff from strip mines with a high concentration of 

dissolved minerals may discharge directly into surface streams or rivers and chemically 

pollute them (Stiefel and Busch, 1983). The removal of overburden to expose an 

underlying ore deposit changes not only the natural shape and state of layers but also 

affects the whole ecological balance of the site (Reed, 1986). Not all surface mining 

wastes are detrimental to the groundwater and surface water. However, there are some 

contaminants in mine wastes that are considered to be beneficial for these water 
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resources. The following factors play a basic role in determining the extent of pollution 

in surface mining area: 

a) Type of mine waste 

b) Location of waste materials 

c) Climatic conditions 

d) Restoration method 

e) Condition of foundation 

f) Regulatory requirement (Bohnet and Kunze, 1990) 

The problem due to surface strip mining operations may be considered with respect to 

the surface environmental problems as outlined below: 

a) Degradation of land 

b) Groundwater and surface water pollution 

c) Air pollution 

d) Vibrations due to blasting 

e) Noise pollution (Reed, 1986) 

However, many regulations for controlling these environmental impacts already exist. 

The present author considers in this thesis groundwater inflow, rebound and subsequent 

pollution problems in a backfilled open cut mine site. 

1.7 Groundwater rebound 

Dewatering of strip mines during mining operations causes a considerable hydrologic 

stress on the regional hydrologic system. (Naugle and Atkinson, 1993). Therefore, once 

pumping has stopped and the mine has been backfilled, the water level will return to its 

equilibrium position or original level prior to mining operations. Figure 1.6 shows a 

general sequence of groundwater rebound. 
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Backfill 
Mine Excavation 

Pavement Strata WaterTable 

Direction of mine extension 

1) Advancing down-dip surface mine. Groundwater table depressed by dewatering. 

Backfill 

2) Groundwater rebounds within backfill as mining operation progresses. 

3) Mining operation approaches completion, water table recovering through backfill. 

3 1 

Backfill 

4) Groundwater rebounds to its equilibrium level after mine closure. 

Figure 1.6. The stages of groundwater rebound (after Reed and Singh, 1986). 
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1.7.1 Groundwater rebound and pollution problem 

As already mentioned, many of the opencast mining operations, once they are 

completed and dewatering has ceased the water table will then return to its initial levels. 

Where the groundwater covers backfill materials containing pyrite, it becomes 

contaminated. In many cases the process of groundwater recovery results in springs 

which may contain ferruginous and acidic water (Norton, 1983). In addition to backfill 

materials, topography, climate, geological discontinuities and the level of groundwater 

below the ground surface may affect the amount of groundwater contamination (Bohnet 

and Kunze, 1990). Backfill wastes show more porosity and high permeability hence 

groundwater can easily pass through them and become contaminated. Opencast backfill 

after dumping becomes weathered and is susceptible to oxidation because oxygen can 

easily flow through the voids of the fill material. Therefore, there is no doubt that pyritic 

minerals in the wastes will decompose to contribute to groundwater contaminants 

(Norton, 1983). 

1.8 Surface mine dewatering 

Dewatering is an effective method for controlling water flow entering a surface mining 

excavation. Once a surface mine intersects the initial groundwater table, groundwater 

flow occurs towards the excavation, hence dewatering is necessary. The dewatering 

process produces a cone of depression in the vicinity of the mining excavation and 

reduces the hydraulic gradient in the aquifers, increases the slope stability and controls 

mine excavation flooding (Ngah, 1985). A hydrogeological investigation of the mine 

site is necessary to design an appropriate dewatering technique. Collection of 

hydrogeological data such as the coefficient of permeability, storage coefficient and 

previous groundwater flow regime are all main factors in designing appropriate 
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dewatering techniques (Singh, 1998). There are various dewatering techniques for 

surface mines. In general, these methods may be divided into two groups: 

1.8.1 Passive dewatering method 

In this method a sump is excavated at the bottom of the mining excavation and the 

groundwater is generally allowed to enter the sump, from where it is eventually pumped 

to the surface. In this passive technique a submersible or a skid-mounted centrifugal 

pump using a diesel engine or electric motor is usually employed (Figure 1.7). This 

method can be used for many mines where small amounts of groundwater are expected 

and for controlling surface runoff and direct precipitation entering the pit (Norton, 

1983). 

Direction of Mvanoe 
— => 

Pipe Range to lagoons 

1.8.2 Advance (Active) dewatering technique 

In this technique electrical submersible pumps are installed in vertical boreholes drilled 

within the geological formations around the perimeter of the mining excavation 

(Norton, 1983). The crucial task of the technique is to maintain the water table draw 

down in advance of the mine excavation level. This technique is successfully used in 

surface mine sites where a large amount of groundwater inflow into the excavation is 

expected (Figure 1.8). 
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B o x - cut 

Direction of Extension 

— m ~ Drawdown water level 
Final High wall 

(a) Box-cut and retreat (up-dip) mining 

(b) Shallow down-dip mining 

(c) Open pit mining 

To Lagoons 

Direction of Extension ^ 

To Lagoons 

(d) Up-dip mining, pump installed in backfilled box-cut area 

Figure 1.8. Advance Dewatering methods in different surface 

mining situations (after Norton, 1983). 
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1.9 Review of research associated with groundwater modelling in open cut mining 

The inflow prediction models are characterised as follows: 

(i) Analytical model 

• Equivalent well approach model (Singh and Atkins, 1984; Singh and Atkins, 

1985a; Singh and Atkins, 1985b; Singh et al., 1985; Vandersluis et al, 1995; 

and Lewis, 1999) 

• Two dimensional model (McWhorter, 1981) 

(ii) Numerical model (Azrag et al., 1998) 

(iii) Combined models 

• Combined numerical and analytical model (Hanna et al., 1994) 

• Combined two-dimensional and equivalent well approach model (Singh and 

Reed, 1987) 

It may be noted that these models for prediction of inflow rate into the surface mining 

excavations range from a simple analytical solution to relatively complex numerical 

models. 

1.9.1 Inflow models 

Singh et al. (1985) presented the appropriate simple analytical equations for prediction 

of inflow under various flow regimes and different aquifer conditions. These equations 

are based on the equivalent well approach. However, these analytical solutions are 

based on some assumptions, and special boundary conditions limit their applicability in 

different mining situations and they are not as versatile as numerical methods which 

deal with complex mining situations. Furthermore, the equivalent well approach 
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assumes that the mining excavation is a large diameter well. This assumption is not 

reliably applicable to surface mining operations with relatively complex geometry. 

Singh and Reed (1987) reported several two-dimensional analytical solutions for 

predicting groundwater inflow into a surface mine excavation. Based on this approach, 

the inflow regime is essentially assumed to be two-dimensional. These equations 

assume linear flow far from the mine, and take into consideration that in the close 

proximity of the mining excavation the assumption of linear flow is not valid and the 

vertical component of the flow is more dominant. Incorporating this situation into 

analytical solutions make them more reliable and applicable for predicting inflow 

quantity into a surface mine excavation. These equations, however, are not appropriate 

for all mining situations and under some specific conditions such as those near the 

seepage plane and in the region of a vertical impervious boundary the simplified flow 

assumptions can predict unrealistic results. 

Rubio and Lorca (1993) categorised different types of inflow behaviour into mine 

workings in different parts of the world as follows: 

(a) Constant rate of inflow 

(b) Rate of inflow following a Gaussian distribution 

(c) Rate of inflow increasing with time as the mine extends 

(d) Rate of inflow decreasing with time as the finite source aquifer dries up 

(e) A mine displaying mixed rates of inflow 

This is described in details in Chapter 3, Section 3.3 on Page 72. 
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Lewis (1999) presented an analytical equation based on well hydraulics for estimation 

of steady state inflow rate to an open pit mine. Lewis (1999) suggested that a limitation 

of analytical solutions derived from well hydraulics for groundwater inflow is fo assume 

an initially flat potentiometric surface for the aquifers. These equations do not take into 

account the passive component of groundwater inflow. Incorporating the passive 

component of inflow is very important for an accurate prediction of the inflow 

quantities into a mining excavation in order to design an appropriate dewatering system. 

An equation was developed to take into account the passive inflow to an ideal fully 

penetrating pit in a uniform flow field. The analytical equation presented by Lewis 

(1999), however, is unable to predict the transient groundwater inflow into a surface 

mining excavation. 

Vandersluis et al (1995) presented an analytical equation for estimation of horizontal 

groundwater inflow rate into a pit in an unconfined aquifer. This equation calculates the 

inflow using large well equations based on the Dupuit assumptions for lateral, radial 

steady state flow into a fully penetrating well. This equation is only applicable in arid 

and semi-arid areas where precipitation is generally limited and water inflow to a pit is 

normally controlled by the horizontal groundwater inflow rates. 

Hofedank (1979) presented an analytical equation previously developed by Hantush and 

Jacob to calculate groundwater leakage to a lignite opencast mine. This equation was 

based on an analogy between an assumed circular pit and a large diameter well. The 

equation assumes that the pit fully penetrates an aquifer. The aquifer has an infinite 

areal extent and transmissivity and storativity are assumed to be uniform. Brown (1979) 

also used this equation for prediction of inflow to underground oil shale mines. 
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McWhorter (1981) applied the concept of the steady state flow approach to develop an 

analytical equation for the prediction of groundwater inflow to a surface mine 

excavation from a confined aquifer. This method assumes that the variation of 

piezometric head with time corresponds to the steady state instantaneous draw down 

affected by a particular rate of groundwater inflow to the excavation. It was also noted 

that incising the confined aquifer during mining causes the aquifer to become 

unconfined near the excavated face while remote from the mine the aquifer remains 

confined. Considering that the confined aquifer will become unconfined near the mining 

excavation, it is necessary to assume that the storage coefficient applied to the 

unconfined zone of the aquifer is much greater than that which is used in the confined 

zone. The advantage of this method is that it takes into account the effect of time and 

face advance on the predicted inflow quantities. However, the predicted inflow would 

be much larger in the initial stages of mining because the entire pit is not established 

instantaneously. Furthermore, this approach assumes that flow occurs only in planes 

normal to the long axis of the advancing pit while the actual flow in the plan view will 

be two-dimensional. Moreover, the discharge to the pit through the ends is not 

considered in this method and it is assumed that the length to width ratio is large. 

Most analytical solutions do not directly account for the amount of inflow taking place 

through the bottom of the mining excavation. Although the analytical solutions 

developed by Marinelli and Niccoli (2000) take into account the upward flow through 

the bottom of the mining excavation; however, the solutions assume an equivalent 

porous medium and are based on many simplifying assumptions. Hence their analytical 

solutions are not appropriate for all hydrogeological situations. 
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On the other hand, numerical models are powerful tools used to simulate all aquifer 

conditions and to provide a more realistic representation of the interaction between 

groundwater systems and mining excavations. Many numerical models are limited in 

their ability to represent the variable height of the seepage faces and cannot easily 

model various aquifer conditions such as saturated/unsaturated flow, confined 

/unconfined flow and non-linear hydraulic characteristics of the porous medium. Hanna 

et al (1994) developed a three-dimensional finite element groundwater model for 

prediction of groundwater inflow but it has been limited to an idealised open pit. Azrag 

et al. (1998) developed a finite element code called MINEDW. This particular code 

includes subroutines to calculate the height of the seepage face in a pit wall, simulate 

faults, model pit infilling and to predict groundwater inflow to underground drifts. 

However, this particular code has not been developed for simulation of groundwater 

inflow problems in backfilled open cut mines. 

In order to overcome some of the limitations of the existing models, there is a need to 

develop a new numerical inflow prediction model for open cut mines dealing with the 

following characteristics: 

(a) Saturated/unsaturated flow conditions 

(b) Confined/unconfined aquifer systems 

(c) Steady state/transient conditions 

This model should be able to specify different boundary conditions. Furthermore, the 

excavation of a surface mine should be easily simulated by removing elements and 

nodes. Moreover, the model should have the capability to calculate the height of the 
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seepage faces of the mining excavation taking into account the hydraulic conductivities 

and the water content as a function of pore water pressure. 

1.9.2 Rebound models 

Prediction of the post-mining groundwater rebound is also noted to be an important task 

in order to control the quality of mine drainage in a backfilled open cut mine operation. 

Numerical groundwater flow models can provide an approach to simulate groundwater 

rebound after cessation of mining operations. 

(a) Rebound models for backfilled sites 

Many research workers have carried out research in relation to groundwater rebound 

problems in open cut coalmines (Henton, 1981; Norton, 1983; Reed, 1986; Reed and 

Singh, 1986; and Davis and Zabolotney, 1996). 

Problems of groundwater rebound after the cessation of mining activities and the 

subsequent effects on the quality of ground and surface water have been highlighted by 

Henton (1981). It was concluded that the real source of the pollution problem is not 

with the pumped mine waters but with the natural discharges that occur when a 

coalmine has been abandoned and the groundwater is allowed to rebound to its 

equilibrium level. 

Norton (1983) and Reed (1986) observed groundwater rebound and monitored 

settlement at the Horsley backfilled site located about 15 kilometres to the west of 

Newcastle-upon-Tyne in Northumberland and a shallow backfilled site in the East 

Midlands area at Nottingham, both located in the United Kingdom. It was proved that a 
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major factor of opencast backfill settlement is due to the recovery of groundwater when 

the mining operation has ceased. Groundwater rebound is, however, the main cause of 

ground and surface water pollution. It was suggested that the most obvious method of 

minimising groundwater pollution is to seal the backfill material by inundation and 

therefore prevent access of air to the backfill void material. 

Davis and Zabolotney (1996) developed a groundwater flow model to simulate the post-

mining recharge rate from precipitation at the Belle Ayr surface coalmine. The model 

predicted a post-mining recharge rate of 0.05 metres per year exceeding the pre-mining 

recharge rate to aquifers at the Belle Ayr Mine which was about 0.04 metres per year 

due to the lowered permeabilities of backfill materials. A sensitivity analysis showed 

that transmissivity was the most sensitive parameter affecting the modelling results. 

(b) Pit lake refilling models 

The formation of lakes in abandoned open pit mines and the simulation of the post-

mining filling of pit lakes has become an important topic to many modelers, including 

Naugle and Atkinson (1993); Vandersluis et al. (1995) and Shevenell (2000). 

Naugle and Atkinson (1993) developed a numerical groundwater model predicting the 

post mining filling of open pit mines. The calculations were based on the planned pit-

dewatering activities and the available geological and hydrological data. The model was 

first verified with analytical solutions for a simplified hydrological problem and then 

applied to a more complex case. The results indicated that the pit lake would recover to 

about 99% of the pre-mining groundwater level after approximately 75 years. Although 

the numerical model cost-effectively and successfully simulated post-mining recovery, 

it has been limited to open pit mines. 
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Vandersluis et al. (1995) predicted the rate at which a pit lake forms and the 

groundwater rises to its equilibrium level after the cessation of mining using a simple 

analytical method and a spreadsheet program. The model takes into consideration 

inflow to the lake by direct precipitation on the lake surface, surface runoff from the pit 

watershed, and horizontal groundwater inflow from bedrock as well as outflow from the 

lake which occurs by means of evaporation and seepage. Outflow by seepage only 

occurs when the pit lake surface level approaches its pre-mining equilibrium level. 

Shevenell (2000) used an analytical model to estimate the rate of pit lake filling and 

groundwater fluxes into the lake with particular reference to the Getchell Mine, Nevada, 

USA. An analytical spreadsheet method was used for the modelling of pit lake filling. A 

volume-stage relationship was computed for the filling calculations. Based on this 

analytical model, it was concluded that an assumed decreasing net rate of inflow into a 

pit lake may be realistic in pit lake simulation. 

It maybe noted that the simulation of pit lake refilling is not a subject of this thesis. 

Problems concerning groundwater flow in partially saturated porous media are 

relatively difficult to model for cases involving highly nonlinear ground characteristics. 

In particular, it is difficult to assign to the model the highly sensitive behavior of 

unsaturated field variables such as hydraulic conductivity, specific storage and 

atmospheric boundary conditions associated with the seepage face, infiltration and 

evaporation. Predicting the configuration of the ground water table and the height of the 

seepage face in surface mine high walls for slope stability analysis is also very 

important. Estimating the groundwater rebound in backfilled open cut mines is amongst 

the more complex problems encountered in mining operations. 
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Due to the limitations of the most common groundwater flow codes used in dealing 

with these problems, more work is needed to develop a numerical model incorporating 

saturated/unsaturated and confined/unconfined flow conditions in order to predict post 

mining groundwater rebound within the spoil of an open cut mine. 

1.9.3 Pyrite oxidation and acid leaching models 

Acid mine drainage is probably the worst of the environmental problems and clearly 

poses a serious unfavourable impacts for receiving waters (Gray, 1998). Acid 

generation from some abandoned coalmines has caused great concern in the UK and 

acid drainage discharged from abandoned mines has been the main cause of freshwater 

pollution in central Scotland (Norton, 1983). Furthermore acid mine drainage at inactive 

mine waste areas in North America (Walter et al., 1994a, b) and from abandoned coal 

strip mines in the humid eastern United States (Jaynes et al., 1984a, b) has again been a 

serious problem. Acid mine drainage is also a serious problem in Australia, at central 

western and north eastern regions of Tasmania, Captain's Flat and the Hunter Valley of 

New South Wales and Rum Jungle in the Northern Territory (Davis, 1983). Simulation 

of long-term pyrite oxidation and the transportation of oxidation products provides 

useful information which can be used for the design of efficient remediation programs. 

Although considerable effort has been made to model the pyritic oxidation and other 

sulphide minerals, the focus is mainly on the oxidation of pyrite and the generation of 

acidic leachate from waste rock dumps (Cathles and Apps, 1975; Cathles, 1979; Davis, 

1983; Davis and Ritchie, 1986a; Davis et al., 1986b; Lefebvre and Gelinas, 1995). 

Further work by Elberling et al. (1994); Walter et al. (1994a); Walter et al. (1994b); 

Bridwell and Travis (1995); and Wunderly et al. (1996) is related to mine tailings 

discharge and is not relevant to the oxidation and transportation processes occurring in 
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abandoned open cut coalmines. However, there is little work reported in the literature 

quantifying the mechanisms that control the rate of pyrite oxidation and the subsequent 

leaching of the reaction products from open cut mines (Rogowski et al., 1977; Jaynes et 

al., 1984a,b). Hence there is a need to develop a model describing the long-term 

oxidation of pyrite and taking into consideration the physical and chemical transport 

processes involved in the migration of dissolved chemical species discharged from an 

open cut coalmine source into an aquifer. 

Cathles and Apps (1975) described a one-dimensional model for oxidation and leaching 

processes which considers temperature dependence, oxygen balance and air convection 

effects. However, the model assumes air convection to be the main mechanism of 

oxygen transport through the dump in order to oxidise ferrous iron in the presence of 

iron oxidising bacteria. The leaching process takes place through the action of both 

chemical and diffusion controlled processes in which the sulphides are oxidised 

primarily by ferric ions. Such conditions may present a reasonable assumption for the 

mechanism occurring in coarse copper-waste dumps but they cannot be easily applied to 

open cut mine sites where the oxidation process is mainly controlled by gaseous 

diffusion of oxygen and the bacterial oxidation processes are not considered dominant. 

Jaynes et al. (1984a, b) presented a model for pyrite oxidation and the subsequent 

leaching of the oxidation products from reclaimed open cut coalmines. Direct molecular 

oxygen oxidation and ferric iron oxidation were included in the model and it was 

assumed that pyrite oxidation is controlled by first order kinetics and the rate of 

diffusion of oxidant into the reaction particle. A one dimensional diffusion model was 

developed to supply oxygen into the reclaimed profile. Ferric iron was assumed to be 

produced by both the chemical and bacterial catalysed oxidation of ferrous iron. 
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Activity of the iron oxidising bacteria is controlled by the energy available from the 

ferrous-ferric oxidation reaction and from the energy substrate and the deviation of the 

bacterial environment. The complexation and precipitation of ferric iron and the 

reaction between H+ and the spoil matrix were included in the model. However, because 

of the one-dimensional nature of the model it was assumed that the oxidation products 

were removed from the reclaimed open cut mine by percolating surface water and the 

role of groundwater to transport the oxidation products was neglected. Furthermore, the 

interaction between the solid phase and dissolved species was not included. 

Davis and Ritchie (1986a) and Davis et al. (1986b) developed a one-dimensional 

mathematical model for pyrite oxidation in waste rock dumps where diffusion of 

oxygen to the reaction sites is the rate-limiting factor. The modelling was carried out in 

a two-stage approach: first, the diffusion of oxygen into the pore space of the dump, and 

second, a shrinking core model to describe the diffusion of oxygen into the individual 

particles through the oxidised coating that forms around the unreacted core of the 

particles. The model is widely accepted and used. However, the role of bacteria in the 

oxidation of pyrite and subsequent transport of the oxidation products was not included. 

There is therefore a need to develop a numerical model to predict long-term pyrite 

oxidation and the subsequent transport of the oxidation products from abandoned 

backfilled open cut coalmines. The model should incorporate complexation and 

precipitation reactions for ferric iron. A transient, advection, dispersion and molecular 

diffusion model, which includes the chemical reactions necessary for accurate 

calculation of the removal of the oxidation products, should be also developed. The 

model should take into consideration the linear and equilibrium ion exchange processes 
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for the main ions. The model should also be capable of taking into account the role of 

iron oxidising bacteria as well as sulphate reduction bacteria. 

1.10 Need for further research 

The literature review thus far has indicated that the groundwater pollution problem 

associated with open cut coal mining has not been completely solved. In order to solve 

the pollution problem the aspects of groundwater inflow and groundwater rebound into 

the backfill material has to be considered before modelling groundwater pollution 

problems in open cut coal mining. 

The main problem here lies with the formation of acidic water produced by oxidation of 

pyritic minerals present in coalmine spoil. This acidic water readily dissolves heavy 

metals producing salt and metal ion contamination of the receiving water. The effects of 

contaminated waters from such mining operations on the environment is a matter of 

grave concern. If other metal sulphides are associated with the pyrite, heavy metal 

transportation and contamination will result in long-term environmental pollution 

(Davis, 1983) due to the presence of dissolved salts of metals such as copper, 

manganese, and zinc. Although the oxidation of pyrite and its long-term effects on 

receiving water bodies continues after abandonment of mining operations, the best cost-

effective management strategies are required in order to minimise the impact of the 

long-term acid and metal leaching problems. 

There is therefore a need to understand and quantify the amount of groundwater inflow 

into an open cut mine during the mining operations, groundwater rebound when the 

mining operation has ceased and quantification of the processes involved in pyrite 

oxidation and related chemical reactions, subsequent metal solubilisation and 
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transportation. Mining engineers must find the best way for identifying, quantifying and 

understanding the mechanisms involved in the generation of pollutant materials and 

solute transport in the subsurface environment. Numerical contaminant transport models 

are valuable tools in assessing changes in groundwater quality after mine closure. A 

numerical model enables the prediction of future events. It may indicate which factors 

in a real system are most important from a sensitivity point of view. A model can help 

to design, optimise and predict the performance of field remediation and land 

reclamation programs. This research addresses the above problems and therefore the 

main objectives of this research are formulated in the following section. 

1.11 Research objectives 

The objective of this research was to investigate hydrogeological systems affected by 

backfilled open cut coal mining operations. The amount of pollutants produced in a 

backfilled site can be reduced by using efficient reclamation techniques after cessation 

of mining operations. However, the assessment and development of best reclamation 

and management techniques in order to minimise the effect of mining on the 

hydrogeology of the area is a long-term and expensive procedure. The development of a 

numerical model that describes groundwater pollution potential and leaching from 

backfilled sites would facilitate the development of a mine rehabilitation and 

environmental management plan during the design stage of an open cut mining 

operation. In order to achieve this goal, the purpose of thesis is to develop the following 

three numerical models. 

(1) Inflow model: The prediction of groundwater inflow into a mining excavation is 

very important for the design of an effective dewatering system during the mine 
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planning stage. Use of a numerical finite element model is required for predicting 

inflow of water into a surface mine workings. A two-dimensional numerical package, 

called SEEP/W has been used which has the capability to simulate saturated/unsaturated 

flow conditions and to allow calculation of the height of the seepage faces of the mining 

excavation taking into account the permeabilities and the water content as a function of 

pore water pressure. 

(2) Groundwater rebound model: The two-dimensional numerical finite element 

model SEEP/W was also modified to predict the groundwater rebound within backfilled 

open cut mines after cessation of mining operations. This package has the ability to 

simulate groundwater flow problems in partially saturated porous media. This model 

calculates realistic results that can be used by mine operators and environmental 

engineers to control the mine drainage quality more efficiently and allows the design of 

mine drainage pollution prevention schemes for a backfilled open cut mining operation. 

(3) Long-term pyrite oxidation and subsequent transport model: The primary 

objective of this thesis was to develop a numerical finite volume model (FV) using 

PHOENICS, as a CFD (Computational fluid dynamics) code to predict pollution 

potential with particular reference to the long-term oxidation of pyrite and transport of 

the oxidation products through groundwater flow systems contaminated by acid mine 

drainage (AMD) as a consequence of mining operations. 

To validate the models presented in this thesis and in order to assess each model's 

accuracy, reference is often made to the field data monitored by Norton (1983) and 

Reed (1986) at the Horsley backfilled site located about 15 kilometres to the west of 
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Newcastle-upon-Tyne in Northumberland and the backfilled site 'A' in the East 

Midlands area near Nottingham, both located in the United Kingdom. The models of 

long-term pyrite oxidation and subsequent transport of oxidation products have been 

mainly verified using published analytical and numerical models. Sensitivity analyses of 

the models are also presented to assess and indicate how changes in some of the main 

input data for the models can affect the models predictions. A schematic diagram of the 

modelling approach is presented in Figure 1.9. 

Database 

1 Inflow model during mine 
advancement 

I Groundwater rebound model after 
mining has ceased 

I Oxygen diffusion, pyrite oxidation 
and subsequent transport model 

Change input data and 
modelling parameters 

Figure 1.9. A flowchart of the modelling approach. 
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1.12 Research approach and program 

1.12.1 Research approach 

This thesis is presented in ten chapters. The flowchart of the arrangement of the thesis is 

shown in Figure 1.10. 

• Chapter 1 presents the general purpose of the research, different types of surface 

mining methods and their impact on the environment, and also highlights the 

water inflow, groundwater rebound and pollution problems associated with open 

cut mining. The main aim of the first chapter is to show how the pollution 

problems arise in a backfilled site of an open cut mine. 

• Chapter 2 includes physico-chemical characteristics of mine drainage. This 

chapter focuses on oxidation reactions and acid mine drainage generation and 

also discusses the effects of the relevant factors on the rate of pyrite oxidation. A 

summary of the different methods of acid mine treatment systems is also 

presented. 

• Chapter 3 deals with a brief review of the analytical methods of prediction of 

groundwater inflow into open cut mines, including methods based on the 

equivalent well approach and the two-dimensional flow approach. 

• Chapter 4 describes a two-dimensional finite element model used to simulate 

groundwater inflow and rebound within spoils of an open cut mine, taking into 

consideration the Galerkin approximation method for discretisation of the 

groundwater flow equation. Prior to modelling, a short description of the 

SEEP/W package, its features, applications and formulation is given. This 

chapter also includes the hydrogeological characteristics of the spoil. 
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CHAPTER ONE 
Groundwater Problems associated with Abandoned Open Cut Coalmines 

I 
CHAPTER TWO 

Mine Water Quality Characterisation and the Pollution Problem 

CHAPTER THREE 
Analytical Methods of Prediction of Groundwater Inflow to Open Cut 

Coalmines 

I CHAPTER FOUR 
A Finite Element Model for Groundwater Inflow and Rebound 

Prediction in Open Cut Mines 

I CHAPTER FIVE 
Groundwater Inflow Model Modification and Verification 

1 
c 

CHAPTER SIX 
Prediction of Groundwater Rebound in 

Open Cut Mining 

CHAPTER SEVEN 
Application of Computational Fluid Dynamics (CFD) to Groundwater 

Flow and Pollutant Transport Problems 

I 
CHAPTER EIGHT 

A Numerical Finite Volume Model for Pyrite Oxidation and Oxygen 
Transport within Spoils of an Open Cut Coalmine 

J 
CHAPTER NINE 

Transportation of Pyrite Oxidation Products through Groundwater 
Flow Systems 

I 
CHAPTER TEN 

General Conclusions and Recommendations 

Figure 1.10. Structure of chapters in the thesis. 
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• Chapter 5 deals with the validation of the numerical modelling results for 

groundwater inflow. It presents the results of the analytical solutions and the 

previous numerical simulation results. A comparison is made with the present 

modelling results, which shows that the model is a reliable predictor of 

groundwater inflow into an open cut mine. Six problems have been selected for 

the verification of the model. Capabilities of the present model and inflow model 

development and specification of boundary conditions are also given. 

• Chapter 6 gives a brief description of the finite element technique applied to 

groundwater rebound model application. The model is verified using analytical 

equations, published numerical models and the monitored field data observed by 

Norton (1983) and Reed (1986) at backfilled sites in the United Kingdom and 

the results are presented. 

• Chapter 7 describes the general features of computational fluid dynamic (CFD) 

analysis, with particular reference to the fundamentals of the finite volume 

method (FV). This chapter covers a brief description of the features and 

application of PHOENICS as a CFD code. This chapter also provides basic 

information about finite volume discretisation of the governing differential 

equations of groundwater flow and contaminant transport. 

• Chapter 8 illustrates a conceptual model for pyrite oxidation processes taking 

place in an abandoned backfilled open cut coalmine and details a two-

dimensional finite volume model (FV) for the oxygen transport, heat transfer 

and pyrite oxidation processes. This chapter also gives the results of one-

dimensional simulations of the pyrite oxidation and the pollutant transport in 

backfilled open cut coalmines. The results of the present model and comparisons 
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with a published model show that the model, based on the finite volume method 

and using PHOENICS as a CFD code is a reliable tool for assessing and 

predicting long-term oxidation of pyrite and acid generation within the spoil of 

an open cut mine. 

• Chapter 9 gives the governing solute transport equation. It also contains the 

results of two-dimensional simulations of the subsequent transport of the 

oxidation products through the groundwater flow system. 

• Chapter 10 summarises the results and principal conclusions of the research 

work presented in this thesis together with the suggestions for further research. 

• Appendix A contains the finite element discretisation of the groundwater flow 

equation. Appendix B gives the derivation of the pyrite oxidation model based 

on a shrinking core model. A review of the existing pyrite oxidation models are 

provided in Appendix C. The physical and the chemical processes of the mass 

transport phenomenon are given in Appendices D through K. The Ql file in 

PHOENICS input language and the GROUND subroutine in FORTRAN 

language are given in appendices L and M respectively. 

1.12.2 Research program 

This research work has been divided into eight distinct phases extending over a period 

of one session each as shown in Table 1.1. 

In the first phase of this research a literature survey of the mining operations, associated 

pollution problems and a review of numerical methods was carried out. The second 
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phase dealt with the evaluation of different numerical codes. A finite element code 

called SEEP/W was selected to simulate groundwater inflow and post-mining rebound 

Table 1.1. Research activities and schedule. 

T A S K 2000 

•V 

2001 2002 

*> 

Phase Ii Literature Survey of the mining operations and 

associated pollution problems and other related investigations and 
a review of numerical methods. 

Phase 2: Evaluation of different numerical codes, selecting 

a finite element (FE) code ( S E E P / W ) for inflow and rebound 

models and a finite volume (FV) code (PHOENICS) for pyrite 
oxidation and subsequent transport of oxidation products. 

Phase 3: Development of groundwater inflow and rebound 
modelling algorithms, evaluation of groundwater model with 
dewatering problems in confined, unconfined and leaky aquifers. 

Phase 4: Development of a FV model for oxygen transport and 
pyrite oxidation. Evaluation of the physical processes and chemical 
reactions involved in transport mechanism. 

Phase 5: Verification of inflow and post-mining rebound models 
with analytical and previous numerical models for groundwater 
inflow to surface mine excavations, development of seepage face 
in a surface mine, groundwater inflow to an open cut coalmine and 
groundwater rebound in an idealised pit. 

Phase 6: Development of a FV model for contaminant transport 
with taking into account physical processes (advection and 
diffusion), and chemical reactions. 

Phase 7: Further validation of groundwater rebound modelling 
with monitored field data and verification of pyrite oxidation, 
oxygen transport and subsequent transport models. 

Phase 8: Thesis Preparation 
Outline 
Draft one 

Subsequent drafts 
Submission of final thesis 

* S, = 1st Session, S " = 2nd Session 
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problems. A numerical finite volume package, P H O E N I C S , was selected to model 

pollution problems associated with open cut coalmines. The third phase was involved 

with the development of groundwater inflow and rebound models, mesh generation and 

specification of boundary conditions. The main aim of this phase was to run the selected 

finite element program for assessing aquifer related problems. The groundwater model 

was validated using dewatering problems in confined, unconfined and leaky aquifers. 

The fourth phase included the development of a finite volume model for transport of 

oxygen through spoils of an open cut mine and a model for pyrite oxidation based on a 

shrinking-core model. The physical processes involved in the transport mechanism were 

also evaluated. In phase five, the models developed for groundwater inflow into the 

mining excavation and post-mining rebound were verified using existing analytical and 

numerical models. In this phase the modelling was carried out mainly on groundwater 

inflow into a circular pit and surface mining excavation, development of a seepage face 

into a surface mine, groundwater inflow into an open cut coalmine and groundwater 

rebound in an idealised pit. The sixth phase was to develop a finite volume model for 

transport of the oxidation products through the groundwater flow system. Modelling 

includes physical processes (dispersion, molecular diffusion and advection), and 

chemical reactions taking place during the transport of the oxidation products such as 

bacterially catalysed reactions, ion exchange, acid neutralisation, complexation and 

precipitation reactions. The seventh phase was carried out to further validate 

groundwater rebound modelling with monitored field data and to verify pyrite 

oxidation, oxygen transport and subsequent transport models. 

1.13 Conclusions 

In this chapter, the methods of surface mining, groundwater inflow, post-mining 

groundwater rebound problems and associated environmental pollution problems in 
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open cut coalmines were briefly reviewed. The generation of pollution m a y commence 

during the operational phase of mining and it will continue long after the closure if there 

is no action taken to prevent it. Prediction of inflow and post-mining groundwater 

rebound are important intermediate steps in evaluating the pollution problem. 

Simulation of the long-term pyrite oxidation and subsequent transport of the oxidation 

products are noted to be the final step. The estimation of any pollution occurrences can 

help in the design of a more efficient remediation program and this is considered to be a 

main step for the preparation of the mine rehabilitation programme. 

36 



CHAPTER TWO 

MINE WATER QUALITY CHARACTERISATION AND 
THE POLLUTION PROBLEM 



CHAPTER TWO 

MINE WATER QUALITY CHARACTERISATION AND 

THE POLLUTION PROBLEM 

2.1 Introduction 

Mining operations invariably disturb the balance of the existing geo-water systems 

which may have a long-term environmental impact due to the mineral operations. 

Surface mining operations often leave land in a condition unsuitable for further use. The 

post-mining mine drainage condition has been identified as one of the pollutants. W h e n 

the rebound of the water table commences after ceasing of dewatering operations, mine 

water pollution m a y occur depending upon the conditions of the surrounding ground 

and backfill materials. The major problems like acid mine drainage ( A M D ) and heavy 

metal pollution are considered to be the most serious water pollution problems in 

mining areas. Such drainages containing iron sulphates and other components can affect 

the quality of the receiving water bodies (National Coal Board, 1982). 

Open cut mining results in the generation of large amounts of waste materials creating 

overburden dumps which lead to various environmental impacts including water 

pollution which is considered to be one of the more serious impacts. The quality of 

drainage water depends on various factors such as geology of the strata, 

hydrogeological characteristics and mining parameters that can vary considerably from 

one mine site to another. In many mines waste water has poor quality due to the 

generation of acid mine drainage that produces problems of transporting suspended 

solids and dissolving heavy metals (Rubio and Lorca, 1993). A M D and heavy metals 
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are thus the most important sources of water pollution especially after cessation of 

mining activities that lead to long-term environmental effects. This chapter discusses: 

• Mine water chemistry 

• Physical and chemical parameters 

• Acid mine drainage and relevant chemical reactions 

Mine water quality and quantity data are required in analysing and evaluating 

simulation results. Mine water quality and quantity monitoring programs will provide 

necessary data for exact calibration of the numerical models (Ricca and Schultz, 1979). 

2.2 Mine water chemistry 

The nature and state of mine water varies considerably from one site to another. In 

different mine sites, the quality of mine water can be classified as alkaline, acidic and 

ferruginous or that containing dissolved metal. Therefore, the impacts of these waters 

can be different. There is no doubt that to consider the nature of such water is a basic 

task in dealing with and controlling the mine water drainages from different mines. 

Coalmine discharge pollution is generally due to the oxidation of pyrite. In coalmines 

pyrite is generally found in either the coal layers or in mudstones with a marine origin. 

When pyritic minerals are exposed to air, rapid oxidation of such minerals occurs 

however, which produces acidic drainage (Ricca and Schultz, 1979; Atkins and Pooley, 

1982; and Pentreath, 1994). Such water drainage particularly in the presence of pyrite 

poses a number of problems and has a detrimental effect on surface and groundwater 

aquifers and soils (Atkins and Pooley, 1982; Rubio and Del Olmo, 1995; and Adam et 

al, 1997). 
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2.3 Water pollutants 

2.3.1 General consideration 

As water is a good solvent, the possible sources of water pollutants are nearly countless. 

There is no doubt that the sources and causes of such pollution associated with human 

activities are numerous. The most important sources of water pollution are untreated 

sewage, domestic wastes, industrial effluent, industrial solid wastes, municipal wastes, 

agricultural wastes, mining operations, nuclear wastes, oil-field brines and gasoline and 

other leaks from storage tanks. Study of mine water pollution is the major concern of 

this thesis. 

2.3.2 Mine water pollutants 

In open cut mining operations, huge amounts of waste drainage can be produced. Such 

waste has harmful effects on water quality. The major water pollutants associated with 

both open cut and underground mining activities, however, may be classified as shown 

in Figure 2.1: 

In the four pollutant groups illustrated in Figure 2.1, radiological pollutants are 

associated with uranium mines. 

2.4 Mine water characteristics 

A basic study of the different aspects of mine water chemistry is necessary for any 

researcher who deals with pollution problems related to mining wastes. Furthermore, 

knowledge of mine drainage quality helps in the design of a mine rehabilitation 

program. A short description of the physical and chemical parameters of mine water 

quality is considered below: 
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Physical pollutants ^ 
w 

-Suspended solids (NFR) 

-Turbidity 
-Colours 
-Temperature 
-Taste and Odour 

Chemical Pollutants 
(Organic) 

^ 
w 

-Coal 
-Oils and Fats 
-Soaps and Detergents 
-Rubber 
-Dyes and Phenolic compounds 

-Cyanide 

Chemical Pollutants 
(Inorganic) 

k-

w 

-Heavy metals (Cr,Hg,Cu,Cd,Pb,Zn) 

-Acids 

-Alkalis 

-Dissolved Salts 
(Mg,Ca,K,Fe,Na,Cl,Mn,So4,No3, 

HCo3,Po4,...) 

Bacteriological 
Pollutants 

^ 
w 

-Harmful Micro-Organisms, 
Small Animals and Plants 

Radiological 
Pollutants 

w 
w 

-Uranium 
-Tritium and other radioactive 
substances from mine waste 

dumps and tailing 

Figure 2.1. Mine water pollutants (Singh, 1998). 
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2.4.1 Physical parameters 

(a) Temperature 

The pollution due to temperature is not normally a problem in mining sites. However, 

the temperature of the water may be an important factor in controlling the biochemical 

activity. According to Malouf and Prater (1961), temperature has an important effect on 

the rate of the bacterial oxidation of ferrous to ferric iron. The model developed by 

Cathles (1979) takes into account the role of temperature on the rate of bacterial 

leaching of sulphide minerals. Hoth et al. (1998) noted that a contaminant transport 

model in isothermal conditions cannot cover the complexity of the processes and 

reactions in such areas. McNab and Narasimhan (1994) emphasised that a reactive 

transport model including both inorganic geochemistry and degradation reactions may 

provide the most important primary data in understanding the behaviour of complex 

environments. Merrington and Alloway (1993) reported that the oxidation of pyrite is an 

exothermic reaction and it is necessary to take into consideration the effect of 

temperature in development of model for prediction of pollution potential in spoil of 

any open cut coalmine where the biological activity determines the amount of pollutants 

discharged from the mine spoil. 

(b)pH 

The symbol pH is generally expressed as the negative logarithm of the hydrogen ion 

concentration in a solution. Therefore, 

pH = -£ogw[H
+] (2.1) 

Its values range between 0 and 14. A pH of 7 shows neutrality and a pH less than 7 

indicates acidity, and also apH with higher values denotes alkalinity. 

42 



The solubility of metals in aqueous phases depends upon the pH. According to Malouf 

and Prater (1961), the iron oxidising bacteria are only active in acidic environments 

having a pH of between 2 and 3.5. Furthermore, low pH prevents precipitation of ferric 

iron from the aqueous system. Schnaitman et al. (1969) noted that the bacterial iron 

oxidation is />//-dependent and that optimum range of pH is 2.5 to 3.8. The higher 

values of pH cause precipitation of metal oxides, whereas, its low values inducing 

solubility of the species. The acceptable values of pH from any surface mine range 

between 6.0 and 9.0 (Stiefel and Busch, 1983). 

(c) Turbidity 

Turbidity is a measure of the concentration of very small size particles in the water. This 

parameter may be used to estimate the level of suspended solids in a sample (Stiefel and 

Busch, 1983). The value of turbidity is calculated based on the light absorption property 

of a suspension of fine solids. 

(d) Electrical conductivity (EC) 

Conductivity is the measure of the capability of a liquid phase to conduct electricity. 

This parameter is related to the concentration of dissolved inorganic solids in the 

aqueous system. Therefore, quantity of these solids in mine drainage can be calculated 

by use of conductivity measurements. The following equations between electrical 

conductivity (EQ, total dissolved solids (TDS) and total soluble salts (TSS) are 

generally applied to Australian surface waters. 

TDS = 0.952 TSS (2.2) 

TSS = 0.65 EC (2.3) 
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Electrical conductivity is measured in situ and is recorded in terms of micro ohms ((is). 

EC is a function of temperature hence its value has to be adjusted or corrected to 

25 ° C (Stiefel and Busch, 1983). 

(e) Dissolved components and solubility 

The measure of solid materials dissolved in water may vary from very small amounts to 

the maximum dissolvable quantity. The highest concentration is called the solubility for 

the solute in the liquid. If an aqueous phase contains the maximum amount, is said to be 

saturated with regard to that solute material. 

The basic factor affecting solubility is temperature. The solubility of the majority of 

solid materials increases with a rise in temperature. Dissociation is considered to be 

another phenomenon that may happen when a solid dissolves in water. In this case, an 

ionic solid dissolves and breaks down into its primary or individual ions. 

In a typical water sample Na+ ,K+,Ca2+ ,Mg2+ ,Cl~ ,S02' ,HCOf and CO2' are the 

major ions (Freeze and Cherry, 1979) and N03~,F~,Br~,Si
2+,Ba2+ 

Fe2+,Li+,B3+ and P04~ are other minor ions existing in solution (Hounslow, 1995). 

(f) Dissolved salts and suspended solids 

Dissolved salts and suspended solids are the common types of pollutants associated 

with mining operations. Especially, dissolved salts contribute to the most important 

problem in the environment. 

Suspended solids (SS) such as coal fines, silts and other small solid particles are the 

usual type of material in suspended state or undissolved solids in a typical water sample. 

TDS is the dissolved solids content of a water sample. The sum of the suspended solids 
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and dissolved solids is called the total solids in a typical water sample (Stiefel and 

Busch, 1983; andHounslow, 1995). 

(g) Hardness 

Hardness is basically the sum of the calcium and magnesium concentration in the water 

(Hounslow, 1995). It is denoted in terms of mgll of calcium carbonate (CaC03) 

(Stiefel and Busch, 1983). Although other metals such as strontium, iron, manganese 

and some heavy metals are present and can be determined but, especially in fresh water, 

these are negligible in comparison with calcium and magnesium. 

2.4.2 Chemical parameters 

(a) Chlorides 

Halite (NaCl) is normally present in salty water resources affected by sea water (Shaw, 

1983). Hounslow (1995) explained that halite, due to seepage from the sea and from hot 

springs are the common sources of the chloride. It is naturally found in water bodies in 

low concentrations depending on the geological layers in contact with the water. 

Chlorides in high quantities have an unfavourable impact on metallic water handling 

systems due to corrosion and it can also accelerate corrosion difficulties in pipe 

systems. 

(b) Sulphates 

Sources of sulphates are pyrite (FeS2), gypsum (CaS04-2H20) and anhydrite 

(CaS04). Under some special conditions, high concentrations of sulphate may be 

generated from organic sulphur compounds (Hounslow, 1995). Sulphates in AMD are 

generated by the rapid oxidation of pyrite under atmospheric conditions. In such 
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conditions the sulphidic minerals are oxidised and A M D is generated by releasing iron 

(Arkesteyn, 1980; Atkins and Pooly, 1982; and Xavier, 1990). 

Sulphate reduction is a bacterial reaction (Atkins and Pooly, 1982). In this process the 

oxygen in S04 ion is consumed by bacteria to oxidise organic matter to C02. H2S as 

a by-product is formed. The relevant equation for sulphate reduction is (Hounslow, 

1995): 

S04~+2CH20^>H2S + 2HCO{ (2.4) 

The indicator (guideline) concentration of sulphates for drinking water is 400 

mgll (quoted in Singh, 1998). Stiefel and Busch (1983) suggested that sulphate values 

in surface water resources be limited to concentrations of less than 250 mgll. 

(c) Nitrogen 

Nitrogen can be found in water in the forms of organic compounds generated by 

domestic wastes, as ammonia (NH3) and in other oxidised forms such as nitrates and 

nitrites (Shaw, 1983). Concentrations of organic forms of nitrogen are typically low in 

groundwater except where groundwater aquifers are affected by sewage and agricultural 

effluents. 

Ammonia in water has its origin in rainwater, domestic sewage, and industrial wastes. 

Quantities of ammonia in uncontaminated groundwater and surface waters are generally 

less than 50 jugN/l. High concentrations of ammonia may occur in waste disposal 

leaching zones. Nitrates in water may come from rainwater, industrial wastes, domestic 

wastes and organic origin (Department of Resources and Energy, 1983). 
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(d) Alkalinity 

The alkalinity of a liquid sample is defined as the measure of the ability of a solution to 

react with acid or neutralise it (Hounslow, 1995). Alkalinity in a solution is due to 

bicarbonate (HC03), carbonate (C03~), hydroxide ions and weak acid salts. It is 

determined by neutralisation (titration) with a standard solution of sulphuric acid to a 

pH = 8.3 for the alkalinity of hydroxide and carbonate and to a pH = 4.5 for the total 

alkalinity (Stiefel and Busch, 1983). 

In mine drainage, if sufficient alkalinity and carbonate minerals are present, the rate of 

pyrite oxidation and pH reduction will be decreased (Hummel et al., 1985; Blowes et 

al., 1994; and Vandersluis et al., 1995). In alkaline mine waters, the oxidation of pyrite 

is expressed by the following reaction: 

FeS2 (s)+—02 +-H2O^Fe(OH\ (s) + 2S0
2- +4/T (2.5) 

The presence of carbonate in buffered waters in sufficient concentrations will cause the 

pH value to be neutral. In such environments, the total oxidation reaction is described 

by: 

FeS2(s)+—02+-H20+4C0
2~ ->Fe{0H)3(s)+2S04

2- +4HC03~ (2.6) 
4 2 

Hence, the rate of acid generation is nearly equal to acid consumption and the pH has a 

neutral value. 

Alkalinity is generally expressed as the equivalent value of CaC03 in meq/l CaC03: 

mgllCaCO, ,__ 
meq 11 CaC03 = 7 (2.7) 

The equivalent weight of CaC03 (50) 
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(e) Acidity 

The acidity of a liquid phase is defined as the capacity of a liquid to neutralise a strong 

base such as NaOH. It is generally determined by titrating a known volume of water 

with a strong base. The most important sources of acidity are acid rain and AMD due to 

the oxidation of sulphide minerals in metal and coalmines. The significance of AMD is 

related to the pollution problems that will be discussed in this chapter. Acidity in mine 

drainage is also caused by the dissolution of carbon dioxide (C02) in water. Acidity is 

reported in terms of an equivalent value of calcium carbonate, generally in mg/1 

CaC03 (Stiefel and Busch, 1983). 

2.5 Acid mine drainage (AMD) or acid rock drainage (ARD) 

2.5.1 General consideration 

Mining operations are often one of the most important causes of surface and 

groundwater pollution. These activities produce poor water quality and pose many 

environmental problems. Among the problems associated with mining activities, AMD 

is the more important and it is considered to be a major cause of water pollution 

contributing high concentrations of iron, S04
 2" and acidity to receiving waters 

(Williams, 1975; Erickson et al., 1982; and Chen et al., 1999). 

As a consequence of mining operations, sulphide minerals especially pyrite are oxidised 

into sulphuric acid. The resulting acid containing dissolved minerals and metals is 

released into surface and groundwater where it may cause soil and water pollution 

(Atkins and Pooley, 1982; Merrington and Alloway, 1993; and Fang, 1997). 

Although the oxidation process of pyrite and other metal sulphide minerals in the 

presence of air is often unavoidable, studies of the geochemistry of ore minerals and 
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waste materials, hydrological aspects, and the mine plan can help in the design of the 

mining operations to minimise the various effects on the environment during the 

activities. Environmental damage, as a result of AMD, due to poor management during 

the planning, development, operation and closure of mining activities and incorrect 

understanding of AMD in the past (Environment Australia, 1997), has often occurred. 

The effects of AMD may remain for long times after mine closure, hence careful 

environmental management is a necessary task during mining operations and a basic 

mine closure strategy has to be developed to prevent the subsequent generation of 

AMD. 

2.5.2 Acid mine drainage (AMD) 

Acid mine drainage is probably the worst environmental problem caused by mining 

operations, with negative impacts on surface and groundwater quality. Many types of 

mining sites, such as coal mining, metalliferous mining, backfilled opencast mining, 

quarries as well as tailings dams and overburden waste materials contain iron sulphide 

minerals, in particular pyrite (FeS2). The oxidation of iron sulphide minerals, especially 

pyrite, by oxygen and water particularly in the presence of certain bacteria cause AMD 

(Singer and Stumm, 1970; Williams, 1975; Atkins and Pooley, 1982; Norton, 1992; 

Saharan et al., 1995; Adam et al., 1997; Environment Australia, 1997 and Modis et al., 

1998). 

AMD is produced when sulphide minerals are exposed to the atmosphere (Atkins and 

Pooley, 1982; and Toit et al., 1998). Therefore, AMD not only occurs due to mining 

operations, it may take place in sites of out-cropping pyrite minerals. Such occurrences 

have previously been used as an important key for the exploration of ore deposits 

(Saharan et al., 1995; and Environment Australia, 1997). 
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A M D is often characterised by high concentrations of Fe, high sulphate and low pH 

(Williams, 1975; Gray, 1998 and Toit et al., 1998). In addition to iron and sulphate, 

other metal concentrations such as aluminium (Al), manganese (Mn) and total dissolved 

solids are present and precipitation of many secondary minerals such as gypsum or 

ferric hydroxy-sulphates may occur. According to Williams (1975) and Gray (1998), 

depending on the geology of the host rock of the ore deposit and depending upon the 

materials contacted, a variety of metals with elevated concentrations may be present. 

Adam et al (1997) emphasised that acidic water contains many metallic ions such as Fe, 

Cu, Zn and As. These metals are considered to be a potential source of surface and 

groundwater contamination. Stokstand (1998) reported that AMD can leach and 

transport other metallic contaminants depending on the host rock geology. These may 

include arsenic, asbestos, cadmium, copper, iron, lead, mercury, sulphur and zinc. These 

metals are transported into waterways and finally pollute surface and groundwater. 

2.5.3 Oxidation reactions and acid generation 

AMD results at mine sites from the oxidation of certain sulphide minerals (Atkins and 

Pooley, 1982) in particular pyrite. The overall stoichiometric reactions describing the 

oxidation of pyrite and leaching generation are given as: 

FeS2+-02+H20^>Fe
2+ + 2S04

2~ + 2H+ (2.8) 

Fe2+ +-02 +H
+ ->Fe3+ +-H20 (2.9) 

4 2 2 2 

FeS2 +l4Fe
3+ +8i/20->15Fe

2+ +2S02~ +16/T (2.10) 

Fe3++3H2O^Fe(OH)3+3H
+ (2.11) 

CH.COCT +S04~ +H
+ -^H2S + 2HCOf (2.12) 
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Pyrite oxidation can be initiated with direct oxidation of pyrite byo2 (Reaction 2.8), 

forming Fe2+,S04~
2 and #+ (Singer and Stumm, 1970; Williams et al., 1979; Guedes 

et al., 1986; Herbert Jr., 1994; Bridwell and Travis, 1995). Fe2+ released by pyrite 

oxidation is converted to Fe3+ (Reaction 2.9) (Rogowski, et al., 1977). Reaction 2.9 is 

the only important source of Fe3+ in strip mine site (Jaynes et al., 1984a). Oxidation of 

Fe2+ to Fe3+ is slow under low pH values of natural acidic systems such as strip mine 

spoil. However it may be catalysed by the bacteria Thiobacillus ferrooxidans (Singer 

and Stumm, 1970; Hoffmann et al., 1981; and Xavier, 1990). Fe3+ produced by the 

oxidation of ferrous iron, may react with pyrite (Reaction 2.10) to produce additional 

Fe2+ ,S04~
2 and H+ (Singer and Stumm, 1970). It has been suggested that oxidation of 

pyrite by Fe3+ is important only when bacteria are present (Jaynes et al., 1984a, b). 

Fe3+ may be hydrolysed and precipitated as amorphous ferric hydroxide (Reaction 

2.11). In the presence of sulphate reduction bacteria, sulphate is reduced (Reaction 2.12) 

to sulphide, neutralising/?// and consuming sulphate (Atkins and Pooley, 1982; Rose 

and Cravotta III, 1998; and Drury, 2000). 

According to Williams (1975) and Hellier (1998), the oxidation reaction in solution is 

increased by Fe3+ instead of 02 as an oxidising agent. If the acidity falls below pH = 

Fe3+ 

3.5 and ratio of — — becomes large, in this case, Fe3+ plays a basic role in oxidising 
Fe 

the FeS2. 

The following factors determine the rate of pyrite oxidation and acid production 

(Malouf and Prater, 1961; Saharan et al., 1995): 

• The form of sulphur mineral 
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• Grain size of the rock containing pyrite 

• The concentrations of oxygen and temperature 

• pH and Eh conditions 

• The quantity of sulphur 

• Catalytic effects and the availability of certain bacteria 

The various metal sulphide minerals oxidised by Thiobacillus Ferrooxidans can be 

found in Xavier (1990); Robins (1991); Nordstrom and Southam (1997); Rose and 

Cravotta III (1998): 

Table 2.1. A list of metal sulphide minerals which can be affected by T. Ferrooxidans 

Sulphide mineral Chemical formula 

Arsenopyrite 

Bornite 

Chalcocite 

Chalcopyrite 

Covellite 

Enargite 

Galena 

Marcasite 

Millerite 

Molybdenite 

Orpiment 

Pyrite 

Sphalerite 

FeS2 FeAs2 

Cu5FeS4 

Cu2S 

CuFeS, 

CuS 

3Cu2SAs2S5 

PbS 

FeS2 

MS 

MoS, 

./itS^AJg 

FeS, 

ZnS 
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2.5.4 The role of the buffering minerals 

Although the presence of pyrite and other sulphide minerals has an important role in the 

generation of AMD, this is not a sufficient condition. If the sulphide minerals are not 

reactive or if a great quantity of alkaline minerals, which act as buffering materials, are 

present, the AMD will be neutralised (Williams, 1975; Blowes, et al., 1994; and 

Saharan et al., 1995). 

Studies made by Blowes, et al. (1994); Vandersluis et al. (1995) and Bowell et al. 

(1998) confirmed the role of carbonate minerals as buffering H+ in decreasing the rate 

of pyrite oxidation and generation in mine drainage. Bowell et al (1998) emphasised 

that buffering minerals such as carbonates cause acid-neutralisation reactions. 

According to Williams (1975) lime, limestone, and soda ash can neutralise acid mine 

drainage to pH 6.5 to 8 and iron to less than 7.0 ppm. Acid neutralisation reactions are 

often accompanied by the precipitation of metal-hydroxides, hydroxy-sulphates and 

oxyhydroxide minerals. The maximum rate of pyrite oxidation takes place from pH = 

2.4 to/?// = 3.6. At low pH, Fe3+ appears as an oxidant agent while at/?//values greater 

than 3.5 ferric iron precipitates as ferric hydroxide Fe(OH)3. It was reported that at/?// 

below 4 secondary minerals may produce Jarosite. This mineral plays a basic role in 

maintaining acidity long after pyrite and other sulphide minerals have been consumed. 

Many other factors such as materials, mine site topography, and climate conditions 

(particularly rainfall and temperature) affect the rate of pyrite oxidation and acid 

generation, the potential for transporting oxidation products into the receiving 

environments and the consumption of resultant materials (Environment Australia, 

1997). 
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2.5.5 Impacts of acid mine drainage on the receiving environment 

AMD is an overall problem influencing receiving water in many mining sites. Acid 

drainage contributes high concentrations of metals such as manganese, aluminum and 

iron which pollutes both surface and groundwater aquifers. In a 1993 hydrogeological 

investigation and hydrogeochemical analysis of water samples affected by AMD, 

Ezeigbo and Ezeanyim described their findings concerning the effects of AMD water on 

surface and groundwater pollution. The authors expressed the view that the cause of 

death of aquatic life is due to acidic drainage channeled into receiving waters. Further, 

this water infiltrates into groundwater aquifers and pollutes them. Other research agrees 

with the effect of acidic drainage in pollution of surface water bodies and groundwater 

aquifers have a detrimental effect on receiving environment. Rubio and Lorca (1993) 

emphasised that acidic waters in mining activities produce a number problems. 

Amongst the major problems, the environmental problem is very important. 

AMD with low /?//, high salinity, high concentrations of heavy metals and sulphate, 

causes soil acidity and salinity, the death of vegetation, increase in the rate of erosion, 

and detrimental impacts on aquatic biota in receiving water ways. However, AMD 

clearly poses a number of serious problems for the receiving environment. These are as 

follows: 

• Negative impact on mine water quality contributing to corrosion problems for mine 

equipment. 

• Disturbing the aquatic ecosystem in downstream environments caused by low pH 

and high concentrations of dissolved heavy metals, threatening aquatic life and 

contributing to health hazards for human beings and other creatures, death of fish 

particularly salmon and trout species, depletion of numbers of free swimming and 

benthic aquatic organisms. 
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• Groundwater pollution due to infiltration of acid drainage into the aquifers. 

• Surface water pollution is considered to be another most important problem 

associated with acidic drainage. This acidic water containing high values of metals and 

dissolved sulphates when neutralised with fresh water streams, causes the precipitation 

of iron hydroxide that decolourises the water and destroys the natural beauty of rivers. 

Furthermore, this drainage makes surface waters Ashless resulting from covering the 

river bed with precipitated iron hydroxides (Atkins and Pooley, 1982; Pentreath, 1994; 

Saharan et al., 1995; Environment Australia, 1997; and Singh, 1998). 

2.5.6 Heavy metals 

Drainage from many metal sulphide mines including abandoned mines, may contain 

elevated concentrations of iron, manganese, zinc, copper, arsenic, cadmium and lead 

(Robb and Robinson, 1995). Heavy metals are known to be toxic to aquatic organisms 

and human life (Stiefel and Busch, 1983). 

Most metals at higher concentrations pose detrimental impacts to fish, any other aquatic 

life and human beings as well as destroying the stream ecology. In environmental 

geochemical studies carried out in India, Govil et al., (1999), described their findings 

concerning the effects of heavy metals on environmental pollution. The authors pointed 

out that heavy metals accumulate between soil particles and contribute to a long term 

environmental hazard. Furthermore, many heavy metals at elevated concentrations are 

considered to be toxic and affect plant life adversely. 

Xavier (1990) focussed mainly on the role of particular microorganisms in the 

dissolution and precipitation of specific metals. The author also discussed the metal 

solubility and mobility in acidic drainage environments as being influenced by several 
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factors such as pH, Fe and Mn concentrations, redox potential and organic matter. The 

author believed that changes of oxidation reduction potential and pH conditions by 

microbial activities have a basic role in the mobilisation of metals in acid mine 

drainage. 

2. 6 Acid mine drainage neutralisation methods 

2.6.1 Introduction 

The acid drainages from surface coalmines with high concentrations of heavy metals 

contribute environmental pollution. The neutralisation and prevention of acid drainage 

is a necessary task for mining industries at areas where AMD takes place (Environment 

Australia, 1997). In such sites remediation methods and chemical treatment facilities 

will be necessary before acidic drainage can be discharged into the receiving waters 

(Williams, 1975). Although temporary remediation may reduce the acidic water effects 

on the environment, however active and/or passive treatment systems will be necessary 

for exact amelioration of AMD (Robb & Robinson, 1995). Because active treatment 

systems often produce a contaminated effluent and need additional treatment facilities, 

therefore such systems are generally expensive. 

Constructed wetlands are often effective, low-maintenance and inexpensive treatment 

systems for AMD (Perry and Kleinmann, 1991; Norton, 1992). Such systems are 

successful in removing metals from AMD. However, wetlands are not always reliable 

during all seasons of the year for water quality improvement (Skousen, 2000). 

The main aim of treatment systems is to remove contaminants such as iron and 

manganese from mine drainage and raise the /?//. Such treated mine effluents can then 

be directed into the receiving waters. 
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2.6.2 Acid mine drainage neutralising agents 

Many research and experimental works have been carried out to find the most efficient 

and appropriate chemical materials for neutralising the AMD. The most common 

method for AMD treatment is to use the alkaline reagents. Mining companies use 

limestone (CaC03), hydrated lime (calcium hydroxide,Ca(OH)2), sodium hydroxide 

(caustic soda, NaOH), sodium carbonate, magnesium oxide (caustic magnesia) or 

ammonia to treat AMD (Williams, 1975; Skousen, 2000; and Environment Australia, 

1997). Rogowski et al. (1977) and Singh (1998) have also mentioned certain clays and 

silicates as acid neutralising agents. 

Many coalmines in the eastern United States and other parts of the world use alkaline 

agents to treat AMD. These chemical materials remove iron and other pollutants. The 

treated water can then be discharged into the rivers (Skousen, 2000). Diz (1998) 

reported chemical treatment strategies which have commonly been employed at active 

mining operations. In these systems, sodium hydroxide (NaOH) or lime (CaO) is used 

to increase the pH value. Skousen (2000) emphasised that the residual materials after 

the process of treatment of AMD must be considered for each chemical agent. 

According to Williams (1975) and Tsukamoto and Miller (1999), lime precipitation is 

the most common agent for acid neutralisation. The advantages of lime treatment 

systems are neutralising acidity, removal of iron and aluminium salts and the reduction 

in sulphate concentration. But this procedure generates large amounts of gypsum sludge 

contaminated by heavy metals. Furthermore this treatment process is also expensive. 

Pearce and Ries (1982) have outlined the common cost-effective chemical treatment 

methods for AMD. They have also mentioned other treatment methods such as sodium 

treatment, microbial inhibition, electro dialysis, ion exchange and foam separation. 
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2.6.3 Active treatment systems 

In this method, a chemical, in particular an alkaline material such as calcium hydroxide 

(CaC03), sodium hydroxide (NaOH) or magnesium hydroxide (Mg(OH)2) is generally 

added to increase the/?//value of acid drainage and allowing the precipitation of metals 

as insoluble hydroxides. The relevant neutralisation and metal precipitation reactions 

between alkaline and AMD are as follows: 

The neutralisation of acidity: 

a) Ca{OH)2+2H
+->Ca2++2H20 (2.13) 

The generation of metal hydroxide: 

b) Mx+Ca{OH)2^>M(OH)2+Cax (2.14) 

where, 

M= any metal; 

x= any metal ligand such as sulphate. 

This process produces large values of sludge creating numerous environmental 

problems. Furthermore, the cost of initial equipment and building is relatively high 

(Pearce and Ries, 1982; Robb and Robinson, 1995; and Saharan et al., 1995). 

2.6.4 Passive treatment systems 

Passive treatment techniques employ similar processes which are used in the active 

remediation method but with a different operational methodology. In this method 

alkalinity is added into the acidic drainage to increase pH value. These systems are 

appropriate for the treatment of low acidity drainage in particular in areas where the 

flow is relatively low (Robb and Robinson, 1995; and Environment Australia, 1997). 
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Passive methods have been applied to treat acid drainage independently hence the cost 

of maintenance is relatively low. Such cost-effective treatment methods are basically 

required in areas such as abandoned mines where mining companies do not accept the 

responsibility of the environmental problems due to acidic drainage (Skousen, 2000). 

2.6.5 Passive anoxic limestone drains (PALD) 

A method is known as anoxic limestone drains have been developed for pre-treatment 

of acid drainage, in which acid drainage is generally passed through a drain including 

crushed limestone under anoxic conditions for avoiding the precipitation of metal 

hydroxides within the drain and on the limestone gravels (Figure 2.2). 

Figure 2.2. Passive anoxic limestone drains (Skousen, 2002). 

The reaction between the mine drainage and the surface of the limestone raises the 

alkalinity: 

CaC03 +H
+ -> Ca2+ +HC03~ (2.15) 

Subsequent aeration and ponding of the discharge from the drain causes precipitation of 

metal hydroxides in the settling pond (Environment Australia, 1997; Robb and 

Robinson, 1995). According to Diz (1998), a successful treatment of AMD using anoxic 

limestone drains can be achieved if these methods are combined with natural or 

constructed wetlands. PALD method can effectively be applied in sites where the 
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concentrations of dissolved oxygen and aluminum in acid drainage is low and the iron is 

present in the form of ferrous iron (Fe2+). These conditions ensure that the PALD 

approach is best-suited and a cost-effective method in treating AMD (Skousen, 2000). 

After removing the iron by employing an aerobic wetland, an anaerobic wetland system 

can then be employed to remove the remaining metals such as zinc, copper, cadmium, 

lead and mercury (Robb and Robinson, 1995). 

2.6.6 Open limestone channels 

This approach is an important method in ameliorating or treating AMD. These systems 

are constructed by covering the streambed with high quality of limestone (Figure 2.3) 

(Diz, 1998; and Skousen, 2000). The limestone dumped in the streambed is effective in 

neutralising the acidity of the mine drainage but basically the limestone is eventually 

covered with iron oxy-hydroxides in sites where the water is not anoxic. However, 

results obtained from sites have clearly demonstrated that acidity and metal contents 

removal are improved 25% when flowing through coated limestone (Skousen, 2000). 

Figure 2.3. Open limestone channels for mine drainage treatment (Skousen, 2002). 

In an investigation with both passive and active treatment methods, Hamilton et al. 

(1999) used a passive treatment system to ameliorate AMD at the abandoned Wheal 

Jane mine in Cornwall, in the UK. They employed a pilot passive treatment plant 
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including three individual systems. Each system consists of five aerobic reed beds, an 

anaerobic cell and an aerobic rock filter. For two of them however, a pre-treatment 

system was also constructed. Those readers who require more information about the 

system are referred to Hamilton et al. (1999). 

Norton (1995) also reported on the pollution problem due to high concentrations of 

toxic metals such as cadmium, arsenic, iron, zinc and lead in the abandoned Wheal Jane 

mine due to the groundwater rebound after the closure. He emphasised that a cost-

effective passive treatment system is an important approach to overcome the long-term 

pollution problem in abandoned mines. 

2.6.7 Wetland systems for acid mine drainage treatment 

Wetlands are considered to be the alternative low-cast, low-maintenance passive 

systems for the treatment of AMD (Kleinmann, 1990). Wetland systems can be 

effectively combined with other methods such as passive anoxic limestone drains, as a 

final stage for acid mine treatment (Environment Australia, 1997). Wetlands are not 

only successfully used for acid mine treatment but also they are more economic than 

chemical treatment systems (Kleinmann, 1990). A wetland is a chemically complex 

system and many physical, chemical and biological processes occur within the wetlands 

including adsorption, ion exchange, bacterial and abiotic oxidation, bioaccumulation, 

sedimentation, neutralisation, sulphate reduction and carbonate minerals formation 

(Kleinmann, 1990). Although many of these processes taking place in a wetland 

environment are not fully understood, they have been shown to be effective in metal 

removal, in particular iron, and in the raising of/?// as well as sulphate reduction. It 

should be noted that large amounts of sludge are not produced as metallic precipitation 

in the wetland substrate, common in chemical neutralisation methods. Another 
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advantage of constructed wetlands is the long-term sedimentation and immobilisation of 

metals (Kleinmann, 1990; and Saharan et al., 1995). 

Wetland systems have encountered many difficulties in treatment of large flows, in land 

areas available for large wetlands (Environment Australia, 1997) and also where the 

efficiency of metal removal is reduced due to evapotranspiration in warmer climate 

conditions. A typical design of an engineered wetland is shown in Figure 2.4. A 

constructed wetland usually consists of a series of shallow pits to easily control the flow 

of mine drainage. These pits are filled with organic substrate and planted with Typha. 

The mine drainage then is channelled into the pits as illustrated in Figure 2.4. A 15 cm 

layer of alkaline material such as limestone gravels or phosphate is laid on top of the 

compacted base in order to accelerate the process by initially increasing the/?//. A 14 to 

45 cm thick un-compacted layer of an organic substrate is placed on top of the crushed 

limestone layer. This organic substrate includes spent mushroom compost, a waste 

product of mushroom farming, well digested sewage sludge, peat, and chicken manure. 

The floor of wetlands is designed to be horizontal or may have a small gradient (up to 

3%) from the inflow to the out flow of the system (Kleinmann, 1990; and Norton, 

1992). 

American Forests (1992) emphasised that wetlands should be constructed both large 

enough and flat enough to contain the mine drainage at least for 12 hours. Typically a 

constructed wetland system generally includes a series of shallow cells for easier flow 

control. These cells are covered with a special plant is known Typha and are flooded 

with AMD (Kleinmann, 1990). Most wetlands are usually constructed to be rather small 

and the average size is around 1 hectare. Kleinmann (1990) presented a suitable guide to 

sizing of wetlands based on iron loading and/?//of acidic drainage: 
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• If the/?//of the mine drainage is equal to 6.0 or above, the area in square metres 

needed is equivalent to the iron loading in gr I day divided by 10. 

• If the pH of drainage ranges from 4.0 to 5.0 then the wetland area required is 

equivalent to the iron loading multiplied by the coefficient (2/10). 

• For/?// values below 4, the area required is equivalent to the iron 

loading divided by 2. 

^ J ^ j ^ H X a S ^ ^ .I-.UMWTON!! 
.-.•.-.•.•.". •.-.-.-.•. COMPACTED LA1TB 

SECTION OF WETLAND 

REcievrNG 
STREAM 

Figure 2.4. Schematic diagram of a typical engineered wetland (quoted in Norton, 1992). 

Two kinds of constructed wetland systems have been reported by Saharan et al. (1995) 

and Skousen (2002). These are aerobic and anaerobic wetland systems. According to 

Skousen (2002), in aerobic wetlands, acid mine drainage treatment is dominated by 

processes in the shallow surface layer while in anaerobic wetlands, by the chemical 

interactions taking place within the organic substrate. Figure 2.5 shows both types of 

wetlands. 
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Typha Angustifolia 
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(a) Aerobic wetland cell 
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(b) Anaerobic wetland cell 

Figure 2.5. Schematic diagram of aerobic and anaerobic wetland cells 

(quoted in Saharan et al., 1995). 

(a) Aerobic wetland systems 

Aerobic wetland systems are constructed to promote the oxidation process. They are 

designed to be relatively shallow with a depth of 30 cm, planted, and where the surface 

flow is predominant. In the wetland system, ferrous iron is changed fo ferric iron, a 

hydrolysis reaction occurs which forces the precipitation of ferric hydroxide or ferric 

oxy hydroxide. The chemical reactions involved are as follows: 

Fe3+ +3H20->Fe(OH)3 + 3 / T (2.16) 

or, 

Fe3+ +2H20-> FeOOH+3H+ (2.17) 

As a result the oxidation reaction causes iron removal in the aerobic wetland. These 

reactions, however, will increase the acidity and the pH value will be reduced. Lower 
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values of/?// can then reduce the rate of the oxidation process and plants growing in the 

aerobic cells, may be affected by the low/?//. 

It should be noted that alkalinity could be added to the aerobic wetland systems to raise 

the pH value and ensure the optimum rate of iron removal. Alkalinity required to 

aerobic treatment systems can be provided by the following ways: 

• Plant species such as reeds (i.e. Typha Latifolias and Phragmites Australis) are 

encouraged to grow in the aerobic systems. The growing reeds can pass oxygen 

through the organic materials that will generate carbon dioxide. Acidity may be 

neutralised finally by dissolving the gas in the mine drainage. 

• The use of anoxic limestone drainage is considered to be another approach in 

providing alkalinity in the aerobic systems (Robb and Robinson, 1995). 

(b) Anaerobic wetland systems 

Anaerobic cells are designed with a thicker organic substrate consisting of organic 

materials such as hay, manure, peat moss or mushroom compost (Skousen, 2002; 

Saharan et al., 1995). 

Bacterial sulphate reduction in the anaerobic systems of the organic materials is 

considered to be the most important approach for metal removal in wetland cells. In this 

approach, the metallic sulphates in mine drainage are reduced to sulphides that generate 

an insoluble precipitate within the organic materials. This reaction also improves water 

quality and increases the/?//value (Kleinmann, 1990; and Norton, 1992). 

Although bacterial oxidation processes are not considered to be an effective way to 

remove the most toxic and heavy metals, the hydrogen sulphide released by bacterial 

sulphate reduction can react with many heavy metals to generate insoluble sulphide 
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precipitates. This may be an appropriate approach for treatment of mine drainage 

contaminated with many toxic metals (Kleinmann, 1990). 

The bacterial sulphate reduction processes are well documented by many research 

investigators (Silver, 1989; Rose and Cravotta III, 1998; and Drury, 2000) and will be 

discussed in Appendix K. According to Silver (1989), under anaerobic conditions, 

sulphate-reducing bacteria will effectively reduce sulphate. Sulphides formed may 

combine with heavy metals to cause their precipitation. Castro et al. (1999) employed 

sulphate reduction bacteria in improving water quality in a pit lake contaminated with 

high concentrations of sulphate, iron and arsenic. They used varying amounts of organic 

waste products from a potato-processing plant and composted steer manure under 

anoxic conditions. Sulphate reduction caused the formation of sulphide. The 

concentrations of iron, sulphate and arsenic were dramatically reduced and approached 

zero levels, and finally the pH value approached neutrality. 

In a 1998 research program at the Nickel Rim mine near Sudbury, Ontario, Canada, 

Herbert et al. described a method for the passive treatment of groundwater affected by 

acid drainage. They employed a permeable reactive barrier consisting of a mixture of 

municipal waste, leaf compost and wood chips. The organic material raises sulphate 

reduction. Hydrogen sulphide as a by-product of sulphate reduction may then complex 

with aqueous Fe2+ and finally precipitate as iron sulphide. This study mainly 

demonstrated the formation and accumulation of iron sulphide minerals in the reactive 

materials. 

(c) Manganese and Aluminium removal 

The aerobic wetland cells employed for iron removal do not considerably remove the 

manganese content by oxidation especially in the case of lower /?// values. Manganese 
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however may be removed under anaerobic conditions. Robb and Robinson (1995) 

believed that a separate passive anaerobic system is required to remove manganese 

under alkaline conditions by the following reactions: 

For/?//>6.0: 

Mn2+ +HC03~ <^MnC03 +H
+ (2.18) 

MnC03 + - 02 <->Mn02 + C02 (2.19) 

UnderpH> 10.6 manganese hydroxide can precipitate: 

Mn2+ +2 0/T <-> Mn(OH)2 (2.20) 

According to Robb and Robinson (1995), aluminium may be removed in an anoxic 

Slurry pond as aluminium hydroxide under high values of/?// and alkalinity and in the 

presence of some sulphate reduction bacteria: 

Al3++3H20<r>Al{OH)3+3H
+ (2.21) 

2.7 Conclusions 

This chapter reviewed water pollutants, mine water characteristics, the chemistry of 

pyrite oxidation and acid mine drainage (AMD) generation and AMD characteristics, 

and the effects of AMD on the environment. It also briefly reviewed acid mine drainage 

neutralisation methods. It is concluded that among the problems associated with open 

cut coal mining operations, AMD is highlighted to be a dominant problem affecting 

receiving water bodies and wild life. It contributes to high concentrations of iron, 

sulphate and acidity in the surrounding environment. A study of mine water quality and 

quantity data is required in order to verify a numerical model describing long-term 

pyrite oxidation and the subsequent transportation of the oxidation products. 

67 



CHAPTER THREE 

ANALYTICAL METHODS OF PREDICTION OF GROUNDWATER INFLOW 
TO OPEN CUT COALMINES 



CHAPTER THREE 

ANALYTICAL METHODS OF PREDICTION OF GROUNDWATER INFLOW 

TO OPEN CUT COALMINES 

3.1 Introduction 

The large surface mining excavations which are currently carried out below the water 

table can create a number of water related problems affecting the operational efficiency 

and economic viability of the mining operation. This water inflow from the surrounding 

strata towards the mining excavation requires installation of dewatering facilities to 

keep the mine workings dry and create an extensive and prolonged cone of depression. 

In order to design an effective drainage scheme for a surface mine, prediction of water 

inflow into a mining excavation during the feasibility stage of the operation is a major 

task (Singh et al., 1985). A n effective drainage scheme will necessarily allow mining to 

be carried out in dry conditions and improve the slope stability, reduce oxidation of 

sulphide minerals and reduction of corrosion of mining plant and equipment. 

An essential tool for the prediction of groundwater inflow into mining operations is the 

use of a mathematical model. The inflow models range from simple analytical solutions 

to relatively complex numerical models. Mine feasibility and environmental evaluations 

can benefit from the use of simple analytical methods to predict groundwater inflow, as 

a preliminary estimation of potential groundwater inflow, when there is not sufficient 

time and hydrogeological data available to validate and justify the use of a numerical 

model. 

In this chapter, therefore, possible sources of water inflow into surface mines are 

presented and idealised hydrogeological profiles of various surface mining operations 
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are described. Also described are the analytical methods available for the prediction of 

water inflow into a surface mining excavation including two-dimensional flow 

equations for different aquifers under both steady-state and transient flow conditions. 

3.2 Sources of water inflow in surface mines 

For prediction of the groundwater rebound process, it is necessary to consider the 

various sources of water inflow and outflow. The most important portion of water 

entering a mining excavation may originate from a variety of sources listed as follows 

(Singh and Reed, 1987): 

• Water from direct precipitation and surface run-off 

• Horizontal or vertical inflow of groundwater from aquifers, bed rock or alluvium 

3.2.1 Water inflow from direct precipitation, surface water and run-off 

Water originating from surface precipitation may enter into a surface mining excavation 

directly as rainfall or indirectly as surface run-off or floodwater during unexpected 

rainfall. Although water from precipitation and run-off is small in comparison with the 

groundwater inflow, in some situations, however, these sources of inflow should not be 

ignored and are considered in any model for simulation of groundwater rebound and 

water quality models (reported in Lewis, 1999). According to Lewis (1999) for pit 

water-quality modelling, run-off is often considered as the sum of two constituents: 

• The run-off from the pit high wall often contains high concentrations of metals 

leached from oxidised pit wall geological formations and rocks. This portion of 

run-off is often assumed to be 50 % to 100 % of direct precipitation. 

• The run-off from the remaining pit catchment area with low quantities of metals 

and dissolved materials which is assumed to be 10 % to 20 % of direct precipitation. 
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Direct precipitation can be measured directly or can be estimated indirectly from 

regional flow data or surface-water flow models. Figure 3.1 shows a hypothetical 

surface mining catchment area. 

Figure 3.1. Catchment hydrological cycle (after Singh and Reed, 1987). 

3.2.2 Groundwater inflow 

Groundwater inflow from aquifers is basically much greater than other inflow sources 

and, therefore, has the most important influence on the groundwater rebound process in 

open cut mines. It is often essential to be able to predict the nature and amount of this 

component of inflow. Water inflow from aquifers to an excavation consists of the 

following components: 

• The inflow resulting from the drawdown of the initial potentiometric surface 

provided by dewatering and evaporation (McWhorter, 1981). 

• The passive inflow. This component of groundwater inflow is often the result of 

an initial slope of water table or piezometric surface. 
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It was well recognised that a limitation of analytical solutions derived from well 

hydraulics for prediction of groundwater inflow is to assume an initially flat surface of 

potentiometric for aquifers. These equations do not take into account the passive 

component of groundwater inflow. The following equation incorporates the passive 

inflow to an ideal fully penetrating pit in a uniform flow field (Lewis, 1999) (Figures 

3.2 and 3.3). 

2KbI(rh+rn) 
Q = — p— (3 I) 
*"" Cos/3 K } 

where, 

Qgw ~ Passive inflow component (m3 / s); 

K = aquifer permeability (m/s); 

b = aquifer thickness (m); 

I = regional hydraulic gradient; 

rb = radius of the pit base (m); 

rp = radius of the pit surface(m). 

3.3 Types of inflow 

The amount of water inflow to mine activities can be categorised into the following 

types (Rubio and Lorca, 1993): 

• Rate of inflow following a Gaussian distribution. 

This type of inflow can occur in the case of a large water inrush. The initial inflow rate 

increases dramatically for a short period of time and then decreases gradually with time 

finally it reaches to a certain steady-state flow (Figure 3.4). 
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Figure 3.2. Passive flow through a cylinder in a homogenous aquifer 

(quoted in Lewis, 1999). 
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Figure 3.3. Passive flow through a highly conductive cylinder (quoted in Lewis, 1999). 

This type of inflow variation is a typical behaviour in heterogeneous environments. 

It normally occurs when the water inflow takes place in conjunction with an 

intensive surface run-off, water coming from the impermeable base layer of aquifer 

or in the presence of big channels in a heterogeneous aquifer. 

73 



Q 

Time 

Figure 3.4. Inflow variation as a Gaussian distribution. 

• Rate of inflow increasing with time as the mine extends. 

This type of inflow behaviour is common in both surface mining excavations and 

underground mining. Water coming to the mining excavation shows a gradual raise in 

level with time and this is mainly a result of increasing mining excavation depth and 

surface area (Figure 3.5). 

Q 

Time 

Figure 3.5. Inflow increases with time. 

• Constant rate of inflow. 

In this type of inflow, the inflow rate nearly remains constant for long time (Figure 3.6). 

This behaviour can occur in a multiplayer aquifer system in which the intermediate 

aquitard layer with a relatively low permeability has a leaking effect. Typical problems 

associated with this behaviour have been well exemplified by Rubio and Lorca (1993). 
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Figure 3.6. Constant inflow with time. 

• Rate of inflow decreasing with time as the finite source aquifer dries up. 

In many cases, water inflow decreases with time (Figure 3.7). This behaviour is 

typical in the case of unsteady or time dependent flow regime with a constant 

drawdown pumping in a vertical well. 

Q 

Time 

Figure 3.7. Decreasing inflow with time. 

• Mixed rates of inflow. 

This type of inflow behaviour is characterised as a combination of the various 

inflow shapes previously described (Figure 3.8). Inflow problem in the underground 

zinc mine of Vazante in Minas Gerais, Brazil, is a typical example showing mixed 

inflow behaviour described by Rubio and Lorca (1993). As Figure 3.8 shows, inflow 

increases with time until equilibrium is achieved then it remains constant with time. 
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Figure 3.8. Mixed inflow behaviour. 

Although considerable work has been carried out to describe the above mentioned 

inflow behaviours, no attempt has been made to present analytical equations describing 

different modes of inflow. 

3.4 Prediction of groundwater inflow rate into surface mining excavation 

An accurate prediction of the inflow quantities into mining excavation is necessary for 

the following purposes: 

• To design an appropriate dewatering system in new mining works (Singh et al., 1985) 

• For economic, safety and environmental purposes (Venburg, 1979) 

Singh and Atkins (1985b) reported that an accurate prediction of groundwater inflow is 

also necessary and important in many existing mines where mining is carried out under 

large bodies of water in aquifers or under sea conditions. 

Groundwater inflow rate into a mining excavation can be predicted by using one of the 

following techniques: 

• Analytical methods 

• Numerical methods 

In the present work a two-dimensional finite element groundwater package, SEEP/W 

was modified to predict groundwater inflow to an open cut coal mining excavation as 

Q 
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well as prediction of post-mining groundwater rebound after cessation of dewatering. 

Before describing the numerical technique used in this work and the simulation results, 

a critical review of current simple analytical approaches is necessitated especially as 

some of these analytical solutions are used to validate the numerical results. 

3.5 Aquifer type, its characteristics, flow regime and mining excavation 

The complexity of the relationship between the type of aquifer, the hydraulic 

characteristic of porous media, flow regimes and the geometry of surface mining 

excavations often cause difficulties in predicting mine water inflow rate. The flow 

regime varies with the type of flow medium. In unconsolidated sediments, the flow 

regime is linear. Linear flow is slow and flow lines remain in the general vector 

direction of overall groundwater flow (Figure 3.9a). Darcy's law is therefore valid. By 

contrast, in rock environments where fractures and faults provide the conductivity of the 

medium, or in mine spoils where large voids may present, the flow type is obviously 

non-linear or turbulent (Figure 3.9b). Non-Darcy equations therefore govern flow of 

water in these mediums (Rogowski et al., 1977; Singh and Reed, 1987). 

(a) - Laminar flow (b) - Turbulent flow 

Figure 3.9. Laminar and Turbulent flow behaviours. 
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According to Dudgeon (1985) the non-Darcy flow can cause considerable reductions in 

groundwater inflow into an open pit mines in fractured rocks with high permeability due 

to significant non-Darcy head losses at long distances from the pit excavation boundary. 

He has developed a numerical finite element model to predict non-Darcy flow to an 

open-pit mine in a well fractured limestone medium. His measurements of inflows into 

two surface mines in carbonate aquifers in Australia have provided necessary data 

identifying the presence of non-Darcy flow. Near the mine, because the vertical 

component of flow is considerable and the hydraulic gradient is also high, therefore 

linear equations are not valid. 

In the present research a Darcy flow assumption was applied to the simulation of 

groundwater inflow, groundwater rebound after ceasing mining and leaching of the 

pyrite oxidation products from an open cut coalmine. 

3.6 Idealised hydrogeological profiles related to surface mining 

The most commonly encountered origins of sub-surface water flow to surface mining 

are given below: 

3.6.1 One-regime flow to a surface mining excavation 

This usually occurs in one of the following two cases: 

1) Ore deposit acts as an aquifer underlain by an impervious layer. In this case, water 

inflow takes place into the mine (Figure 3.10). Advanced dewatering operation is most 

commonly used to avoid pit flooding. For sedimentary deposits, water flow generally 

occurs horizontally and the flow regime is assumed to be laminar at points far from the 

mining excavation face (Singh et al., 1985). 
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Figure 3.10. One regime flow into a surface mining excavation 

(quoted in Singh et al., 1985). 

2) One regime flow can also occur where the mineral deposit is located above a confined 

aquifer. As the overburden materials and the mineral deposit are extracted during the 

mining operation, the impervious bed m a y break and water with high pressure is now 

allowed to flow into the mining excavation. In this case, inflow to the mine generally 

occurs in the vertical direction (Figure 3.11). 

r 
Overburden 

\ L 
Mineral /confining bed Direction of working 

Vertical upward flow Confined aquifer 

Impervious rock 

Figure 3.11 .One regime flow into a surface mining excavation 

(quoted in Singh et al., 1985). 

3.6.2 Two-regimes flow into a surface mining excavation 

This case normally occurs where mining is carried out in an unconfined aquifer overlain 

by an alluvial deposit that maintains its o w n water table. Figure 3.12 shows this 

situation. Horizontal inflow to the mining excavation takes place from the unconfined 

aquifer which in turn receives vertical recharge from the alluvial sediment. The rate of 
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expansion of the cone of depression controls the size of the vertical recharge area in the 

overlying alluvial series contributing to the groundwater inflow into the mining 

excavation (Singh et al., 1985). 

X Alluvial deposit I ~Z7T. 

/^v 
< : Impervious rock ^ ^ Unconfined aquifer 

Figure 3.12.Two regime flow into a surface mining excavation 

(quoted in Singh et al., 1985). 

3.6.3 Three-regime flow of groundwater to the surface mining excavation 

In this situation, the process of mining m a y occur in a water table aquifer overlain by an 

alluvial sequence and underlain by a confined aquifer as illustrated in Figure 3.13. In 

such situations the flow regimes can be complicated due to horizontal flows from the 

alluvial deposit, horizontal flows occurring from the unconfined aquifer as well as 

vertical downwards recharge from the overlying alluvial aquifer to the unconfined 

aquifer and vertical upwards flow from the confined aquifer into the mining excavation. 

In this situation, mine extension will release the pressures of overburden layers on the 

confined aquifer and the confining layer splits and finally upward inflow from floor 

beds occurs. 

3.7 Analytical methods for calculation of surface mining excavation inflow rate 

Analytical approaches can be economically used to predict mine inflow rates during the 

initial stages of mine planning. This method is typically based on a simple mathematical 

equation. 
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Figure 3.13.Three regime flow into a surface mining excavation 

(quoted in Singh et al, 1985). 

In order to use an analytical equation, some assumptions are usually necessary to 

predict groundwater inflow. For instance, most analytical approaches assume that the 

aquifer media is homogenous and isotropic (Wang and Anderson, 1982). The analytical 

methods for prediction of mine water inflow are based on drawdown theory and are 

broadly classified into the following groups: 

3.7.1 Equivalent well approach (EWA) 

Based on this approach pumping in a surface mine is carried out using an imaginary 

fully penetrating well in the entire saturated thickness of an idealised aquifer. The water 

table or piezometric surface is lowered to below the mining excavation horizon at the 

mine wall by a constant pumping rate. The uniform pumping changes the hydraulic 

balance and establishes a difference in water level within and outside of the well as a 

cone of depression develops radially outward from the dewatering well (Walton, 1970). 

The outer boundary of the cone of depression describes the area of well influence 

(Todd, 1959). Because of this differential head, a three dimensional radial flow of water 

takes place towards the pit or surface mining excavation in order to provide the required 

equilibrium condition. 
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For development of the appropriate equation in this method, knowledge of the following 

aquifer characteristics is required: 

• Transmissivity (T) 

• Permeability or hydraulic conductivity (K) 

• Storativity (S) 

• Leakage factor for leaky aquifer (B) and 

• Mine geometry 

EWA assumes that the mining excavation is as a large diameter well. Where, most open 

cut mining excavations have a nearly square or rectangle shape, hence an equivalent 

radius for the imaginary well can be properly calculated using the equation given by 

(quoted in Singh et al., 1985, Singh and Reed, 1987). 

. r..x {YWY (3.2) 

where, 

r = equivalent radius (m); 

Y = mine length (m); 

W= width of the mine (m). 

Figure 3.14 shows the concept of equivalent well approach for prediction of water 

inflow into a surface mining excavation. 

(a) Analytical groundwater inflow models based on EWA 

Considerable effort has been placed into the development of analytical methods for 

modelling of surface mine inflows. Analytical equations for prediction of water inflow 

to surface mining excavations are presented in Singh and Atkins (1984); Singh et al. 

(1985); Singh and Reed (1987); Hanna et al. (1994); Vandersluis et al. (1995); Lewis 

(1999); and Marinelli and Niccoli (2000). 
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Figure3.14. A schematic diagram of radial flow towards a pumping well 

(quoted in Watson and Burnett, 1993). 

The analytical equations presented in the above mentioned technical papers can be used 

to predict groundwater inflow into surface mining excavations with particular sets of 

boundary conditions and some specific assumptions that limit their applicability in 

solving many real problems in different mining situations. 

Table 3.1 outlines the appropriate simple analytical equations for prediction of inflow 

rates under various flow regimes and different aquifers (Walton, 1970; Kruseman and 

De Ridder, 1979; Singh and Reed, 1987). Tables 3.2, 3.3, 3.4 and 3.5 illustrate Hantush 

1956 well function, Theis well function, Jacob & Lohman well function and values of 

W(u,rlB) respectively (Walton, 1970). 

83 



Table 3.1. Analytical equations for surface mine inflow prediction based on 

equivalent well approach (quoted in Walton, 1970; Kruseman and De Ridder, 1979; 

Singh and Reed, 1987). 

Flow regime Aquifer type Equation Remarks 

Linear, Steady state Confined 

Linear, Steady state Leaky 

Linear, Steady state Unconfined 

Linear, Transient state 

Linear, Transient state 

Linear, Transient state 

Non-linear, 

Steady state 

Non-linear, 

Transient state 

Leaky 

Confined 

Unconfined 

Confined 

Confined 

Q = 
2K Ts 

In 
(R\ n 

(3.3) after Peterson (1957) 

\r J 

Q = 
2nTs 

K0(rlB) 
(3.4) after Hantush (1956) 

B={Kbb'I K')~7 

KK(H2-h2) 

J 

(3.5) modified Dupuit's Eq. 

Q = 
4TZTS 

W(u,rlB) 
(3.6) after Hantush (1956) 

u=r2 S/4Tt 

Q = 2xTsW(X) (3.7) afterJacob-Lohman 

Q = 4 7t T S W(u) (3.8) Theis curve fitting 

as for confined aquifer (Kruseman and De Ridder, 1979) 

s is replaced by: sx =s-(s
2 12H) 

s = Qtn(Rlr)l27tTL+Q
2(R-r)l47C2TT

2Rr (3.9) 

s = QrW(u)l2KTL+Q
1(R-r)l4n2TT

2Rr (3.10) 
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where, 

b = thickness of the aquifer (m); 

b' = thickness of the aquitard (m); 

B = leakage factor (m); 

h = head at a specific point (m); 

H = initial water table elevation or saturated thickness of aquifer above 

mining footwall (m); 

K = permeability of the aquifer (mis); 

K' = permeability of the aquitard (mis); 

K0 (rlB) = Hantush & Jacob well function for steady state leaky aquifer 

(dimensionless); 

n 

Q 
r 
R 

s 

S 

t 

T 

TL 

TT 
W(u) 

W(u, r/B) 

W(X) 

= recharge coefficient, n = 1, for completely recharge system, n = 0 

without recharge (dimensionless); 

= flow rate (m31 s); 

= equivalent radius (m); 

= radius of influence (m); 

= drawdown (m); 

= coefficient of storage (dimensionless); 

= time (s); 

= transmissivity of the aquifer (m2 Is); 

= linear transmissivity (m2 Is); 

= turbulent transmissivity, (m2 Is); 

= Theis well function (dimensionless); 

= Hantush well function (dimensionless); 

= Jacob & Lohman well function (dimensionless). 

Table 3.2. Values of K0(rlB)- Hantush 1956 well function (quoted in Walton, 1970). 

N 

1.0 
1.5 
2.0 
2.5 
3.0 
3.5 
4.0 
4.5 
5.0 
5.5 
6.0 
6.5 
7.0 
7.5 
8.0 
8.5 
9.0 
9.5 

r/B = NxlO~3 

7.0237 
6.6182 
6.3305 
6.1074 
5.9251 
5.7709 
5.6374 
5.5196 
5.4143 
5.3190 
5.2320 
5.1520 
5.0779 
5.0089 
4.9443 
4.8837 
4.8266 
4.7725 

A/xlO-2 

4.7212 
4.3159 
4.0285 
3.8056 
3.6235 
3.4697 
3.3365 
3.2192 
3.1142 
3.0195 
2.9329 
2.8534 
2.7798 
2.7114 
2.6475 
2.5875 
2.5310 
2.4776 

NxlO'1 

2.4271 
2.0300 
1.7527 
1.5415 
1.3725 
1.2327 
1.1145 
1.0129 
0.9244 
0.8466 
0.7775 
0.7159 
0.6605 
0.6106 
0.5653 
0.5242 
0.4867 
0.4524 

N 

0.4210 
0.2138 
0.1139 
0.0623 
0.0347 
0.0196 
0.0112 
0.0064 
0.0037 

0.0012 

0.0004 
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Table 3.3. Theis well function W(u) (quoted in Walton, 1970). 

N 

1.0 

2.0 

3.0 

4.0 

5.0 

6.0 

7.0 

8.0 

9.0 

MOTMxy 

ATxlO"14 

31.6590 

30.9658 

30.5604 

30.2727 

30.0495 

29.8672 

29.7131 

29.5795 

29.4618 

ATxlO-12 

27.0538 

26.3607 

25.9552 

25.6675 

25.4444 

25.2620 

25.1079 

24.9744 

24.8566 

ATxlO-10 

22.4486 

21.7555 

21.3500 

21.0623 

20.8392 

20.6569 

20.5027 

20.3692 

20.2514 

A/X10-8 

17.8435 

17.1503 

16.7449 

16.4572 

16.2340 

16.0517 

15.8976 

15.7640 

15.6462 

ATxlO-6 

13.2383 

12.5451 

12.1397 

11.8520 

11.6280 

11.4465 

11.2924 

11.1589 

11.0411 

ATxlO"4 

8.6332 

7.9402 

7.5348 

7.2472 

7.0242 

6.8420 

6.6879 

6.5545 

6.4368 

Nx\0~2 

4.0379 

3.3547 

2.9591 

2.6813 

2.4679 

2.2953 

2.1508 

2.0269 

1.9187 

N 

0.21940 

0.04890 

0.01305 

0.003779 

0.001148 

0.0003601 

0.0001155 

0.0000376 

0.0000124 

Table 3.4. Jacob-Lohman well function (quoted in Walton, 1970). 

N 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

X 

Nx\rr 

56.9 

40.4 

33.1 

28.7 

25.7 

23.5 

21.8 

20.4 

19.3 

18.3 

1 NxlO 

6.13 

4.47 

3.74 

3.30 

3.00 

2.78 

2.60 

2.46 

2.35 

2.25 

-2 

0.985 

0.803 

0.719 

0.667 

0.630 

0.602 

0.580 

0.562 

0.547 

0.534 

W x l O 2 

0.346 

0.311 

0.294 

0.212 

0.274 

0.268 

0.263 

0.258 

0.254 

0.251 

N x l O 4 

0.1964 

0.1841 

0.1777 

0.1733 

0.1701 

0.1675 

0.1654 

0.1636 

0.1621 

0.1608 

W x l O 6 

0.1360 

0.1299 

0.1266 

0.1244 

0.1227 

0.1213 

0.1202 

0.1192 

0.1184 

0.1177 

N x l O 8 

0.1037 

0.1002 

0.0982 

0.0968 

0.0958 

0.0950 

0.0943 

0.0937 

0.0932 

0.0927 

JVxlO10 

0.0838 

0.0814 

0.0801 

0.0792 

0.0785 

0.0779 

0.0774 

0.0770 

0.0767 

0.0764 

N x l 0 1 2 

0.0764 

0.0744 

0.0733 

0.0726 

0.0720 

0.0716 

0.0712 

0.0709 

0.0706 

0.0704 
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Table 3.5. Values of Hantush 1956 well function for leaky aquifer, W(u,rlB) 

(quoted in Walton, 1970; Watson and Burnett, 1993). 

r/B 
u 

0 
2xl0"6 

4xl0"6 

6xl0"6 

8xl0"6 

1x10"' 

2x10"' 

4xl0"5 

6x10"' 

8x10"' 

0.0001 
0.0002 
0.0004 
0.0006 
0.0008 

0.0010 
0.0020 
0.0040 
0.0060 
0.0080 

0.0100 
0.0200 
0.0400 
0.0600 
0.0800 

0.1000 
0.2000 

0.4000 
0.6000 
0.8000 

1.0000 
2.0000 
4.0000 
6.0000 
8.0000 

0.004 

11.3 

11.2 

11.1 
10.9 

10.7 

10.6 

10.1 

9.45 

9.08 

8.81 

8.59 
7.92 
7.24 
6.84 
6.55 

6.33 
5.64 
4.95 
4.54 
4.26 

4.04 
3.35 
2.68 
2.30 
2.03 

1.82 
1.22 
0.70 
0.45 
0.31 

0.22 
0.05 
0.00 
0.00 
0.00 

0.008 

9.89 
9.89 

9.88 

9.87 

9.84 

9.80 

9.58 

9.19 

8.89 

8.67 

8.48 
7.86 
7.21 
6.82 
6.53 

6.32 
5.63 
4.94 
4.54 
4.26 

4.04 
3.35 
2.68 
2.30 
2.03 

1.82 
1.22 
0.70 
0.45 
0.31 

0.22 
0.05 
0.00 
0.00 
0.00 

0.01 0.02 0.04 

9.44 8.06 6.67 
9.44 8.06 6.67 

9.44 8.06 6.67 

9.44 8.06 6.67 

9.43 8.06 6.67 

9.42 8.06 6.67 

9.30 8.06 6.67 

9.01 8.03 6.67 

8.77 7.98 6.67 

8.57 7.91 6.67 

8.40 7.84 6.67 
7.82 7.50 6.62 
7.19 7.01 6.45 
6.80 6.68 6.27 
6.52 6.43 6.11 

6.31 6.23 5.97 
5.63 5.59 5.45 
4.94 4.92 4.85 
4.54 4.53 4.48 
4.26 4.25 4.21 

4.04 4.03 4.00 
3.35 3.35 3.34 
2.68 2.68 2.67 
2.30 2.29 2.29 
2.03 2.03 2.02 

1.82 1.82 1.82 
1.22 1.22 1.22 
0.70 0.70 0.70 
0.45 0.45 0.45 
0.31 0.31 0.31 

0.22 0.22 0.22 
0.05 0.05 0.05 
0.00 0.00 0.00 
0.00 0.00 0.00 
0.00 0.00 0.00 

0.06 0.08 

5.87 5.29 
5.87 5.29 

0.10 

4.85 
4.85 

5.87 5.29 4.85 

5.87 5.29 

5.87 5.29 

5.87 5.29 < 

4.85 

4.85 

U5 
5.87 5.29 4.85 

5.87 5.29 4.85 

5.87 5.29 4.85 

5.87 5.29 4.85 

5.87 5.29 4.85 
5.86 5.29 4.85 
5.83 5.29 
5.77 5.27 
5.69 5.25 

5.61 5.21 
5.24 4.98 
4.74 4.59 

4.85 
4.85 
4.84 

4.83 
4.71 
4.42 

4.41 4.30 4.18 
4.15 4.08 

3.95 3.89 
3.31 3.28 
2.66 2.65 
2.28 2.27 
2.02 2.01 

1.82 1.81 
1.22 1.22 
0.70 0.70 
0.45 0.45 
0.31 0.31 

0.22 0.22 
0.05 0.05 

3.98 

3.81 
3.24 
2.63 
2.26 
2.00 

1.80 
1.22 
0.70 
0.45 
0.31 

0.22 
0.05 

0.00 0.00 0.00 
0.00 0.00 
0.00 0.00 

0.00 
0.00 

0.20 0.40 

3.51 2.23 
3.51 2.23 

3.51 2.23 

3.51 2.23 

3.51 2.23 

3.51 2.23 

3.51 2.23 

3.51 2.23 

3.51 2.23 

3.51 2.23 

3.51 2.23 
3.51 2.23 
3.51 2.23 
3.51 2.23 
3.51 2.23 

3.51 2.23 
3.50 2.23 
3.48 2.23 
3.43 2.23 
3.36 2.23 

3.29 2.23 
2.95 2.18 
2.48 2.02 
2.17 1.85 
1.94 1.69 

1.75 1.56 

1.19 1.11 

0.60 0.80 

1.55 1.13 

1.55 1.13 

1.55 1.13 

1.55 1.13 

1.55 1.13 

1.55 1.13 

1.55 1.13 

1.55 1.13 

1.55 1.13 

1.55 1.13 

1.55 1.13 
1.55 1.13 
1.55 1.13 
1.55 1.13 
1.55 1.13 

1.55 1.13 
1.55 1.13 
1.55 1.13 
1.55 1.13 
1.55 1.13 

1.55 1.13 
1.55 1.13 
1.52 1.13 
1.46 1.11 
1.39 1.08 

1.31 1.05 
1.00 0.86 

1.000 

0.842 

0.842 

0.842 

0.842 

0.842 

3.842 ( 

0.842 

0.842 

0.842 

0.842 

0.842 
0.842 
0.842 
0.842 
0.842 

0.842 
0.842 
0.842 
0.842 
0.842 

0.842 
0.842 
0.842 
0.839 
0.832 

2.000 4.0000 

0.228 
0.228 

0.228 

0.228 

0.228 

3.228 ( 

0.228 

0.228 

0.228 

0.228 

0.228 
0.228 
0.228 
0.228 
0.228 

0.228 
0.228 
0.228 
0.228 
0.228 

0.228 
0.228 
0.228 
0.228 
0.228 

0.819 0.228 
0.715 

0.0223 
0.0223 

0.0223 

0.0223 

0.0223 

3.0223 

0.0223 

0.0223 

0.0223 

0.0223 

0.0223 
0.0223 
0.0223 
0.0223 
0.0223 

0.0223 
0.0223 
0.0223 
0.0223 
0.0223 

0.0223 
0.0223 
0.0223 
0.0223 
0.0223 

0.0223 
0.227 0.0223 

0.69 0.67 0.62 0.57 0.502 0.210 0.0223 
0.45 0.44 0.42 0.39 0.354 0.177 0.0222 
0.31 0.30 

0.22 0.21 
0.05 0.05 

0.30 0.27 

0.21 0.20 
0.05 0.05 

0.00 0.00 0.00 0.00 
0.00 0.00 
0.00 0.00 

0.00 0.00 
0.00 0.00 

0.254 

0.185 
0.044 
0.004 
0.000 
0.000 

0.144 0.0218 

0.114 0.0207 
0.034 
0.003 

0.0110 
0.0016 

0.000 0.0002 
0.000 0.0000 
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In arid and semi-arid areas where precipitation is generally limited and water inflow to a 

pit is normally controlled by horizontal groundwater inflow, Vandersluis et al. (1995) 

used the following analytical equation for estimation of the horizontal groundwater 

inflow rate to a pit in an unconfined aquifer. This equation is used to calculate inflow 

using large well equations based on the Dupuit assumptions for lateral, radial steady 

state flow to a fully penetrating well in an aquifer. 

L366K(2H-S)S 

£og(R + r0)-£ogr0 

where, 

Q = groundwater inflow to an open pit in an unconfined aquifer (m31 day); 

K = permeability (mlday ); 

H = potentiometric surface or initial water table elevation ( m ); 

5* = drawdown in the aquifer (m ); 

R = radius of influence; 

r0 = reduced radius of the open pit by level (m ). 

The radius of influence can be estimated using the following equation: 

R = 575 S(HK)0S (3.12) 

where, 

R = radius of influence (m); 

S = drawdown (m); 

K = permeability of aquifer (mis); 

H = pre-mining potentiometric surface elevation. 

The reduced radius of the open pit mine can then be calculated using the following 

expression: 
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0̂ = 
(3.13) 

where, 

A = circular area of the pit by level (m2). 

The following analytical equation based on well hydraulics can be used for estimation 

of steady state inflow rate to an open pit mine. This equation was derived from Thiem-

Dupuit equation and can be applied for unconfined aquifer (Todd, 1959; Kruseman and 

De Ridder, 1979). 

Q = xK(H
2-h2) (314) 

( R\ 

In 

vr>j 

where, 

Q = water inflow rate to a pit (m31 s); 

K = aquifer permeability (mis ); 

H= pre-mining potentiometric surface elevation (m); 

h = potentiometric surface elevation at a specific point (m); 

R = radius of influence ( m ); 

rp = radius of the pit at the desired level (m). 

The radius of influence can be calculated using the following equation: 

R = 575S{HKY-5 (3.15) 

where, 

S = drawdown (m). 
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The following equation developed by Jacob - Lohman has been used for prediction of 

groundwater inflow to a surface mine pit (Kruseman and De Ridder, 1979; and Hanna et 

al., 1994). This analytical equation describes the transient decrease in groundwater 

inflow to a fully penetrating well in an idealised confined aquifer with this assumption 

that the drawdown in the well is instantaneously imposed and maintained at a constant 

elevation. This equation assumes that the well fully penetrates an aquifer. The aquifer 

has an infinite arial extent and transmissivity and storativity are assumed to be uniform. 

The analytical equation is as follows: 

4fiTAh 
Q = —? N (3-16) 

'2.257V in 
r" S . 

where, 

Q = groundwater inflow (m31 day); 

T = transmissivity of the aquifer (m21 day); 

Ah = drawdown (m); 

t = elapsed time (days); 

rw = radius of the well (m); 

S = storage coefficient of aquifer (dimensionless). 

Based on above equation if transmissivity, storage coefficient, drawdown and well 

radius are assumed to be constant, the calculated inflow to the well will decrease with 

increasing logarithm of time. 

According to Hanna et al. (1994), this solution can only be applied if the value of the 

dimensionless parameter, a is greater than about 0.01. a is defined as: 
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a = \ (3.17) 
r* S 

Equation 3.16 is used to estimate passive inflow to an advancing open pit mine based on 

an analogy between an assumed circular pit and a large diameter well. For this case rw 

will be the equivalent radius of pit (rp) and Ah is the difference between the elevation 

of the pre-mining potentiometric surface level and the elevation of the bottom of the pit 

at a given stage of mining. 

For applying Equation 3.16 for pit inflow simulation, the assumption should be made 

that the pit is excavated instantaneously during each stage of mining and drawdown also 

takes place instantaneously. 

It should be noted that the Equation 3.16 can be used for confined aquifers. To apply the 

equation in an unconfined or water table aquifer, the following correction should be 

applied to convert the unconfined aquifer drawdown, Ahm to the equivalent confined 

aquifer drawdown, Ahc (Kruseman and De Ridder, 1979): 

Ah2 

Ahc=Ahuc-^- (3.18) 

where, 

Ahc = confined aquifer drawdown (m); 

Ahllc = unconfined aquifer drawdown (m); 

H = initial water table elevation (m ). 

Combining Equations 3.16 and 3.18 yields: 
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47tT(Ah-^-) 

Q = T ^- (3-19) 
n [2.257V 
in —-.— 

V p 

Equation 3.19 can be used for prediction of inflow into a pit in unconfined aquifers. 

Marinelli and Niccoli (2000) presented an analytical model for prediction of the 

groundwater inflow to a mining excavation. As in the case of most analytical solutions, 

they are based on some assumptions and the solutions are not applicable for all mining 

situations. The analytical method takes into account: 

• The effect of decreasing saturated thickness near the pit walls 

• The effect of distributed recharge flux and 

• The effect of upward groundwater inflow through the pit excavation bottom 

This analytical solution is based on the following assumptions: 

• The saturated thickness of aquifer will decrease with lowering the water table 

• The component of inflow occurring through the pit bottom is incorporated 

• The aquifer is semi-infinite below the pit hence there is no no-flow boundary 

condition at depth. 

• The flow type is steady state 

• The pit walls are assumed as a right circular cylinder 

• Groundwater flow is horizontal 

• The pre-mining water table is assumed as horizontal 

• Surface infiltration is considered as uniform distributed recharge 
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Based on analytical solution described by Marinelli and Niccoli (2000), the flow 

region is divided into two zones as shown in Figure 3.15: 

Pit centre 

tmm Zone B Ku 

Figure 3.15. Groundwater inflow to a pit (quoted in Marinelli and Niccoli, 2000). 

• Zone A, contains that above the pit base and considers the groundwater inflow 

occurring through the pit walls. 

• Zone B, exists below the pit bottom and represents the upward inflow through 

the pit bottom. 

The pit inflow rate from zone A is calculated by: 

Qx=W7t(r
2-r2) 

where, 

Qx = inflow from the pit walls; 

W = distributed recharge flux; 

r = effective pit radius; 

r,= radius of influence. 

(3.20) 
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The radius of influence (r0) can be calculated using the following equation: 

1 

( 

hn -\ 

V 

r2in 

( \ 
HL 
r„ 

\ " ) 

_ 
lO -2 V 
ro ~rp 

2 
V /-

y 

J 
where, 

h0 = initial water table elevation above the base of zone A; 

h = saturated thickness above the base of zone A at rp; 

KhX = horizontal permeability of aquifer within zone A. 

In this solution W,Khx, rp, hp and A0 are given as input data and r0 is then calculated 

from Equation 3.21 by iteration procedure. Qx is finally computed using Equation 

3.20. The inflow component for zone B is based on steady state flow to one side of a 

circular disk sink of constant and uniform drawdown, in which the sink denotes the 

bottom of the pit. The solution is based on the following assumptions: 

• Hydraulic head is initially uniform for the entire zone B. Initial head is equal to 

the initial water table elevation in zone A. 

• Hydraulic head is constant for the disk sink and it is equal to the pit lake water 

surface elevation. 

• In the case of complete dewatering, the head of the disk sink is equal to the 

elevation of the pit bottom. 

• Water flow to the disk sink is three-dimensional and axially symmetric. 

• The aquifer within zone B is anisotropic and the principal coordinate directions 

for permeability are horizontal and vertical. 

The steady state inflow from zone B is calculated from the following equations: 
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and 

(K ^ 
(h0-d) (3.22) 

m2 = 
' * > , 

K., 
(3.23) 

"2 

where, 

0 2 = pit inflow rate from zone B; 

Kh = horizontal hydraulic conductivity for zone B; 

Kv = vertical conductivity for zone B; 

m2 = anisotropy parameter; 

d = depth of the pit lake; 

h0 = hydraulic drawdown along the pit bottom. 

The total inflow rate (Qt) to pit is finally calculated from: 

a =ei+& (3-24) 

(b) Limitations of equivalent well approach 

Equivalent well approach is based on drawdown theory. The reliability of this method 

and its results depend to the following assumptions of drawdown theory. It should be 

mentioned that, in real mining situations, these assumptions are rarely met hence 

obtained results using equivalent well approach are only approximate results. 

• The aquifer has an infinite horizontal extend. 

• The aquifer is homogeneous and isotropic with respect to its hydrogeological 

characteristics. 

• The aquifer has a uniform thickness over the mine radius of influence. 

95 



• The pre-mining water table or potentiometric surface is approximately 

horizontal over the area influenced by surface mining excavation. 

• The pumping rate is constant with time. 

• The imaginary well penetrates the entire aquifer. 

• The groundwater flow towards the well is horizontal and flow of water occurs 

from the entire thickness of the aquifer. 

• Water removed from storage is discharged instantaneously with decline of 

head. 

3.7.2 Two-dimensional flow approach 

Several two-dimensional analytical solutions for predicting the steady state and time 

dependent drawdown in a surface mining excavation have been reported (Freeze and 

Cherry, 1979; McWhorter, 1981; Singh et al., 1985; Ngah, 1985; Singh and Reed, 

1987). 

Based on this approach, when a surface mining activity is carried out below the water 

table, groundwater flows from the incised aquifer into the mining excavation. Flow 

regime is essentially assumed to be two-dimensional. Far from the mine, flow is linear 

but near the mining excavation the linear flow assumption is not valid and the vertical 

component of the flow is important. This situation makes an exact analytical solution 

using the equivalent well method very approximate (Singh and Reed, 1987). 

These equations are simple to use for estimating inflows and drawdown for different 

situations. These solutions provide approximate results that are sufficiently accurate 

for practical purposes. These approaches, however, are not appropriate for all mining 

situations and under some specific conditions such as near the seepage plane and in the 
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region of the vertical impervious boundary the simplified flow assumptions can 

predict unrealistic results (Singh and Reed, 1987). 

The following is a quick and easy analytical transient solution for estimating 

drawdown and inflow rate to a surface mining excavation (Singh et al., 1985). The 

drawdown at a distance x from the mining excavation at a time t is given by the 

following equation: 

D = (H - hw )[l - G(x IH, T)] (3.25) 

and inflow rate into the excavation per unit length of excavation is given as follows: 

q = 
rAT\ 
KKHJ 

{H-hw)j~ exp(rXTanhX)dX (3.26) 

where, 

H = initial water table elevation (m); 

hw = water table elevation at excavation face (m); 

T = transmissivity of the aquifer (m21 day ). 

T = 

( K ^ 

SyH 
(3.27) 

X = aH (3.28) 

a = dummy variable which vanishes in integration; 

K = permeability of the aquifer (ml day ); 

Sy = specific yield (unit less); 

t = time (day). 

Table 3.6 gives the values of J exp(-rXTanhX)dX for a given t and Figure 3.16 

gives G(X/H,T) for given values of T and x/H. 
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It should be noted that the above equation however assumes large time increments and 

that there is a uniform rate of flow at the outlet or outflow region. 

Table 3.6. Values of Y = J°° exp(- xXTanhX)dX (quoted in Singh et al., 1985). 

r: 
Y: 

r: 
Y: 

x: 
Y: 

0.001 0.002 

999.9 500.0 

0.100 0.250 

10.04 4.081 

60.0 80.0 

0.115 0.099 

0.003 

333.3 

0.500 

2.133 

100.0 

0.089 

0.004 

250.0 

1.0 
1.188 

200.0 

0.063 

0.005 

200.0 

2.0 
0.723 

300.0 

0.051 

0.006 

166.7 

4.0 
0.474 

400.0 

0.044 

0.007 

142.9 

6.0 
0.379 

500.0 

0.040 

0.008 

125.0 

8.0 
0.326 

600.0 

0.036 

0.009 

111.1 

10.0 

0.291 

700.0 

0.034 

0.010 

100.0 

20.0 

0.201 

800.0 

0.031 

0.025 

40.00 

30.0 

0.164 

900.0 

0.030 

0.050 

20.00 

40.0 

0.141 

1000 

0.028 

Figure 3.16. Values of the integral G(x/H,x) for given values of x and xlH 

(quoted in Singh et al., 1985). 
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For a finite aquifer the two-dimensional transient groundwater inflow into an excavation 

can be predicted from the following equation (Freeze and Cherry, 1979; Singh et al., 

1985; Domenico and Schwartz, 1990): 

q = — y (3.29) 
SyR 

T = -^Lt (3.30) 
SyR

2 

where, 

t = dimensionless time or the time constant for a basin calculated from prior 

knowledge of K, H and Sy; 

y = dimensionless discharge; 

R = radius of influence (m); 

t = time (days); 

Sy = specific yield (unit less); 

K = permeability (m / day; 

H = initial water table elevation (m); 

q = flow rate into the excavation per unit length of excavation (m21 day). 

Figure 3.17a illustrates the geometry of the two-dimensional vertical cross section of the 

problem. The relationship between the dimensionless discharge y and the 

dimensionless time f is given in Figure 3.17b. The dimensionless drawdown for given 

values of dimensionless distance (xIR) is shown in Table 3.7. 
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Excavated face 

0 1 2 3 4 
Dimensionless time, T 

(b) 

Figure 3.17. Prediction of groundwater inflows into an excavation 

(quoted in Freeze and Cherry, 1979). 

Table 3.7. Dimensionless drawdown for given values of dimensionless distance, xl R 

(quoted in Singh et al., 1985). 

x x/R 

5 
2.5 
1.0 
0.5 
0.25 
0.10 
0.05 
0.025 

0 

0.025 
0.045 
0.0875 
0.1125 
0.1750 
0.1825 
0.2875 
0.4000 

0.25 

0.095 
0.1557 
0.2950 
0.4250 
0.5315 
0.6750 
0.7750 
0.8625 

0.5 

0.1335 
0.2150 
0.4050 
0.5700 
0.7075 
0.8650 
0.9200 
0.9550 

0.75 

0.1500 
0.2500 
0.4550 
0.6450 
0.8200 
0.9350 
0.9700 
1.050 

1.0 

0.1775 
0.2500 
0.5000 
0.6950 
0.8500 
0.9550 
1.0000 
1.0375 
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(a) Modified two-dimensional flow approach 

McWhorter (1981) applied the concept of a successive steady state flow approach to 

predict water inflow into a surface mining excavation from a confined aquifer incised 

by mining activity as shown in Figure 3.18. In this method there is an assumption that 

the variation of piezometric head with time corresponds to the steady state 

instantaneous drawdown affected by a particular rate of groundwater inflow to the 

excavation. 

Ground surface 

Highwall 

Water table 

Figure 3.18. Schematic diagram for inflow from an aquifer incised by 

surface mining excavation (after McWhorter, 1981). 

It was noted that incising the confined aquifer during mining causes the aquifer to 

become unconfined near the excavated face while remote from the mine the aquifer 

remains confined. Consideration of the fact that the confined aquifer will become 

unconfined near the mining excavation is necessary because the storage coefficient 

applied in the unconfined zone of the aquifer is much greater than that which is used in 

the confined zone. 

In this approach, it is assumed that the length of the excavation increases linearly with 

time at an average rate of advancement equal to Ra then, 

101 



R=LL (3.31) 
° ta 

where, 

R = average rate of elongation of the pit (m / day); 

Y = maximum length of the pit (m); 

ta = time period during which the pit is elongating (day). 

The rate of groundwater inflow on the highwall face per unit length of cut is given as 

follows (McWhorter, 1981): 

q.=An (3.32) 

and 

K=%- (3-33> 
2q 

Rc=^ (3.34) 
9 

A=X-
2 

( 
\SJb 2 

+ STH2+STH0b (3.35) 

Equation 3.32 can be modified to estimate groundwater inflow into a mining excavation 

where the length of the excavation increases with time by taking into account the flow 

from different increments of exposed face. 

The total inflow into the pit from one side of the excavation is given as follows: 

Q = 2RaAy[t t<-^- (3.36) 
R„ 
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Equation 3.36 calculates the total inflow into the pit after time t at which the pit ceases 

to elongate. The inflow rate when mine extension has ceased is given below: 

Q = 2RJ VF-i-4^ 
R„ R„ 

(3.37) 

Equation 3.37 shows that the inflow to the pit decreases sharply once the maximum 

length of pit has been established. 

The total inflow to the mine from both sides of the excavation is obtained as follows: 

Q = 4RaA4t 

Q = *RaA ft-lt-± 
R_ 

•X 

•X 
The distances R and Rc are given as follows: 

R..= 

and 

Tb 
t~-

2A\ i? 

R, 

(3.38) 

(3.39) 

(3.40) 

(3.41) 

where, 

h = height of water table above impervious base of aquifer; 

H = artesian head measured from top of confined aquifer; 

K = permeability of the aquifer; 

Sy = apparent specific yield; 

S = storage coefficient; 

T = transmissivity; 
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t = time; 

RIIC= interval in which aquifer is unconfined; 

Rc = length of the depressed part of the confined aquifer; 

b = thickness of the confined aquifer; 

R = average rate of extension of the pit; 

Y = maximum length of the pit; 

Y 
— = time period during which the pit is elongating. 

It is noted that for an unconfined aquifer the parameter H0 is equal to zero in all of the 

equations mentioned above. In particular, the parameter A will reduce to the following 

equations: 

i 

( STb2 ^ 
A = 

12 

2 b ST 

The advantage of this method is that it takes into consideration the effect of time and 

face advance on the predicted inflow quantity. However, the predicted inflow would be 

much larger, particularly in the initial stages of mining because the entire pit is not 

established instantaneously. Furthermore, this approach assumes that flow occurs only 

in planes normal to the long axis of the advancing pit while the actual flow in plan view 

will be two-dimensional. Moreover, the discharge to the pit through the ends of the 

excavation is not considered in this method and it is assumed that the length to width 

ratio is large. 
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(b) Limitations of two-dimensional flow equations 

The following assumptions are necessary in two-dimensional approaches for predicting 

groundwater inflow to the surface mining excavation which limit their applicability in 

many mining situations. 

• The mining excavation is made instantaneously 

• Drawdown in the mining excavation is assumed to be instantaneous along the entire 

length of exposed face. This assumption results in over-prediction of the quantity of 

inflow into a mining excavation. 

• An aquifer is not entirely confined. Part of the aquifer near the exposed face 

becomes unconfined while remote from the excavated face the aquifer remains 

confined. McWhorter (1981) considered this situation in his modified two-

dimensional inflow model. 

• Two-dimensional flow approaches do not take into account the amount of inflow 

taking place through the ends of the excavation. In the two-dimensional formulae, it 

is assumed that the ratio of the length to width is always large. 

3.8 Limitations of analytical approaches 

• The analytical solutions assume that the flow to a surface mining excavation occurs 

from an idealised aquifer. While inflow to a real pit is remarkably more complex 

than that assumed by analytical methods. 

• Groundwater inflow into a surface mining excavation is usually three-dimensional 

hence lateral flow does not occur only through the sides of the mining excavation. 

• The saturated thickness of the aquifer decreases towards the surface mining 

excavation due to drawdown hence transmissivity of the aquifer will decrease 

towards the excavation. 
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• There is anisotropy in the aquifer, therefore horizontal permeability (Kh) is not 

equal to vertical permeability (Kv). 

• There are heterogeneities in the aquifer such as faults, dykes and changes in 

lithology. 

Each of the above mentioned deviations from the idealised conditions implicit in the 

analytical approaches result in over prediction of the amount of inflow to a mining 

excavation. 

3.9 Conclusions 

Simple analytical equations derived from groundwater theories have been reviewed. 

Their suitability for prediction and quantification of water inflow into surface mining 

excavations have been evaluated. The analytical equations are divided into two major 

groups on the basis of assumptions made. The equivalent well approach assumes that 

the surface mining excavation as a large diameter well and inflow into the excavation is 

calculated by the use of drawdown theory. The two-dimensional method takes into 

consideration the idealised pit geometry for calculation of inflow rate. The method also 

considers inflow resulting from different increments of exposed face as the length of the 

pit increases with time as mining operation extends. Although analytical solutions 

provide quick estimates of groundwater inflow for use in a field situation, in particular, 

during the initial stages of mine development, they are, however, based on some 

specific assumptions that limit their applicability in many mining situations. A 

numerical model provides a powerful tool to simulate all aquifer conditions and gives a 

more realistic representation of the interaction between hydrogeological conditions and 

mining operations. 
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CHAPTER FOUR 

A FINITE ELEMENT MODEL FOR GROUNDWATER INFLOW AND 

REBOUND PREDICTION IN OPEN CUT MINES 

4.1 Introduction 

Analytical solutions of groundwater inflow regimes are based on some idealised 

assumptions and simplified boundary conditions that limit their applicability to different 

mining situations. However, analytical approaches are not as versatile as numerical 

methods in simulating complex aquifer conditions and complex mine geometry. 

Numerical models provide a more realistic approach in evaluating interaction between 

groundwater systems and mining. Furthermore, numerical models are more reliable in 

predicting groundwater inflow into mining excavations than analytical approaches. 

An accurate mine inflow prediction is an essential task for designing appropriate 

dewatering systems. Numerical groundwater flow models can be used by mining 

operators to predict the quantity of inflow to mines and to evaluate the effects of mining 

on local and regional water bodies. While simple analytical approaches are commonly 

used during the initial stages of mine development, numerical models for estimating 

mine inflow rates may be required at advanced stages of mine planning. Numerical 

models are relatively inexpensive and versatile to implement, and when there is 

sufficient time and hydrogeological data, the numerical approach is the only method 

that can predict realistic inflow rates. A numerical method is also able to predict the 

post-mining groundwater rebound within backfilled open cut mines. 

According to Naugle and Atkinson (1993) a detailed numerical groundwater model is a 

powerful tool for the following purposes: 
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• Evaluating complex geology near the surface mine 

• Assessing the impact of active mine dewatering 

• Estimating the long-term impacts of post-mining rebound 

Many previous commercial numerical based computer packages were limited in their 

ability to calculate the height of the seepage faces, to predict groundwater inflow, post-

mining rebound and to be applicable for various aquifer conditions. In this thesis, 

SEEP/W (Geo-slope International Ltd., 2002) which is a two-dimensional axi

symmetric finite element package was used to simulate mine water inflow and post-

mining rebound processes. 

4.2 Types of models 

A model is a representation of what occurs in a real system. The main objective of 

modelling is to increase understanding of processes that are occurring within a real 

system, and to predict how the system will behave in the future. Models can help to 

design, optimise and predict performance of field remediation strategies. Models can be 

used to evaluate the effects of uncertainty in mining, geology, hydrogeology, and 

chemistry on the ability to predict an outcome. There are different types of models as 

follows: 

(a) Conceptual models, which describe qualitatively the processes occurring within a 

real system. 

(b) Physical models, which have been considerably used for the better understanding of 

real problems in particular in studies of hydrogeological problems. Physical models 

may provide scope for systematically varying any selected parameters in order to 

generate qualitative simulations or imitations of the problem (Edwards et al., 1995). The 

main problems associated with physical models are that they are very costly. 
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Furthermore these models are limited in their applications to simple hydrogeological 

problems (Watson and Burnett, 1993). 

(c) Mathematical models. Once a conceptual model has been developed for the problem 

in hand, mathematical models may be used to quantify the behaviour of the system. 

This method involves developing or adopting a mathematical equation. The appropriate 

equations are then solved analytically if possible or numerically using an appropriate 

algorithm or computer code for the selected variable, which defines the system under 

study. 

4.2.1 Numerical methods 

Numerical models, particularly the finite element method are extensively used for 

modelling the groundwater flow in a complex aquifer system, the finite element 

method, in particular the Galerkin approach has been known as a strong and powerful 

numerical technique for this purpose (Rabbani and Warner, 1994). 

Numerical modelling methods are used to solve mathematical models of groundwater 

flow using computers. Development and improvement in numerical approaches as well 

as the rapid growth of computers and software now make it possible to deal with very 

complicated flow problems in underground flow systems (Hromadka II, 1992). A 

mathematical model consists of a set of partial differential equations that are recognised 

to govern the groundwater flow in the subsurface. The reliability of predictions made by 

a mathematical groundwater model depends on how well such a model can approximate 

the real field situation. Because the real field situations are very complicated, some 

simplifications are necessary in order to model groundwater flow. To deal with more 

complicated field situations, it is necessary to solve governing equations approximately 

for groundwater flow using numerical methods (Wang and Anderson, 1982). 
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Numerical simulations of groundwater flow have been widely carried out for a number 

of years to help in aquifer management. Among these studies are work by Pinder and 

Frind (1972); Neuman (1972); Pinder et al., (1973); Desai (1974); Neuman (1974); 

Gray and Pinder (1974); Grove (1977); Frind and Verge (1978); Freeze and Cherry 

(1979); Huyakorn et al. (1986); and Rabbani (1994). Some numerical models have also 

been used to predict groundwater inflow into surface and underground mines and to 

estimate the post mining filling rate of pit lakes. Amongst this research, work presented 

by Rogowski and Weinrich (1981); Williams et al. (1986); Naugle and Atkinson (1993); 

Hanna et al. (1994); Davis and Zabolotney (1996); and Azrag et al (1998) are all note 

worthy. The different numerical methods used in this research work are given below: 

4.2.2 Finite difference method (FD) 

The finite difference method is the most common numerical method for solving 

differential equations. This method describes the unknown variable <p by the use of 

point samples at the nodal points of a grid of co-ordinate lines. Truncated Taylor series 

expansions are often used to generate finite difference approximations of derivatives of 

unknown variable in terms of point samples of </) at each grid point and its immediate 

neighbours. Those derivatives appearing in the governing equations are replaced by 

finite differences to yield an algebraic equation for the values of <p at each grid point. 

The finite difference method is easily used because the derivatives in the partial 

differential equations governing groundwater flow are easily approximated (Williams et 

al., 1986). In modelling of non-uniform and anisotropic aquifer systems (Figure 4. Lb), 

the FD method, however, is not always easy to apply (Neuman, 1974). One of the 

disadvantages of the finite difference model is that it is necessary to apply a rectangular 
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system of node points. This limitation makes difficulty in dealing with a mesh to 

irregular boundaries in aquifer systems (Williams et al., 1986). 

Figure 4.1. Schematic representations of numerical finite element and finite difference 

grids for simulating an aquifer system, (a) A map view of the aquifer illustrating well 

field, observation wells and aquifer boundaries, (b) Finite difference mesh with block-

centred nodes, (c) Finite element grid with triangular elements where A Z is the aquifer 

thickness (Wang and Anderson, 1982; Watson and Burnett, 1993). 

112 



In this thesis, a finite difference approximation scheme was used for time integration of 

the governing equations of groundwater flow (see Section 4.9). 

4.2.3 Finite element method (FE) 

Finite element method is a powerful numerical method for solving a wide range of 

engineering problems for which a differential equation can be written. This method has 

been considered to be powerful and versatile tool for simulation of groundwater flow in 

porous media (Desai, 1974). In this method, the flow region is subdivided into a number 

of small regions, referred to as 'elements'. The original flow region is then considered 

as an assemblage of these elements connected at a finite number of joints called as 

'nodes' or 'nodal points'. The partial differential equations of the problem covering the 

flow region as a whole are replaced by ordinary differential or algebraic equations in 

each element. Element equations are derived from minimisation of the residual left after 

a trial solution, and are substituted into the governing differential equations. The 

element equations are then combined into a global matrix form. The necessary boundary 

conditions are imposed and the equations are then solved by sophisticated mathematical 

techniques to obtain the unknown variables such as velocities, pressure, temperature or 

concentration depending on the application. 

The great advantage of the finite element method is its inherent flexibility in the shape 

of the elements used in this technique (Figure 4.1.c). This advantage facilitates the 

simulation of curved boundaries in groundwater systems (Williams et al., 1986). It is 

also flexible in dealing with coupled problems such as solute transport, or in solving 

moving boundary problems such as a moving water table (Wang and Anderson, 1982). 

The finite element method is known to be more efficient than the finite difference 

method in dealing with difficulties arising from the non-linear nature of boundary 
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conditions along the seepage faces. But non-linear boundary conditions along the 

seepage faces can be easily simulated with the symmetric nature of the finite element 

matrix (Neuman, 1974). However, finite element models are generally more difficult to 

formulate than finite difference models. Finite element solutions require more 

computing time than finite difference methods. 

In this thesis, the finite element method was used for the simulation of the groundwater 

inflow and the prediction of the post mining rebound related to an open cut coalmine. 

4.2.4 Finite volume method (FV) 

The finite volume method is a numerical technique for solving the governing equations 

of fluid flow and mass transport. In this thesis, the finite volume method was used to 

predict the long term pyrite oxidation and the subsequent transportation of the oxidation 

products from a backfilled open cut coalmine. This method is presented in Chapter 7. 

4.3 General considerations about SEEP/W 

SEEP/W is a finite element commercial software developed by Geo-slope Inc. (Geo-

slope International Ltd., 2002) which can be used to simulate both simple and highly 

complex seepage problems because of its comprehensive formulation nature. SEEP/W 

may also be used in the analysis of geotechnical, civil, hydrogeological and mining 

engineering problems. SEEP/W is a 32-bit graphical software product that operates 

under Microsoft Windows 95, 98, Me, NT, 2000, and Windows XP (Geo-slope 

International Ltd., 2002). 

4.3.1 Applications 

SEEP/W is a general seepage analysis program that simulates both saturated and 

unsaturated flow. The ability of software to model unsaturated flow allows SEEP/W to 
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handle a wider range of practical problems than other seepage softwares. It should be 

mentioned that consideration of unsaturated flow in groundwater modelling is important 

for obtaining realistic results. The program permits analysis of seepage as a function of 

time, precipitation infiltration, migration of a wetting front, steady state or transient 

flow, and confined or unconfined flow. For unconfined flow, SEEP/W discretises the 

entire flow domain into a finite element mesh. After achieving a converged solution, the 

zero-water pressure contour within the mesh is considered as the phreatic surface or 

water table. 

Another most important feature of SEEP/W is transient or time dependence seepage 

analysis. The software can account for the drainage of water from soil pores, or water 

filling soil pores, and the changes in hydraulic conductivity or permeability that occur in 

a transient seepage flow system. One of the great features and capabilities of SEEP/W is 

the definition of the permeability and volumetric water content as a function of pore-

water pressure in saturated- unsaturated flow systems. Furthermore, SEEP/W also 

supports heterogeneous hydraulic properties such as hydraulic conductivity and storage 

in an isotropic and heterogeneous flow system. 

4.3.2 Formulation 

The package SEEP/W is designed to analyse both saturated and unsaturated flow. The 

flow in unsaturated soil follows Darcy's law in a similar manner to groundwater flow in 

saturated soil. The flow is proportional to the coefficient of permeability and the 

hydraulic gradient. The main difference between saturated and unsaturated flow is that 

in an unsaturated porous media, the hydraulic conductivity varies greatly with changes 

in pore-water pressure, while in a saturated soil the hydraulic conductivity is insensitive 

to the pore-water pressure. For saturated-unsaturated analysis, the relationship between 
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hydraulic conductivity and pore-water pressure (known as a conductivity function) must 

be defined for each medium. The variation of hydraulic conductivity with pore-water 

pressure makes the governing finite element equations non-linear, hence an iterative 

process is required to solve the equation. The ability of the soil to store water must be 

defined by a soil-water characteristic curve. This typical curve indicates the relationship 

between water content and pore-water pressure. 

For steady state analysis, the amount of water entering and leaving an elemental soil 

volume is the same hence the soil-water characteristic function is not required. SEEP/W 

is formulated for both triangular and quadrilateral elements. The simplest elements are 

three-nodded triangular and four- nodded quadrilateral elements. Higher-order elements 

can also be used by definition of nodes at the midpoints of the element sides. SEEP/W 

uses Gaussian numerical integration to formulate the elemental characteristic matrices. 

The integration involves sampling the element characteristics at selected points and 

summing the sampled values. Therefore, it is possible to use a different material 

property at each sampled point with the result that the material properties, such as the 

hydraulic conductivity, can vary throughout the element. 

This software is also designed to handle transient boundary conditions. One of the most 

important features of this package is modification and improving boundary conditions 

in response to simulated results (Geo-slope International Ltd., 2002). 

4.4 Groundwater flow models 

4.4.1 General considerations 

Predicting groundwater inflow and post mining rebound involves flow of water in both 

soil and rock. Furthermore, a study of the flow of water in underground systems is a 

necessary task for a better understanding of the transport of the contaminant because a 
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transport process occurs in the flow system. The interaction between the groundwater 

system and mining operations is noted to be another important consideration. In recent 

years, groundwater modelling has received greater attention from hydrogeologists, 

scientists, and environmental and mining engineers. 

Predicting inflow into an open cut mine during mine extensions and estimating the 

groundwater rebound at backfilled open cut mines are among the more complex 

problems encountered in mining operations. Predictions of the configuration of the 

groundwater table and the height of the seepage face in surface mine high walls for 

slope stability analyses are also very important. Problems concerning groundwater flow 

in partially saturated porous media are relatively difficult to model for cases involving 

highly nonlinear ground characteristics. In particular, it is difficult to assign to the 

model the highly sensitive behaviour of unsaturated field variables such as hydraulic 

conductivity, specific storage and atmospheric boundary conditions associated with the 

seepage face, infiltration and evaporation. 

Due to the limitations of the most common groundwater flow codes in dealing with 

these problems, a two-dimensional finite element model called SEEP/W (Geo-slope 

International Ltd., 2002) has been used in order to predict groundwater inflow into a 

surface mining excavation and post-mining groundwater rebound within the spoil of an 

open cut mine. This model incorporates both the saturated and unsaturated flow 

conditions. It is also able to predict the configuration and geometry of the water table 

and the height of the seepage face in a surface mining excavation. 
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4.4.2 Hydrogeological characteristics of backfilled open cut mines 

A study of hydrogeological characteristics of surface mine spoil is a necessary task in 

predicting mine drainage quality efficiently. According to Hawkins (1995) studies of 

mine spoil assumed that groundwater flow in surface backfilled mines was a porous 

media flow system, similar to groundwater flow through unconsolidated sediments. 

Recent field work on surface mine spoil indicated that this assumption is not completely 

valid. Hawkins (1998) noted that based on the physical observation and field testing in 

the backfill groundwater flow regime of a surface mine in Central West Virginia, has 

shown as pseudo karst, where the groundwater flows through large voids. Pseudo karst 

hydraulic characteristics are similar to those observed in some carbonate karst. 

Subsequent research carried out by Hawkins and Aljoe (1990) illustrated that mine spoil 

exhibits characteristics of both porous medium and double-porosity aquifers. Under 

steady-state conditions, spoil behaves as a porous medium and this is a key factor in the 

development of a model for the movement of oxidation products through backfilled 

materials. Although large voids within the backfill significantly influence the 

groundwater flow regime, groundwater velocity and hydraulic properties of the medium 

are controlled by the lower hydraulic conductivity zones within the backfill. Field 

monitoring and testing by Hawkins (1998) indicated that groundwater could easily 

move through large voids. However, these voids are not always well interconnected 

across a mine site. Hence, a diffusion process of groundwater flow through the 

interstices of the small grains between the voids may play a significant role on the 

overall site hydrology. The following factors can affect the hydraulic characteristics of 

surface mine spoil: 
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(a) Lithology of the spoil 

Lithology of the spoil can influence the permeability in reclaimed surface mines. 

Analysis of spoil hydraulic conductivity, performed by Hawkins (1995) in different 

surface mines indicated that lithologic content of the spoil directly affects the hydraulic 

properties of the site. The highest hydraulic conductivity was obtained from the sites 

with the highest percentage of sandstone. Sandstone-rich spoil zones yield larger 

fragments that promote the formation of large voids. Shales, on the other hand, tend to 

break into smaller fragments during mining and create smaller voids. Furthermore, they 

easily weather and break down to silt and clay-sized grains, which further decrease the 

permeability of the spoil. 

(b) The method of mining and topography 

The location of haul roads across the backfill can affect the hydraulic properties of spoil 

(Hawkins, 1998). Spoil underlying haul roads is highly compacted due to the traffic of 

vehicles and heavy equipment so that the hydraulic conductivity of spoil under the haul 

road decreases. Topography influences groundwater flow in surface mine spoil, since 

groundwater can move based on the difference of hydraulic gradient and topography 

directly influences the hydraulic gradient. 

(c) Effects of spoil age 

The age of the spoil is noted to be another factor influencing its hydraulic properties. As 

the age of the spoil increases, the hydraulic conductivity also increases, because the 

interconnection between the voids will improve with time (Hawkins, 1998). 
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4.4.3 Hydraulic parameters of surface mine spoil 

(a) Permeability and transmissivity 

Determining the hydraulic characteristics of surface mine spoil, in particular 

permeability, is very important. Because the hydraulic conductivity and other 

hydrological data can be used to predict the post mining groundwater rebound within 

the spoil. This is subsequently important for mine drainage pollution prevention. These 

hydraulic properties are necessary for prediction of mine drainage. These data can be 

used to calculate groundwater velocity, and water table fluctuation within different 

zones in the backfilled sites. Hawkins (1995) analysed data from five reclaimed surface 

coalmines in Western Pennsylvania and Northern West Virginia and observed that 

hydraulic conductivity values of the mine spoil vary from 1.2xlO-5 to 1.4xl0~4mls 

which are from 0.83 to 2.65 orders of magnitude higher than that of the adjacent 

unmined strata, 3.8 x 10"8 to 4.1 x 10"6 m I s. Table 4.1 outlines his findings: 

Table 4.1. Ranges of hydraulic conductivity and transmissivity 

from five reclaimed surface coalmine sites in Western Pennsylvania 

and Northern West Virginia (Hawkins, 1995). 

Hydraulic parameters 

Spoil permeability (m 1 s) 

Strata permeability (m 1 s) 

Spoil transmissivity (m2 Is) 

Strata transmissivity (m2 Is) 

Spoil saturated thickness (m) 

Strata saturated thickness (m) 

Site identification 

1 2 3 4 5 

1.4X10"4 2.8xl0~5 1.2xl0"5 1.2X10"4 1.3xl0-5 

3.1xl0-7 4.1xl0"6 7.1xl0"8 2.0xl0"6 3.8xl0-8 

5.9xl0-4 l.lxlO-4 3.1xl0-5 1.2xl0"4 7.8xl0-6 

2.5xl0-6 3.2xl0"5 4.6xl0-7 9.3xl0~6 4.9xl0"8 

4.35 4.03 1.88 1.53 0.72 

7.86 7.75 6.49 4.78 1.28 
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Based on Table 4.1, the geometric mean of the permeability of the spoil 

(3.75xl0~5m/s) was over 2 orders of magnitude greater than that of the unmined 

strata(3.69xl0~7m/.s). In other words, mine spoil tends to be approximately 100 times 

more conductive than unmined strata. Furthermore, present numerical modelling of 

groundwater rebound within open cut mine spoil indicated that the effective hydraulic 

conductivity of the spoil was about 2 orders of magnitude higher than that of the 

unmined aquifer. 

(b) Porosity 

Porosity determination in a backfilled open cut mine is noted to be another important 

factor in accurately predicting mine drainage quality. However, estimation of porosity is 

not an easy task. Based on aquifer tests, porosity values for the mine spoil in Western 

Pennsylvania and Northern West Virginia were determined to be between 13.8 % to 

16.4 % (Hawkins, 1995). Hawkins (1998) reported laboratory porosities of 25 % to 36 

% for surface mine spoils from Eastern and Western Kentucky and laboratory-measured 

values of porosities of 41 % to 48 % with an average of 44 % from Eastern Ohio spoil. 

Hawkins (1998) also noted that for unconfined conditions, the estimated storage 

coefficient was equal to the effective porosity. Effective porosities for a reclaimed 

surface mine in Upshur County, West Virginia were found as between 14 % and 16 %. 

Davis and Zabolotney (1996) reported an effective porosity of 3 % for confined coal 

aquifer at the Belle Ayr mine. Porosity values for undisturbed coal strata are 

significantly lower than those determined for spoils. Hawkins (1995) reported that 

porosity values for coal strata range from 0.8 % to 9.4 % with an average of 3.9 %. 
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(c) Groundwater velocity 

Determination of groundwater velocity in a spoil site is important for prediction of mine 

drainage; hence it should be determined based on field-testing. Groundwater velocity in 

a spoil site was considerable greater than that observed from undisturbed strata. The 

following parameters can affect on groundwater velocities: 

• The rate of recharge 

• The effective porosity 

• Permeability 

• Head differential 

Hawkins (1998) reported a groundwater velocity range of 1.2xl0~5 to 4.9X10~5W/J 

for backfill of a reclaimed surface mine in Central West Virginia, a groundwater 

velocity range of 2.7xlO-3 to 4.3xl0~3w/5 for a surface mine spoil in Eastern 

Kentucky and a groundwater velocity of 2.0 x\0~5 ml s for a surface mine spoil in 

Eastern Ohio. 

4.4.4 The flow equation 

Groundwater flow under the influence of hydraulic gradients is caused by differences in 

hydraulic head. In unsaturated flow, the hydraulic conductivity is not constant and is 

dependent on water content (0). Reddi and Inyang (2000) have listed common 

empirical functions for unsaturated hydraulic conductivity. These functions, 

K(0) describe the variation of hydraulic conductivity with either moisture (water) 

content (0)or matric potential of water. Green and Clothier (1994) used a power-law 

function for the hydraulic conductivity of unsaturated soil in Equation 4.1: 

K(B) = K, 
os-on / 
S n J 

(4.1) 
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where, 

Ks = saturated hydraulic conductivity (mis); 

b = empirical constant; 

0 = volumetric water content; 

0S and 0n = saturated and antecedent water contents, respectively. 

The flow of water through unsaturated soil and porous rock for specific water content is 

governed by Darcy's law: 

,,--*,< <«> 

«,=-*,wf <4-3> 
where, 

qx and q = components of the rate of flow of water through a porous media in the x 

and y directions, respectively; 

Kx and K = components of the hydraulic conductivity tensor; 

h = hydraulic head. 

By coupling the continuity equation and Darcy's law, the two-dimensional governing 

equation for groundwater flow in unsaturated porous media can be expressed as follows 

(Freeze and Cherry, 1979): 

±(K^)+±(KM)=
d-l-W (4.4) 

dx { dx J dy I oy 1 dt 

where, 

W = recharge or discharge rate per unit volume (T~l) 
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A change in moisture content (6) may be related to a change in pore-water pressure by 

the following equation (Freeze and Cherry, 1979): 

^ = C ^ (4.5) 
dt "w dt K ' 

where, 

CI[W = slope of the water storage curve; 

Uw = matric potential and is defined as: 

Uw=h-Z (4.6) 

and where 

h = total hydraulic head; 

Z = elevation. 

Equation 4.6 reduces to 

^Ls- = — (4.7) 
dt dt 

In Equation 4.6 the elevation Z is a constant, hence, the derivative of Z with respect to 

time is zero and combining Equations 4.5 and 4.7 gives: 

d± = C ** (4.8) 
dt ,mdt 

Equation 4.8 can be substituted into Equation 4.4 and leads the following governing 

differential equation for two-dimensional, saturated-unsaturated flow of groundwater 

(Freeze and Cherry, 1979): 

df'„ dh 
dx 

K„^ + ̂ -
(„ dh\ „ dh 

X 

\ dx) dyy y' dy y 
K = C,^-W (4.9) 

at 
uw 

4.5 Governing equation for formulation of SEEP/W 

For all SEEP/W simulations, the flow equation must be expressed in the following 

general form (Geo-slope International Ltd., 2002): 
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dx 
(rr*H\ d 
K.^ + — dy\ ydy 

^ d0 
+Q = Tt (4.10) dx 

where, 

H = total head; 

Kx = hydraulic conductivity in the x-direction; 

A^ = hydraulic conductivity in the y-direction; 

Q = boundary flux; 

0 = volumetric water content; 

t = time. 

Equation 4.10 means that the difference between the rate of flow entering and leaving a 

control volume at a point in time is equal to the change in the volumetric water content. 

SEEP/W assumes that a change in volumetric water content can be related to a change 

in pore-water pressure by the following equation: 

d0 = mwduw (4.11) 

where, 

d0 = change in volumetric water content; 

duw = change in pore-water pressure; 

mw = equivalent to the slope of moisture characteristic curve. 

The total head is given by: 

H = ^ + y (4.12) 

where, 

uw = pore-water pressure; 

yw = unit weight of water; 
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v = elevation. 

Rearranging Equation 4.12 in terms of uw and substituting it into Equation 4.11 reduces 

to: 

M = mwywd(H-y) (4.13) 

Substituting Equation 4.13 into Equation 4.10 leads to the following equation: 

( „ dH 
dx 

K 
dx + dy\ y dy 

+ Q = m y 
d(H-y) 
dt 

(4.14) 

Since the elevation y is a constant, the derivative of y with respect to time will be zero, 

giving the following governing differential equation used in the formulation of SEEP/W 

(Geo-slope International Ltd., 2002). 

( „ dH 
dx 

K 
dx + • dy{ ydy 

+ Q = m Y a// 
dt 

(4.15) 

Equations 4.9 and 4.15 are similar. In this thesis, Equation 4.9 was used to predict 

groundwater inflows into open cut mines as well as prediction of groundwater rebound 

after mine closure. 

Under steady state conditions, the water flux entering and leaving a control volume is 

the same at all times. Hence, the transient term in right hand side of the Equation 4.9 is 

eliminated and the equation reduces to the governing equation for two-dimensional 

steady state groundwater flow defined by Equation 4.16: 

dh^ d( „ dh^ 
K — 

x dx 
dx 

df 

* ' * 
+ W = 0 (4.16) 

The average linear velocity is used in the mass transport equation is commonly defined 

as the specific discharge divided by porosity (Freeze and Cherry, 1979; and 

Krabbenhoft et al., 1990) and is given by Equations 4.17 and 4.18: 
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n dx 
(4.17) 

V = -5L^ 
n dy 

(4.18) 

where, 

n = effective porosity. 

4.6 Boundary conditions 

The solution of Equation 4.9 requires specification of both the initial and boundary 

conditions in order to constrain the problem and make solutions unique. Various 

workers have used different boundary conditions for various solutions as discussed 

below (see Figure 4.2): 

/ ~ 

Infiltration Mixed boundary conditions 

t k It If 
Evaporation 

A * = /(i) 

dx 

Mine excavation 

\ I f 

fr ̂  A 

t *,(*,) Aquifer 

Free-surface b. c 

Fixed head (Dirichlet) b. c. 

•>Kh(K) 

dh 

dx 

(A) 

= 0 

.x 
No-flow (Neumann) boundary condition, dh _^ 

dy 

Figure 4.2. Schematic diagram showing different types of boundary conditions. 

1) The first is the Dirichlet or fixed head boundary condition, 

where, 

h(xi,0) = hQ(xi) (4.19) 

boundary condition 
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and 

h(Xj,t) = hA on A (4.20) 

where, 

h0 = initial hydraulic head; 

hA = prescribed hydraulic head at the portion A (Figure 4.2) of the flow boundary. 

2) The flux boundary or Neumann boundary condition is defined as: 

dxj 

where, 

Kj. = component of the hydraulic conductivity tensor; 

x • = Cartesian direction; 

h = hydraulic head; 

- V = outward fluid flux; 

vd = Darcy velocity; 

«; = outward unit vector normal to the boundary where the prescribed outward flux 

is-P. 

The base of the flow region is assumed to be impermeable (or a no-flow boundary). 

3) Mixed boundary conditions 

For some boundaries such as soil-air interfaces where evaporation or infiltration occurs, 

conditions may change from a prescribed flux type boundary to a prescribed head type 

and vice versa. According to Frind and Verge (1978) and Huyakorn et al. (1986), 

boundary fluxes along infiltration and evaporation boundaries are subject to the 

following requirements: 
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\v.n\ Ss E. (4.22) 

h, < h < 0 for infiltration 

h < h, for evaporation 

where 

Es = maximum potential flux of infiltration or evaporation under the prevailing 

atmospheric conditions; 

hj = minimum hydraulic head allowed under the prevailing soil conditions. 

In Figure 4.2, a free surface boundary condition is considered along the water table 

where the pressure (along the water table) is atmospheric and the hydraulic head (h) is a 

function of x only h = f(x) . 

4.7 Galerkin approximation procedure 

To solve the Equation 4.9 by the finite element method, the Galerkin approximation 

approach is used. Galerkin approach is a weighted residual method in which the 

governing differential equation is substituted by an approximate solution. For a detailed 

discussion of the application of the Galerkin approach in groundwater flow, see Pinder 

and Frind (1972); Pinder et al. (1973); Pinder (1973); Neuman (1974); Pickens and 

Lennox (1976); Gray and Pinder (1974); and Rabbani (1994). 

Using the Galerkin approach, the general finite element equation for groundwater flow 

(Equation 4.9) can be written in a matrix form (Pinder and Frind, 1972). More details of 

the finite element integration of the flow equation are given in Appendix A. 

UKh}+[B]ljr
]l + {c}=0 (4.23) 

where [A] and [B] are n by n matrices in which 

129 



*.=11 
D L 

dN . dN ,. dN . dN ,. 
Kx—•-

 J-+ K y ^
 J-

dx dx dy dy 

dxdy 

B^lJC^NjNjdxdy 

(4.24) 

(4.25) 

and {C} is the flux vector in which 

Ci=-jjWNtdx(fy-JNlJt 
D P 7=1 

dN, dN, 
K„ J-L+K„ -/, 

dx dy 
hjdB (4.26) 

The last term in Equation 4.26 incorporates the Neumann boundary condition in the 

form 

JN.qdfi (4.27) 

where, 

q = flux of water and can be expressed as 

q = K 
dh 

dn 
(4.28) 

This term is formed only when the groundwater flux is nonzero along the edge of a 

boundary element. 

Equation 4.23 is the general finite element equation for a transient groundwater flow in 

porous media. For a steady-state flow, the head is independent of time and consequently 

Equation 4.23 can be reduced to: 

[A]{h}+{C}=0 (4.29) 

4.7.1 Finite element discretisation 

The suitability of the Galerkin approach for computer applications depends on the 

choice of basis functions. In this thesis, the cross-section of the flow domain is divided 

into quadrilateral elements. The main objective of this discretisation process is to divide 
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the system into a suitable number and arrangement of elements so that the realistic 

solution can be adequately approximated. 

The integrals that appear in the matrices of Equation 4.23 must be evaluated using 

numerical methods. A Gaussian quadrature scheme can be used fo perform integrations 

(Pinder and Frind, 1972; W a n g and Anderson, 1982). 

An exact solution can be obtained using this scheme (Pinder, 1973). Integrations are 

carried out in the local coordinate system (rj,^), with limits of integration between -1 

and +1 and then transformed to the corresponding global coordinates system (x,y) 

(Figure 4.3). The local coordinates for each of the nodes are given in Table 4.2: 

yA 2 (-1,1) 

3 (-1,-1) 

x 

Figure 4.3. Quadrilateral element: Local coordinates- (TJ,%), Global coordinates-(x,y) 

(Pinder and Frind, 1972). 

Table 4.2. The local coordinates of nodal points. 

Element type 

Quadrilateral 

Node 

1 

2 

3 

4 

4 

+1 

-1 

-1 

+1 

n 

+i 

+i 

-l 

-I 
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The x and y coordinates anywhere in the element are related to the local coordinates and 

to the x-y coordinates of the nodes by the following equations: 

x = Nj{x} (4.30) 

y = Nj{Y} (4.31) 

or 

x = Nxxx + N2x2 + N3x3 + N4x4 (4.32) 

V = Nxyx + N2y2 + N3y3 + N4y4 (4.33) 

where, 

Nt = a vector of interpolating shape functions; 

{x} and {Y} = global x-y coordinates of the element nodes. 

Therefore, once a set of local coordinates (<%,rj) have been specified, the corresponding 

global coordinates can be obtained by the Equations 4.30 and 4.31. 

The following relationship (Equation 4.34) is required to perform the necessary 

integrations in the local coordinate rather than global coordinate system (Pinder and 

Frind, 1972): 

dxdy = det[j]dr]d^ (4.34) 

where [j] is the Jacobian matrix and is defined as follows: 

dx dy dx 

a? 
dx 

drj 

dy~ 

^ 

dy_ 

drj 

The limits of integration must be changed to -1 and +1 by applying the above 

transformations Equation 4.24 for example can be rewritten as: 

132 



I 1 

4=11 
-1 -1 

dx dx y dy dy 
det[/]a^9^ (4.36) 

Similar forms are developed for the Equations 4.25 and 4.26 and given in Equations 

4.37 and 4.38: 

I I 
Ba=\ jC^NjNjdctlJ^rjd^ (4.37) 

-i -i 

and 

I I 

Ci = -j jWNjdetlJJdridZ-JNj^ 
-i -i P J--

dN, dNs 
K„—J-!+K„—J-l dx dy 

hjd/3 

(4.38) 

4.8 Time integration technique 

Equation 4.23 is a first-order matrix differential equation. To solve for the undetermined 

coefficients, ht, (i = l,2,...,n), a finite difference approximation scheme can be 

introduced into Equation 4.23. Pinder (1973) found that the backward difference 

scheme provided a more accurate groundwater flow solution than a Crank-Nicholson 

centered scheme in time approach. 

Using this approach yields the following relationship: 

U]{h}l+At+[B]
{h]^'{hl=-{c} 

At 

Equation 4.39 can be rearranged to form: 

\A]M\h}MM{h\-{c} 
At j At 

(4.39) 

(4.40) 

At t = 0, {h}0 is known because of the prescribed initial conditions. Given appropriate 

initial and boundary conditions, the hydraulic head, h is obtained from Equation 4.40. 

The error related to this approximation approach can be reduced by setting the 

appropriate time step. 
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In this study, the finite element method using Galerkin approximation approach was 

used to simulate groundwater inflow into open cut surface mining and post mining 

rebound process. A modelling approach using the SEEP/W package and simulation 

results is given in Chapters 5 and 6. 

4.9 Conclusions 

In this chapter a two-dimensional model has been presented to simulate groundwater 

inflow and rebound within the spoil of an open cut mine. A Galerkin approximation 

method was used to discretise the groundwater flow equations using the SEEP/W 

package and its features, and the capabilities and formulation method are described. A 

short discussion of the hydrogeological characteristics of open cut mine spoil was also 

included. 
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CHAPTER FIVE 

GROUNDWATER INFLOW MODEL MODIFICATION AND VERIFICATION 

5.1 Introduction 

The inflow model using SEEP/W for simulating groundwater inflow to open cut mines 

has the following main features: 

It 

• Takes into account the amount of inflow occurs through the excavation bottom 

• Predicts the height of the seepage face in excavation highwall 

• Takes into consideration saturated/unsaturated flow conditions 

• Incorporates confined/unconfined aquifer conditions 

• Simulates aquifer heterogeneities 

• Predicts water table position in unconfined aquifer 

and 

• Incorporates different boundary conditions 

In this chapter an algorithm for the simulation of groundwater inflow to an open cut 

mine is outlined. The capabilities and features of the SEEP/W finite element model are 

briefly reviewed and finally modelling performance and verification are given in six 

different mining related problems. 

Figure 5.1 presents a realistic mine water problem observed in a backfilled open cut 

coalmine, in the Hunter Valley region, Australia. 

136 



Figure 5.1. Groundwater inflow problem observed in an 

open cut coalmine, Singleton, Australia. 

5.2 Capabilities of the S E E P / W model 

The SEEP/W model can simulate both saturated and unsaturated flow. The ability of the 

model to assume unsaturated flow condition allows it to solve a wider range of 

problems than some other codes and obtain realistic inflow results. The model is able to 

simulate seepage faces on highwalls predicting the configuration of the phreatic surface 

and height of the seepage face on the highwalls of a surface mining excavation, thus 

providing the necessary information for slope stability analysis. One of the important 

features and capabilities of the S E E P / W model is the definition of hydraulic 

conductivity and volumetric water content as a function of pore-water pressure in 

saturated-unsaturated flow systems. The model simulates heterogeneous hydraulic 

properties such as hydraulic conductivity and storage in an isotropic and heterogeneous 

flow system. Therefore, a conductivity function, which defines the relationship between 

hydraulic conductivity and pore-water pressure, can be defined for each material. This 

feature of the model is very important in simulation of groundwater inflow in backfilled 

open cut mines where the hydraulic characteristics of the spoil are different from those 
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of the un-mined aquifer and unexcavated rocks. Furthermore, the horizontal hydraulic 

conductivity differs considerably than that from the vertical hydraulic conductivity in 

heterogeneous systems. The model can take into consideration transient boundary 

conditions and is able to modify boundary conditions in response to predicted results. 

The model can also simulate unconfined flow problems by assuming the zero pore-

water pressure contours within the flow domain in order to represent the water table. 

Although many numerical models are now used to predict groundwater inflow to a 

surface mining excavation they are limited in their ability to quantify the more detailed 

problems by taking the above mentioned features and relationships into account. The 

present finite element model was developed with a view to overcoming most existing 

modelling problems. 

5.3 Inflow model 

In order to simulate an inflow model, it was necessary to construct an initial condition 

representing the pre-mining situation. Pre-mining groundwater table elevation data, 

rainfall data, geological and hydraulic characteristics of aquifer were used to establish 

the initial conditions for the inflow model. A steady-state simulation was performed 

using the initial and boundary conditions to represent the pre-mining groundwater 

system. This initial condition was then used to simulate groundwater inflow during 

mine advancement. A head boundary condition was assigned at the outer boundary of 

the model. An infinite boundary condition was also assigned at the outer boundary of 

aquifer in order to simulate an infinite, homogenous aquifer extending away from the 

mining excavation. The bottom of the model was considered to be impermeable hence a 

no-flow boundary condition was maintained at the bottom or lower boundary of the 

model. A constant head was specified at the radius of the surface mine equal to the 

elevations of pit depth at various stages of the mining operation. A rectangular mesh 
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was then constructed for the model. A flowchart representing the steps of groundwater 

inflow simulation are shown in Figure 5.2. Figure 5.3 shows a conceptual model of the 

problem. 

(^ Start") 

Define grid, hydraulic characteristics, mine 
geometry, pre-mining head, boundary 

conditions, rainfall data 

I 
Calculate the inflow for different time steps 

I 
Compare simulated inflows to measured or 
calculated values using analytical solutions 

Change grid size, and input parameters 

Figure 5.2. Flowchart of groundwater inflow into a surface mine. 
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1 1 1 1 1 Recharge boundary 

Mining excavation 1 1 1 1 1 

Figure 5.3. Conceptual model of radial inflow to a surface mining excavation. 

5.4 Model verification 

Six problems are described to verify finite element modelling of groundwater inflow. 

5.4.1 Problem 1- Development of the seepage face in porous media 

In this example, results from the present numerical model are compared to those from a 

numerical finite element model, M1NEDW, and a physical model developed by Azrag 

et al., (1998). In that example, a 15-degree, pie-shaped finite element model consisting 

of 561 nodes, 640 elements, and 10 layers each 0.15 m thick was developed. A constant 

head of 1.22 m was assigned at the outer boundary of the model at a radial distance of 

1.95 m. A constant head of 0.3 m was maintained in the well. The permeability was 

about 4.63xl0~3 ml s ( 400m I day), and the radius of well was 0.12 m. 

A finite element model consisting of 336 nodes, 300 elements and 15 layers having a 

thickness of about 0.105 m was constructed (Figure 5.4). A comparison of the height of 

the seepage and the inflow rate predicted by the present finite element model and those 

calculated by the MINEDW model (developed by Azrag et al., 1998) and those 
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measured in the laboratory by Hall (reported by Azrag et al, 1998) are presented in 

Table 5.1. 

2 r-

Tki 

X 

3 ZSr^.-z: 

1 
Distance (m) 

Figure 5.4. Finite element grid for the problem. 

Table 5.1. Comparison of results of numerical models 

in relation to physical model by Hall. 

Physical model 

MINEDW model 

SEEPAV model 

The inflow 

(Q) 
(m3 Is) 

3.45x10"" 

3.40 Xl0-4 

3.43X10-4 

The height of 
the seepage 

L(m) 

0.54 

0.49 

0.53 

% error 
in related to 

physical model 

Q L 

— 

1.45 9.3 

0.58 1.85 
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5.4.2 Problem 2- Steady state, unconfined, radial flow to circular pit 

In this second example, results of the SEEP/W finite element model are compared to 

those from a finite element model, MINEDW, a finite difference code, MODFLOW and 

a physical model reported by nAzrag, et al. (1998). The main objective in dealing with 

the problem was to validate the capabilities of MINEDW for saturated/unsaturated flow, 

prediction of the inflow into a circular pit as well as prediction of the height of the 

seepage face. 

Azrag, et al. (1998) constructed a 90-degree circular grid mesh consisting of 2312 nodes 

and 16 layers representing a total thickness of 1.2 m for an unconfined aquifer. The 

radial distance of the outer boundary was 2.4 m. The partially penetrating circular pit 

had a radius of 0.59 m. A hydraulic conductivity of 0.06 mis was assigned for the 

unconfined aquifer. To show the effects of the partially penetrating pit, the authors 

removed the uppermost 12 layers of elements within the radius of the circular pit. 

Constant heads of 1.09 m and 0.835 m were maintained at the outer boundary of the 

model and at the pit floor respectively. The values of 0.065 m and 2.54x\0~2 m3 Is 

were predicted for the height of the seepage and the rate of inflow under steady-state 

condition. The results were favourably comparable with the measured height of the 

seepage face of 0.045 m and the inflow rate of 2.54xl0"2m3 Is obtained from the 

physical model described in Azrag, et al. (1998). 

For further validation of the model, Azrag, et al. (1998) also constructed a finite 

difference grid consisting of 42 rows and 42 columns of cells with an equal size of 

0.059 m and 16 layers for a total of 28224 cells. For the simulation, MODFLOW, a 

finite difference code was utilised. The cells located inside the circular pit were inactive. 

The finite difference model was then run under steady-state conditions. The 
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MODFLOW-based model predicted an inflow rate of 4A6xlO~2m3 Is about 60 % 

greater than that observed in the physical model and predicted from the MINEDW-

based model. The code did not predict the height of the seepage. 

A finite element model consisting of 365 nodes, 328 rectangular elements and 12 layers 

was constructed (Figure 5.5). Constant heads of 1.09 m and 0.835 m were assigned at 

the outer boundary and at the pit floor respectively. A no-flow boundary condition was 

maintained at bottom of the model. The model was then run under steady-state 

conditions. 
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Figure 5.5. Finite element grid for the problem, velocity vectors and water table. 

The predictions for the inflow rate and the height of the seepage were 2.50 xlO-2 m3 Is 

and 0 respectively. A close agreement was obtained between the SEEP/W model and 

MINEDW-based model as well as the physical model presented by Azrag et al. (1998) 

for inflow. However, the SEEP/W model did not predict the height of the seepage face. 

The following table outlines the values for inflow and the height of seepage predicted 

with different models. 
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Table 5.2. Comparison of results of the SEEP/W model 

and those presented in Azrag et al. (1998) for prediction of the 

inflow and the height of the seepage in a circular pit. 

Physical model 

MODFLOW model 

MINEDW model 

SEEP/W model 

The inflow rate 

(m3 Is) 

2.54 xlO-2 

4.16X10-2 

2.54 xlO-2 

2.50 xlO-2 

The height of the seepage 

(m) 

0.045 

0.065 

5.4.3 Problem 3- Transient, radial flow to a fully penetrating well in a leaky 

aquifer 

The main objective of this third problem was to calibrate the finite element model for 

the simulation of the dewatering analysis. The following (Hantush 1956) analytical 

solution presented for a leaky aquifer (Walton, 1970; Freeze and Cherry, 1979; Watson 

and Burnett, 1993) was used for validation of the numerical model: 

Q = 
4nTAh 

W(u,rlB) 

u = 
4Tt 

B = . 
(Kbbf) 

K' 

(5.1) 

(5.2) 

(5.3) 

where, 

K = permeability of the aquifer (mis); 

T = transmissivity of the aquifer (m2 Is); 
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Q = dewatering rate (m3 Is); 

b = thickness of the aquifer (m); 

K' = permeability of the semi-confining layer (mis); 

t = time (s); 

b'= thickness of the semi-confining layer (m); 

S = storativity of the aquifer (dimensionless); 

B = leakage factor (dimensionless); 

W(u,rlB) = well function for a leaky aquifer. 

On the basis of a dewatering test performed on a leaky-confined aquifer (Worked 

example 17-2, Watson and Burnett, 1993), the following input data are given: 

The hydraulic conductivity of the aquifer 6.12 m/ day, storativity of the aquifer 0.001, 

the hydraulic conductivity of the semi confining layer 0.0025 m I day, storativity of the 

semi confining layer 0, the thickness of the aquifer 15.7 m, the thickness of the semi 

confining layer 3.2 m, the dewatering rate 475 m31 day, and elapsed time 1 day. 

The main aim of the problem is to calculate drawdowns at increasing distances from the 

dewatering well in order to determine the cone of depression after one day of 

dewatering testing. 

To solve the problem numerically, a finite element grid consisting of 11205 nodes and 

2800 eight-nodded rectangular elements and 2 layers was constructed. The lowermost 

layer representing the aquifer had a 15.7 m thickness. The uppermost layer which 

represents the semi- confining layer had a thickness of 3.2 m. Hydraulic conductivities 

of 6.12 m/day and 0.0025 m/day were assigned at the aquifer and at the semi-confining 

layer respectively. The initial conditions were modelled by running a steady-state 
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simulation. The total head at the two ends of the model was assigned as an arbitrary 

value of 25 m. Hence a uniform total head distribution of 25 m was generated 

throughout the entire aquifer. The file for this part of the simulation was named 

LEAKYAQUIFER2_I.SEP. For simulation of dewatering, a constant head of 25 m was 

assigned at the outer boundary of the model. A no-flow boundary condition was 

maintained at the bottom of the model representing an impermeable layer. A flux 

boundary condition was assigned near the dewatering well in order to specify a flux 

equal to the amount of dewatering rate. Storativities of 0.001 and 0 were specified at the 

aquifer and semi confining layer respectively. The model was then run by calling file 

LEAKYAQUIFER2J.SEP as the initial conditions. The file for this part of the 

simulation was named LEAKYAQUIFER2.SEP. 

The comparison of the drawdowns predicted by the SEEP/W model and those 

calculated using the analytical solution are shown in Figure 5.6. 

5 
• • • Hantush - Jacob solution 

SEEP/W model 

200 400 

Distance (m) 
600 800 

Figure 5.6. Comparison of analytical and numerical solutions for 

drawdowns under transient conditions in a leaky aquifer. 

5.4.4 Problem 4- Steady state, unconfined, radial flow to surface mining excavation 

To perform an inflow simulation for an open pit mine at an unconfined aquifer under 

transient conditions, the following simple model was developed for steady-state 
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conditions and compared with Dupuit's analytical equation quoted in Singh et al. (1985) 

and Vandersluis et al. (1995) in order to calibrate the model developed for transient 

flow conditions. The simple model assumes that a steady state, radial flow to a surface 

mining excavation takes place in an unconfined aquifer. The following data were used 

for the simulation: 

Hydraulic conductivity of the aquifer = 4.3 x 10-6 m I s 

Equivalent mine radius = 160 m 

Thickness of aquifer = 500 m 

The radius of influence = 2000 m 

Head of the outer boundary = 500m 

Head at the mining excavation = 150 m 

The following four different simulations were performed for calibration purposes: 

Case 1: 

In Case 1 was performed for a fully penetrating pit with vertical walls (Figure 5.7); the 

simulated inflow was compared to those calculated using analytical equations outlined 

in Table 5.3 and close agreement was achieved. The finite element model consisted of 

7171 nodes, 7000 rectangular elements and 70 layers. 

Figure 5.7. Axisymmetric model, fully penetrating, vertical walls. 
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Table 5.3. Comparison of results of numerical model and analytical solutions. 

Analytical solutions: 

Equation 3.5 (Chapter 3, Page 84) 

Equation 3.11 (Chapter 3, Page 88) 

SEEP/W model 

The inflow 

(m3 Is) 

1.217 

1.182 

1.070 

The height of 
the seepage 

(m) 

— 

— 

104 

Case 2: 

In Case 2, modelling was performed for a partially penetrating pit with vertical walls in 

an unconfined aquifer. The values of 1.159 m3 Is and 80 m were obtained for the 

inflow and the height of the seepage respectively (Figure 5.8). 

Figure 5.8. Axisymmetric model, partially penetrating, vertical walls. 

Case 3: 

In Case 3, a fully penetrating pit with non-vertical walls was selected for the simulation. 

The calculated inflow and the height of the seepage face were 1.43 m3 / s and 90 

m (Figure 5.9). 
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(x 1000) 

Figure 5.9. Finite element grid, fully penetrating, non-vertical walls. 

Case 4: 

In this problem, a partially penetrating pit with non-vertical walls in an unconfined 

aquifer was considered. The predicted inflow and the height of the seepage face were 

1.095 m3 Is, and 150 m respectively (Figure 5.10). 

Figure 5.10. Finite element grid, partially penetrating, non-vertical walls. 

5.4.5 Problem 5 - Transient, radial inflow to a mining pit 

In this fifth problem, results from the SEEP/W model are compared to those from the 

Jacob and Lohman analytical equation (Kruseman and De Ridder, 1979; and Hanna et 

al., 1994). This equation is based on lateral, radial flow to a fully penetrating circular pit 
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in an idealised confined aquifer. One of the most important features of the SEEP/W 

model is to predict inflow to a partially penetrating pit from an unconfined aquifer. The 

model is able to determine the height of the seepage face developed around a surface 

mine. The Jacob-Lohman equation for confined aquifer is given as follows: 

12.25Tt ^ 
in 
v r^s 

where, 

T = transmissivity (m2 Is); 

Ah = drawdown (m); 

t = time since the water table was instantaneously lowered to the specified level (s); 

rw = radius of the well (m); 

S = storativity of aquifer (dimensionless); 

Q = inflow (m3 Is). 

As mentioned in Chapter 3, the Jacob-Lohman equation can be used for a confined 

aquifer. To use Equation 5.4 in an unconfined aquifer, the following correction should 

be applied to convert unconfined aquifer drawdown Ahuc to equivalent confined aquifer 

drawdown Ahc (Kruseman and De Ridder, 1979). 

Nhc=Nhuc-^- (5.5) 
"c 2h0 

where, 

Ahc= drawdown in confined aquifer (m); 

Ahllc = drawdown in unconfined aquifer( m); 

h0 = initial water table elevation (m). 

150 



An axisymmetric finite element analysis was performed using a grid constructed with 

446301 nodes, 8750 elements and 50 bedding planes of total 500 m thickness. The 

rectangular grid had a total length of 2000 m. The hydraulic conductivity of 

4.3xl0"6m/s and a specific yield of 0.001 were assigned to the aquifer. A constant 

head of 500 m was assigned at the outer boundary of the model. The bottom of the 

model was presumed to be impermeable hence a no-flow boundary condition was 

maintained at the bottom of the model. The advance of the pit was simulated by 

assigning a constant head at the radius of the pit corresponding to specified pit depths at 

various stages of the mining operation. It was assumed that the hypothetical mining 

operation used to compare the results of numerical simulation to those obtained from 

the Jacob-Lohman equation was an idealised cylindrical pit (with a radius of 150m) that 

advanced 20 m every six months for a maximum duration of four years (Hanna et al., 

1994). A series of calculations was made using the numerical model and the Jacob-

Lohman equation to estimate inflow from an unconfined aquifer to a circular pit for 

which the anisotropy ratio of horizontal (Kh) and vertical (Kv) hydraulic conductivities 

(KhIKv) were varied. 

0.5 

04 -

S 0.3 -

° 0.2 

0.1 

0 D ° Jacob-Lohman solution 
SEEP/W model Kk/*T.=1 

3.0xl07 6.0xl07 9.0xl07 

Elapsed time (s) 

1.2xl08 

Figure 5.11. Comparison of an analytical Jacob-Lohman solution and 

a numerical method for pit inflow prediction. 
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It was found that differences in the results of the two methods were most sensitive to 

this anisotropy ratio. As it is shown in Figure 5.11, with an anisotropy ratio of 1 

(KhIKv=\) the predicted inflows using the numerical model are similar to those 

calculated using the Jacob-Lohman equation. The slight overestimation of inflow by the 

numerical model is due to the fact that the Jacob-Lohman solution does not account for 

bottom inflow (Hanna et al., 1994) while it can be predicted by the numerical model. As 

indicated in Figure 5.11, the predicted inflows are slightly under-estimated with respect 

to an increase in the anisotropy ratio. 

The anisotropy ratio determines the height of the seepage face and the relative amount 

of inflow through the bottom of the pit in the numerical model. To see the relation 

between the anisotropy ratio and the height of the seepage face, constant heads of 500 m 

and 340 m were specified at the outer boundary and the bottom of the pit at a radius of 

150 m. Figure 5.12 shows the height of the seepage face at various anisotropy ratios at 

an elapsed time of 4 years. As indicated in Figure 5.12 a decreasing anisotropy ratio (or 

increasing the KhIKv) will result in reduction of the height of the seepage face. 
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Figure 5.12. The effects of the anisotropy ratio on the height of the seepage face, 

H0 = 500m, rp = 150m, hp = 340m, elapsed time = 4 years. 
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5.4.6 Problem 6 - Prediction of groundwater inflow to an open cut mine 

The main aim of this sixth problem was to present the capability of the SEEP/W finite 

element model for prediction of groundwater inflow to an open cut mine from an 

unconfined aquifer. In this case, the results of the simulation were compared to those 

obtained from two analytical solutions. 

The first analytical solution has been given by Singh et al. (1985). The equation 

determines the inflow to a surface mining excavation using Laplace type formulation. 

The method is two- dimensional and is a quick and easy method of estimation of inflow 

as a function of time. The equation is given as follows: 

( 4T 
q = 

7CH0J 
[H0 - hp )j" exp(- xXTanhX)dX (5.6) 

where, 

x = 
K 

KSyH0j 
(5.7) 

where, 

q = inflow rate into the excavation per unit length of excavation; 

T = transmissivity of the aquifer; 

H0 = original elevation of water table; 

hp = water table elevation at excavation face; 

Sy = specific yield; 

K = hydraulic conductivity; 

t = time. 
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However, this analytical solution assumes large time increments and that at the outflow 

region a uniform flow is established. 

The second analytical solution was presented by McWhorter (1981). The rate of inflow 

on the highwall face per unit length of excavation is given as follows: 

qa=At~
2 (5.8) 

where, 

( nr^Ti N 

2 

\STb' 
+ STH2+STH0b 

V 

(5.9) 

Equation 5.8 can be modified to calculate inflow to an open cut mining excavation 

where the length of the excavation increases as a function of time. The total inflow to 

the excavation from two sides can be calculated using the following equations: 

Y 
Q = 4RaA4i , t<.-*- (5.10) 

where, 

Ra = average rate of elongation of the excavation (m); 

Y = maximum length of the pit(m); 

Y 
— = time period during which the excavation is advancing (Jays) 
R„ 

This equation calculates the total inflow after time t at which the mining excavation 

ceases to elongate. 
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The inflow from both sides of the excavation after elongation has ceased is given by the 

following equation: 

( 

Q = 4RaA 41-M- *" It 
R„ 

**Y (5.H) 
a 

The advantage of this method is that it takes into consideration the effect of time and 

face advance on the predicted inflow quantity. However, the predicted inflow would be 

much larger, particularly at small time intervals because the entire pit is not established 

instantaneously. Furthermore, this approach assumes that flow occurs only in planes 

normal to the long axis of the advancing pit while the actual flow in plan view will be 

two-dimensional. Moreover, the discharge to the pit through the ends of the excavation 

was not incorporated in this method and it is assumed that the length to width ratio is 

large. 

To compare inflow predicted by the finite element model to those calculated with 

analytical solutions, the following problem was considered. The objective is to estimate 

inflow to a surface coalmine from an unconfined aquifer perched above the coal seam 

(McWhorter, 1981). The inflow to the first cut of the mine was considered in this 

example. The saturated thickness of aquifer, transmissivity and specific yield were 18 

m, 0.93 m21 day and 0.05 respectively. The production rate of coal was 3.62 xlO5 

m31yr from cuts with 30 m in width penetrating a coal seam of average thickness of 

2.09 m. The average rate of advance of the excavation was 15.8 ml day. The excavation 

had a maximum length of 915 m. The problem was first solved analytically using 

equations used by Singh et al. (1985) and McWhorter (1981). 
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To predict inflow to a surface mining excavation numerically, a two-dimensional finite 

element grid consisting of 1078 nodes, 950 elements and 19 layers was constructed 

(Figure 5.13). 
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Figure 5.13. Finite element grid for prediction of inflow to an open cut mine. 

The grid spacing increases from the outer boundary to the pit. A constant head of 18 m 

was assigned at the outer boundary while the head in the mining excavation was 

maintained at about 2 m. Hydraulic conductivity of 5.17xl0-2 ml day and a specific 

yield of 0.05 were specified for the model. Time steps of 10 days were considered for 

the simulation. However, a slight change was made on time step of 6 to take into 

account the time at which the excavation ceased to elongate. Hence, time step 6 was 

specified as 58 days rather than 60 days. 

A no-flow boundary condition was maintained at the bottom of the model. An infinite 

boundary condition was specified at the outer boundary of the model to allow 

consideration of an aquifer extended far from the mining excavation. 

A steady-state simulation was carried out to establish an initial condition for the model. 

Constant heads of 18 m were assigned at the two ends of the aquifer. After specifying 

the hydraulic conductivity, the model was run in order to generate a uniform total head 
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distribution of 18 m throughout the entire aquifer. The file for this steady-state 

simulation representing the pre-mining situation was named STRIPMINE 1_I. SEP. 

In the second stage of simulation, a constant head of about 2 m was assigned at the 

mining excavation. By calling the initial condition (STRIPMINE1_I.SEP) and by 

specifying a specific yield of 0.05, the modelling of the inflow was performed in which 

the length of the excavation increased until the maximum length of excavation was 

made at time step six (t = 58 days). During each time step inflow to the excavation 

was predicted. The model for this second phase of simulation was named 

STRIPMINEI.SEP. 

In the third part of the simulation, a length of 916 m (maximum length of excavation) 

was assigned for the model. A constant head of 18 m was removed at the outer 

boundary of the model. The predictions obtained for time step six of the second phase 

of the simulation (STRIPMINEI_I.H06) was called an initial condition for predicting 

inflows for time intervals of greater than 58 days. However slight modifications were 

made on the hydraulic characteristics of the aquifer, in particular, during the final phase 

of inflow simulation in order to predict reasonable inflows in comparison with inflows 

calculated using analytical methods. The inflows calculated using analytical solutions 

were compared with those predicted by the finite element model in Figure 5.14. 

As Figure 5.14 shows that analytical and numerical methods represent approximately a 

similar trend for inflow rate as a function of time. Inflow increases with time during 

elongation of excavation (/ < 58 days). Inflow decreases sharply after elongation has 

ceased (t> 58 days). 
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Figure 5.14. Comparison of analytical and numerical methods for 

the prediction of water inflow to an open cut mine. 

McWhorter (1981) noted that the inflow to the excavation decreases sharply once the 

maximum elongation has made. However, both the numerical method and the analytical 

solution presented by Singh et al. (1985) do not follow this trend. During pit elongation, 

relatively slight differences are seen between the results of the numerical model and the 

analytical solution presented by McWhorter (1981). Analytical solution of Singh et al. 

(1985) overestimated inflow for initial time steps during mine advancement. 

5.5 Conclusions 

In this chapter, a numerical groundwater model called SEEP/W has been used to predict 

groundwater inflow into surface mines. This model has the capability to simulate 

saturated/unsaturated flow conditions and to calculate the height of the seepage faces of 

the excavation, taking into account the hydraulic conductivities and the water content as 

a function of pore water pressure. The model was evaluated by comparing the output 

from the SEEP/W model with the results obtained from analytical solutions developed 

by McWhorter (1981) and Singh et al. (1985) and a published numerical model. It was 
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found that during pit elongation, inflow values predicted by the model were relatively 

similar to those calculated using the analytical model developed by McWhorter (1981). 

The results of the inflow simulation can provide significant information for designing 

mine dewatering systems and storage facilities. 
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CHAPTER SIX 

PREDICTION OF GROUNDWATER REBOUND IN OPEN CUT MINING 

6.1 Introduction 

Mine abandonment leading to groundwater rebound due to cessation of dewatering and 

associated pollution issues is considered to be a serious problem associated with open 

cut coal mining. If the effects and magnitude of a water-related problem can be properly 

identified in advance of mining, appropriate water management strategies can be 

undertaken to minimise the socio-economic and environmental impacts of mine 

dewatering. Prediction of groundwater rebound is an important aspect in assessing the 

long-term impact of mining on local and regional hydrologic systems and the 

controlling of pollution problems related to the mine drainage. 

In this chapter an algorithm for the simulation of post-mining groundwater rebound is 

presented. SEEP/W, a two-dimensional finite element package has been used in order to 

predict post-mining groundwater rebound within the spoil of an open cut mine. The 

model was validated by comparing the output from an existing model and the results 

obtained from analytical solutions, as well as field monitored data, and close agreement 

with these was achieved. Figure 6.1 shows a representation of a groundwater rebound 

problem observed in an open cut coalmine in Australia. 

6.2 Groundwater rebound model 

The final predictions of groundwater elevations calculated during the mine dewatering 

modelling were employed to predict groundwater rebound after mining. 
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Figure 6.1. Groundwater rebound problem observed in an 

open cut coalmine, Singleton, Australia. 

For transient simulation of groundwater rebound within spoil, it was necessary to assign 

new hydraulic characteristics to those parts of the model elements that represented 

excavated rock as well as backfilled materials. A finite hydraulic conductivity value was 

assigned to the part of the model that represents excavated rocks and spoil (Naugle and 

Atkinson, 1993). Hence, the predicted groundwater elevations were different in the spoil 

at the edges and the centre of the excavation. To reduce the error in the predicted water 

table elevations within the spoil and the pit, the permeability was modified to a value 

that would minimise the differences of water table levels. The hydraulic conductivity of 

backfilled material was assigned about two orders of magnitude greater than that of the 

unmined strata. The following aquifer characteristics were the main input parameters for 

the model: 

• Initial potentiometric heads and rainfall data 

• Saturated thickness 
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• Hydraulic conductivity and transmissivity 

• Specific yield and porosity 

A flowchart in Figure 6.2 summarises the groundwater rebound modelling procedure in 

an open cut mine. 

( Start ) 

Define grid and backfill all cells within the open cut mine 

I Define boundary and initial conditions using rainfall and 
hydrogeological data, dewatering rate, assigning an finite 

permeability for excavated rocks of open cut mine 

1 Calculate time dependent head of backfill 

I Compare available potentiometric head of backfill site 
monitoring wells measured to simulated elevations 

Figure 6.2. Flowchart of groundwater rebound simulation in an open cut mine. 
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6.3 Model verification 

The following four problems are described to verify the numerical modelling of 

groundwater rebound after mining: 

6.3.1 Problem 1- Dewatering simulation in a confined infinite aquifer 

This first problem is modelled to compare the results of a dewatering test in a confined 

infinite aquifer under transient conditions using an analytical solution incorporating the 

Theis equation (Walton, 1970) with the numerical model. The recovery period has also 

been taken into consideration in this example. An axisymmetric analysis was used to 

simulate radial flow to a well. The total hydraulic head in the aquifer was taken as 15 m. 

The aquifer had a hydraulic conductivity of 2.0xl0~3 mis and a storativity of 0.06. 

The dewatering rate was 0.12 m3 Is and the well radius was0.15 m. The first part of 

the simulation was mostly taken from SEEP/W user's manual (Geo-slope International 

Ltd., 2002). 

To solve the problem numerically, a finite element grid was constructed with 126 nodes 

and 45 elements in a single layer 5 m thick. The rectangular grid consisted of eight-

nodded elements with an infinite element at the right end of the model. The length of 

the grid was 45 m. Figure 6.3 shows the finite element grid for the problem where 11 

time steps were used for the simulation. From time steps 1 to 7, an increment of 10 

seconds and an expansion factor of 2 up to a maximum increment size of 900 seconds 

were used. The increment size was changed for the remaining time steps. A steady-state 

simulation was performed to establish initial conditions. The head at the two ends of the 

aquifer was set as 15 m. This will construct a uniform total head distribution of 15 m 

throughout the aquifer. The model for this part of the analysis was named WPAJ..SEP. 
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Figure 6.3. Finite element representation of the problem. 

For the transient analysis (model WPA.SEP), the model WPA_I.SEP was used as the 

initial condition. The following boundary conditions were considered for transient 

simulation: 

• No-flow boundary conditions at the upper and lower boundaries of the aquifer. 

• A head boundary at the right side of the model. 

• A flux boundary at the left side next to the dewatering well. 

The drawdowns calculated by analytical solution were compared with those predicted 

by the numerical model in Figure 6.4 showing an error of 0.42 %. 

During model calibration, sensitivity analyses were performed to consider the 

parameters most affecting the simulation results. Transmissivity and storage coefficient 

appeared to be the most sensitive of the input parameters. Davis and Zabolotney (1996) 

have reported the same results during the sensitivity analyses of groundwater modelling 

for the determination of post mining recharge rates at the Belle Ayr mine. 
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Figure 6.4. Comparison of drawdown predicted by numerical method 

and calculated values by the Theis method at the well axis. 

An analytical solution was used to compute the recovery of a well after dewatering has 

stopped. This analytical solution has been presented by Theis (Kruseman and De 

Ridder, 1979). The equation calculating the residual drawdown during the recovery 

period is given by: 

4nKm [ Kr2S j 

( 

-in 
4Kmtx 

r2S, 
(6.1) 

where, 

r, = time since pumping stopped (s); 

Sx= coefficient of storage during recovery; 

m = thickness of the aquifer (m); 

S = coefficient of storage during pumping; 

r = radius of the pumped well (m); 

t= time since pumping started (s); 

Q= dewatering rate (m3 Is); 

K = permeability of the aquifer (mis); 

h = residual drawdown or rebound (m). 
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This equation assumes that the rate of recharge Q is constant and equal to the mean rate 

of discharge Q during dewatering. This means that drawdown variations resulting from 

slight differences in the rate of discharge do not occur during the recovery period 

(Kruseman and De Ridder, 1979). 

The Theis recovery method also assumes that conditions and assumptions of the Jacob 

method must be satisfied. The final predictions of groundwater elevations calculated 

during the well dewatering simulations (file WPA11.SEP) were used as the initial 

conditions for transient simulation of the recovery period. The following boundary 

conditions were set for transient simulation of the recovery period: 

• No-flow boundary conditions for the upper and lower boundaries of aquifer 

• Head boundary conditions at the right side of the model (outer boundary) 

Based on the sensitivity analysis made of the hydraulic characteristics of the aquifer, a 

close agreement was achieved between the analytical results and the numerical 

predictions of the residual drawdown for a permeability of 2.0 xlO-3 m/sand a storage 

coefficient of 0.05 (Figure 6.5). 
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Figure 6.5. Comparison of analytical and numerical residual drawdown 

as a function of time (calculated error 3.58 %). 
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6.3.2 Problem 2 - Simulation of groundwater recovery in an idealised pit 

In this second problem, results from the present finite element model are compared to 

those from a numerical finite element modelling of groundwater recovery in an open pit 

after mining (Naugle and Atkinson, 1993). From the numerical model developed by 

Naugle and Atkinson (1993), only the recovery period of the first example was selected 

for evaluation of the SEEP/W finite element model. In that problem, pit radius, 

transmissivity and specific storage were 150 m, 120 m21 day and 0.001 respectively. 

A finite element axisymmetric grid consisting of 2501 nodes, 2400 elements, and 40 

layers each 10 m thick was constructed. A finer grid was designed near the pit while the 

grid was coarse at the far end from the pit (the grid spacing increases from the pit to the 

outer boundary). 

A constant head of 300 m was maintained at the outer boundary while the head in the pit 

was adjusted to 50 m. A no-flow boundary condition was maintained at the lower 

boundary of the aquifer. 

A model representing the final stage of dewatering was simulated incorporating the 

boundary conditions. This file was named POSTJ.SEP. The second phase of simulation 

concentrated on the post-mining effects on the hydrologic system. The final estimates of 

groundwater elevations (POSTJ.SEP) were used in predicting the post-mining recovery 

of groundwater. This second phase of the groundwater recovery model was named 

POSTSEP. 

Figure 6.6 shows the modified conductivity functions assigned to the aquifer and 

excavated rock. A conductivity function defines the relationship between pore-water 

pressure and hydraulic conductivity values (Geo-slope International Ltd., 2002). 
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Figure 6.6. Modified hydraulic conductivity functions of 

(a) aquifer and (b) excavated rocks. 

The results of numerical simulation were then compared to the published numerical 

finite element model developed by Naugle and Atkinson (1993). The agreement was 

very good. A comparison of the results for the recovery period is presented in Figure 

6.7. The difference between the results of the SEEP/W model and those presented by 
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Naugle and Atkinson (1993) is 6.85 % and this can be attributed to the hydraulic 

conductivity values assigned to the excavated rocks and the errors occurring during the 

digitisation of the groundwater recovery curve. 
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Figure 6.7. Comparison of the SEEP/W finite element model and 

finite element model developed by Naugle & Atkinson (1993) 

for prediction of groundwater rebound in an idealised pit. 

6.3.3 Problem 3 -Modelling of groundwater rebound in an open cut mine site 

The main objective of this third problem was to further validate the finite element 

model with the monitored field data. For this purpose, the observations made by Norton 

(1983) at the Horsley backfilled site in the United Kingdom were used. The Horsley site 

is located about 15 kilometres to the West of Newcastle-upon-Tyne in Northumberland 

(Figure 6.8). The mining operation was carried out between the years 1961 and 1970. 

From a geological point of view, the site was located in a complicated geological 

structure in the Coal Measures strata. Approximately 370,000 tonnes of coal was 

extracted from the mining excavation with a maximum depth of 63 m. The strata were 

the normal Coal Measure sequence with about 30 % arenaceous deposits. The site was 
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very wet with artesian water (the piezometric elevation was high). Advance dewatering 

was used to prevent inflows to the mine excavation. The working head for the pump 

was 72 m and the pump had a working capacity of 421/ s. The Horsley site was 

backfilled in 1970 and dewatering continued until 1974. The hydraulic conductivity of 

the spoil was assessed to be greater than 10"4 m I s . 

0 30 40 60 Kn 

Scale 

Figure 6.8. Location map of Horsley site (after Norton, 1983). 

For the simulation, both two-dimensional and axisymmetric analyses were used. For the 

axisymmetric analysis, a grid consisting of 1776 nodes, 1679 elements, and 23 layers of 

different thickness was constructed. The grid spacing increases to the outer boundary 

(Figure 6.9). Constant heads of 48 m and 4.8 m were assigned at the backfill and at the 

model boundary in order to construct an initial condition (File MAXISYM_I.SEP). A 

sensitivity analysis was performed to evaluate the parameters most sensitive to the 

simulation results. It was found that the transmissivity and the storage coefficient 

appeared to be the most sensitive of the remaining parameters. 
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(a) Axisymmetric model 

For an axisymmetric analysis, an average precipitation of 4.65xl0_8m/5 (Norton, 

1983) was assigned at upper boundary of the model. 
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Figure 6.9. Finite element representation of the axisymmetric problem. 

The saturated hydraulic conductivities of 9.5xl0"6m/,s and 4.0xl0~3m/s were 

assigned at the aquifer and at the backfilled site respectively. The first time step was 

selected at 2 months, after that time steps of 6 months were assigned. Storage 

coefficients of 0.0055 and 0.0065 were considered at the aquifer and at the backfilled 

site respectively. Figure 6.10 shows the predicted and measured values of residual 

drawdown at the backfilled site as a function of time. 

Figure 6.10 indicates that for the period 0-500 days the model slightly overestimates the 

residual drawdown while for the period 500 to 1000 days slightly underestimates the 

amount of rebound. It is estimated that the average error in calculation of the rebound 

by the model is 2.19%. 
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Figure 6.10. Comparison of numerical model and field data (from Norton, 1983) for 

prediction of water table rebound at the Horsley backfilled site in the U K . 

(b) Two-dimensional model 

For the two-dimensional simulation, a finite element grid consisting of 3381 nodes, 

3200 elements and 20 layers was designed. A finer grid was constructed around the 

open cut as well as the boundary between the aquifer and the spoil (Figure 6.11). 
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Figure 6.11. Finite element representation of two-dimensional problem. 

In order to establish an initial condition for the model, constant heads of 48 m were 

assigned at the outer boundaries of the aquifer. The corresponding head of 4.8 m was 
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assigned at the backfill site. A n impermeable layer was simulated by assigning a no-

flow boundary condition at the lower boundary of the model. A two-dimensional model 

was then performed and named SM2D_I.SEP. In this simulation, hydraulic 

conductivities of 1.0x 10-6mls, 1.0x 10"4mis and 4.0x 10"3mIs were assigned to the 

aquifer, backfill and excavated rock respectively. The hydraulic conductivity of 

excavated rock was equivalent to the original hydraulic conductivity of the aquifer 

multiplied by 4000 in order to minimise the errors occurring during the prediction of 

groundwater table elevations. 

The anisotropy ratios of 1.25 and 1 were used as input parameters for the aquifer and 

spoil respectively. An average precipitation of 1.0xl0~10m/s and a storage coefficient 

of 0.001 were assigned in the model. The comparison of the residual drawdown 

predicted by the two-dimensional finite element model and those observed at the 

Horsley site (Norton, 1983) are shown in Figure 6.12. 
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Figure 6.12. Comparison of numerical model and field data (Norton 1983) for 

prediction of water table rebound at the Horsley backfilled site in the UK. 

As Figure 6.12 shows, the model under-estimates the rebound for a period 500-1000 

days and the average error in predicted values are within 0.82 % of the measured values. 
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6.3.4 Problem 4-Groundwater rebound simulation at backfilled site 'A' in the East 

Midlands area, U K 

(a) General consideration 

In this problem, results from the numerical finite element model are verified with the 

monitored field data. For this verification purpose, the observation made by Reed 

(1986) on a shallow backfilled site, called truck & shovel site 'A' in the East Midlands 

area in the U K were used. The site was relatively small in size with 0.9 hectares, 6 coal 

seams, at an overburden to coal ratio of 10:1. The mining operations extended down-dip 

from the coal outcrop to maximum depth of 31 metres, the average depth of excavation 

on the site was 17 metres. The mining operation was carried out over a period of 2 years 

by truck and shovel methods. The mining void was backfilled by dump trucks tipping 

over the edge of the loose wall. Scrapers were employed to regrade the overburden 

levels and to replace soils. The average rate of coal production was 1000 tonnes per 

week. 

(b) Site topography, geology and backfill characteristics 

The pre-mining land surface was essentially flat, lying at a level of 46 to 47 metres 

above ordinance datum (A.O.D). The site was bounded on the eastern and southern 

sides by railway lines. Figure 6.13 presents a typical geological section of the excavated 

materials over the site. Figure 6.14 illustrates the layout of the site with respect to site 

boundaries, areas of excavation and position of monitoring instruments and Figures 6.15 

and 6.16 show the pre-mining geological profiles. 
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Figure. 6.13. A typical geological section of the excavated material, 

total depth of section is 44 m (after Reed, 1986). 
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Figure. 6.15. Illustration ofpre-mining geological profile A - A ' (after Reed, 1986). 
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Figure. 6.16. Illustration of pre-mining geological profile B-B'(after Reed, 1986). 

Overburden and inter-burden strata consisted of mainly mudstone rocks together with 

occasional bands of silty or sandy material. Alluvial deposits covered the entire area of 

the site to a depth of approximately 3 to 4 metres, which increased to 9 metres in the 

north-western part where a buried river channel laid. These deposits mainly contained 0 

to 2 metres of sands and gravels overlain by clay layers. 

During the life of the mining operation 2,200 litres per minute were dewatered from the 

void using sump pumping techniques. The backfill is identified to have an uniform 
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composition over the area of the site. The backfill was mainly mudstone (70 % ) , 

containing 12 % alluvial deposits. The rest of the spoil consisted of sandstones, 

siltstones and seatearths. 

(c) Instrumentation patterns 

The instrumentation was commenced as soon as the overburden restored to its final 

level, prior to the replacement of the soils in order to minimise the time gap between 

installation of the instrumentation and the cessation of dewatering. The instrumentation 

scheme contained five magnetic extensometers/ piezometers (E,,E2,...,E5) in two 

profiles across the mine, and four piezometers (P,, P2,..., P4) in the unmined strata, two 

at one end of each profile (see Figure 6.14). The piezometers were installed to monitor 

water levels in the solid strata and the rate of the water rebound process. Furthermore, 

the magnetic extensometers /piezometers were installed in the backfilled site in order to 

monitor the groundwater rebound through the backfill as well as measuring the 

settlement within the backfill. All bore holes were then backfilled on installation with a 

weak bentonite grout. As Figure 6.14 shows one of the two profiles was directed along 

the strike of the mine and the second was down-dip. Figures 6.17 and 6.18 illustrate 

cross-sections of the backfill site along the profiles A-A'and B-B'. The 

instrumentation scheme is also shown. 
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Figure. 6.17. Instrumentation scheme for section A - A ' (after Reed, 1986). 
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Figure. 6.18. Instrumentation scheme for section B - B ' (after Reed, 1986). 

Table 6.1 outlines the initial surface levels and depths of each instrument and gives the 

individual magnet positions. 

Table 6.1. Instrumentation details (after Reed, 1986). 

Extensometer 

Ei 

E 2 

E3 

E 4 

E5 

Piezometers 

P. 

P2 
P3 
P4 

Fill depth 
(m) 

20.56 

23.90 

22.70 

21.40 

25.40 

Depth 

33.60 

33.60 

33.60 

33.20 

Surface level 
(m A.O.D) 

45.48 

44.98 

45.67 

45.04 

45.40 

45.51 

47.22 

48.94 

48.27 

20.5 

23.3 

21.9 

20.4 

24.7 

Magnet positions 
(Depth metres) 

17.5 13.8 8.70 3.80 1.90 

22.7 18.5 13.4 7.80 2.70 

17.8 15.3 11.7 7.50 2.80 

16.9 13.0 10.3 6.40 2.50 

19.4 15.7 10.8 6.00 2.20 

Drilling of the boreholes and installation of the instruments were completed within three 

weeks. Reed (1986) reported that several technical and mechanical delays were 

encountered. 
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(d) Evaluation of field monitored groundwater rebound 

Groundwater levels were monitored by Reed (1986) at a depth of 11 m below the 

restored surface mine site. His observations were as follows: 

"The flood level recovered to the surface of the backfilled site within 120 days. As the 

groundwater rebound is a continuous process and observations commenced 48 days 

after the cessation of dewatering, therefore there were 48 lost days. In that time period 

prior to monitoring, groundwater levels in the site were measured from 24 m below the 

restored surface to 15 m, a recovery of 9 metres. During the first 48 days of monitoring 

groundwater levels rose by a further 9 m, and in the second similar period by 5 m. 

Therefore, within 144 days from the termination of dewatering, groundwater recovered 

23 m. Water levels initially showed the expected trends of a drawdown curve lowering 

towards the final void area. The highest initial groundwater level was monitored on 

instrumentation point E3, the one furthest from the final void. Water levels in 

instruments E,and E2were observed to be the same whilst those in E4were slightly 

lower. Slight rebound was monitored on instrument E3for the first 15 days. Water 

levels in all instrumentation points then rose uniformly from day 15 to 50. Between 

days 50 to 70, an abnormal rainfall was reported which flooded areas of the restored 

surface, particularly around instruments E2 and E4. 110 days after the commencement 

of monitoring groundwater levels in the fill of E3 stood above the restored levels of E2. 

Finally by day 120, the surface became flooded." (after Reed, 1986). 

(e) Analytical equation for the rise of groundwater level 

The rise of the water level may be approximately calculated using the following 

equation (Mittel and Singh, 1993): 
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where, 

h(t) = water level rise at time t (m); 

h{0) = initial water level (m); 

a = hydrogeological characteristics of the basin (%); 

t = time interval at which water level rise from h{0) to h(t). 

The main objective of using analytical Equation 6.2 was to further evaluate and assess 

the model simulation results and to find the appropriate ranges for a, applicable to 

backfilled open cut coalmines. If this is achieved, this analytical equation with the 

modified a describing the hydrogeological characteristics of the site can produce a 

reasonable preliminary estimate of the groundwater rebound process within the backfill. 

It was found that a predominantly ranges from about 0.9 to 3.5 at the backfill site. 

(f) Finite element analysis and results 

(f.l) Modelling performance and prediction (Profile A-A') 

A finite element grid consisting of 4903 nodes and 4557 elements was constructed (see 

Figure 6.19). The problem domain was divided as rectangular elements, while 

triangular elements were used near the boundaries of backfill and unmined strata. A 

finer mesh was constructed at boundaries where a rapid change of hydraulic 

conductivities is seen. The following boundary conditions were assigned to the model: 

• A no-flow boundary condition at the lower boundary of the aquifer 

• An infinite boundary condition at two ends of the model 

• A recharge boundary condition at upper boundary in order to take into 

consideration net rate of precipitation 
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The initial water table was established from water levels recorded in the instrumentation 

points (Figure 6.20). These water levels should be used as an initial condition for the 

transient simulations of the post-mining rebound. 

The saturated hydraulic conductivities of 9xl0"5m/s and 6.4xl0~6m/.s were 

assigned to the backfill and the unmined aquifer respectively. A saturated water content 

of 0.35 was assumed in this model based on measured values (Rogowski and Weinrich, 

1981). An average precipitation of 3 xl0~* ml s was maintained for the model. 

However, because of the abnormal precipitation rate between days 50 to 70, this value 

needed to be increased to 5 x 10-8 m I s. 

After specification of all initial and boundary conditions, the transient simulation was 

performed and groundwater was then allowed to rebound. The simulation was carried 

out in three distinct phases: 

1) Groundwater was allowed to rebound until day 50. The model for this part of the 

simulation was called SITEA_S_A_A. 

2) Between days 50 to 70, because of an abnormal rainfall, the recharge value 

was changed to 5xl0-8 mis and the model was then run using SITEA_S_A_A as an 

initial condition and finally it was named SITEA_S_A_A_I. 

3) The transient simulation was eventually completed with a reduction in the 

recharge value to 2.7xlO-8 mis. The model for this phase of the simulation was 

known as SITEA_S_A_A_2. 

Figure 6.21 shows the groundwater rebound patterns within 120 days after the cessation 

of dewatering. It indicates a rapid rate of groundwater recovery in the backfill because 

the hydraulic conductivities of the spoil are much larger than those of the unexcavated 
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aquifer. Modelling predictions verified the field observations that the surface of the 

backfill was flooded after 120 days following cessation of pumping. 

Comparisons were made over each time period between the simulated groundwater 

levels and the actual water levels measured at the site as well as the groundwater 

rebound predictions using the analytical Equation 6.2 (Figure 6.22). 

Figure 6.22 indicates that for the period 50 to 110 days both the analytical equation and 

the model slightly underestimated the groundwater levels. For the period 0-50 days, 

close agreement was achieved between the three methods at instrumentation point E2 in 

the backfill area. Although the model simulated groundwater levels at this point were in 

agreement with the analytical solution for the period 0-50 days, but a slight 

overestimation appeared. Similarly, the model slightly over predicted the water levels at 

point E5 over the backfill and P4 at the unexcavated aquifer within the period 0-50 days, 

while at instrumentation point P3 located in solid strata, the model slightly 

underestimated the rebound process. 

(f.2) Modelling performance and prediction (Profile B-B') 

To evaluate the groundwater rebound process within the backfill site, the simulation 

was also performed along the section B-B'. 

A finite element model consisting of 3466 grid points and 3311 elements was 

constructed. The model was mainly divided into rectangular elements. Triangular 

elements were also used for those parts of the flow system representing the boundaries 

of the backfill and unmined strata. The proposed model is a rectangular shape of 700 m 

length and 50 m width. Figure 6.23 shows a finite element mesh applied to the problem. 
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Figure 6.22. Comparison of measured values, analytical solutions and model predictions 

for groundwater rebound process at instrumentation stations (Section A-A'). 
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A no-flow boundary condition was maintained at the lower boundary of the model. A n 

average precipitation of 3xl0-8 mis was assigned to the upper boundary of the model. 

No change was made in this value over a period of 0-50 days while the value was 

changed to 5xlO-8 mis within the time period of 50-70 days to take into account the 

abnormal rainfall which took place during this period. The value of 3xl0~8 mls was 

again maintained over the period of 70-84 days. After that it was, however, reduced to 

lxlO-8 mls for better representation of the real system. Considerable attempt was 

made to adjust the initial water table in backfill and unmined strata using field data 

monitored at instrumentation points (Figure 6.24). 

This water level represents the lowest groundwater table maintained by the use of the 

dewatering operation in order to prevent its interference with mining works. As 

previously mentioned this initial water level was used as an initial condition for the 

transient groundwater rebound simulation. Figure 6.25 shows the hydraulic 

conductivities as a function of pore-water pressure assigned to the backfill and unmined 

strata. 
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Figure 6.25. Modified conductivity function assigned in aquifer and backfill. 
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As Figure 6.25 shows, the saturated hydraulic conductivities were 9xl0"5m/s and 

8.5X10-6mls for the backfill and the solid strata respectively. However, slight 

modification was made on the hydraulic conductivity function of backfill in order to 

take into consideration the settlement which took place in the backfill as the 

groundwater level rose within the backfill. Therefore the saturated hydraulic 

conductivity of the backfill was changed from 9xl0-5 mis to lxlO-5 mls in the final 

stage of rebound process. 

The transient simulation of post-mining rebound was then performed in four stages as 

given below: 

The first stage takes into account groundwater recovery over a period of 0-50 days. The 

model for this part of the simulation was named SITEA_S_B_B. The second, third and 

the fourth phases simulate groundwater rebound over time periods of 50-70, 70-84, and 

84-120 days respectively. The models for these three distinct stages were named 

SITEA_S_B_B_1, SITEA_S_B_B_2, and SITEA_S_B_B_3 respectively. 

It should be noted that the simulated values made in each phase were used as an initial 

boundary condition for the next stage simulation. Figure 6.26 illustrates the simulated 

water levels at different time steps. 

The groundwater levels measured at the site were compared with those predicted by the 

use of the finite element model and those calculated using the analytical Equation 6.2 

(Figure 6.27). 
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As Figure 6.27 shows, both analytical and numerical methods predicted approximately 

similar water levels at instrumentation points E,, E2, and E4 and close agreement was 

achieved with the measured values. However, both the analytical and the numerical 

methods underestimated water levels over the period 50-70 days. After this time period, 

the model-simulated water levels were similar to those monitored at the site while the 

analytical equation slightly underestimated the water levels. At point E,, the model 

slightly underestimated the water levels in comparison to the analytical prediction and 

the field monitored water levels. A close agreement was achieved between the 

analytical predictions of water levels and the measured values at point P} but the model 

overestimated the water levels at this point. On the other hand, at point P2 over unmined 

strata, a close agreement was achieved between the simulated values and the field-

measured values while the analytical equation slightly underestimated the water levels. 

(g) Sensitivity analysis 

A sensitivity analysis was carried out to assess which parameters most affected the 

simulation results. A time period of 0-50 days after cessation of the dewatering 

operation was selected for the performance of the analysis. It was found that although 

the modelling results can be highly affected by the hydraulic conductivities and 

storativities, rainfall values appeared to be the most sensitive characteristic (Figure 

6.28). 

Based on the sensitivity analysis, annual precipitation of 2xl0~8-3xl0~8 mis was 

selected for the simulation. This range is almost identical with the average annual 

rainfall (600-800 mm/yr) quoted by National Coal Board (1982) for this area. 
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Figure 6.27. Comparison of measured values, analytical solutions and model predictions 

for groundwater rebound process at instrumentation stations (Section B-B'). 
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6.4 Error analysis 

Table 6.2 illustrates the maximum percent error for prediction of the groundwater 

rebound by the model at different instrumentation points using the following equation 

(quoted in Hughson and Codell, 2001). For error calculation, the results of the present 

numerical simulation were compared with the field-monitored data. 

E, = 
AX; 

\ 

x l 0 0 % (6.3) 

J 

The maximum percent error in each instrumentation point is reduced to: 

Enm=max(Ei) (6.4) 

where, 

Ej = percent error (%); 

Etmx = maximum percent error (%); 

AXj = difference between measured water level and predicted water level (m) 

xf = measured water level (m). 

Table 6.2. Calculated error in related to measured values. 

Instrumentation 
Point 

Maximum Error 

(%) 

E, 

3.09 

E 2 

3.68 

E3 

4.92 

E4 

3.10 

E5 

3.67 

P. 

5.33 

P2 

2.80 

P3 

4.03 

P4 

6.61 
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The transient groundwater rebound simulations showed that the groundwater rebound 

process is very quick at the early stages after termination of the dewatering operation, 

where a significant proportion of the fill settlement can be observed at these times. 

Comparison of the results obtained with the three methods for simulation of post-

mining groundwater rebound yields values for the hydrogeological characteristic 

coefficient in the range of 0.9 to 3.5. These values can produce a reasonable preliminary 

estimate of the groundwater rebound within the backfill of an open cut mine. 

6.5 Conclusions 

A numerical two-dimensional groundwater model has been presented in this chapter. 

The model utilised a suite of SEEP/W libraries together with modified permeability 

functions to simulate groundwater rebound process within a backfilled open cut mine. 

The model was evaluated by comparing the output from an existing model and the 

results obtained from analytical solutions as well as field monitored data. The results 

indicated a close agreement with an existing numerical model and the analytical 

solution as well as measured data. The results obtained from the simulation of the post-

mining groundwater rebound can be used by environmental groups and mine operators 

for the following purposes: 

• Design of mine drainage pollution prevention schemes 

• Providing useful information related to the settlement of backfill mass, which is 

particularly important for the further use and development of abandoned mine land 
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CHAPTER SEVEN 

APPLICATION OF COMPUTATIONAL FLUID DYNAMICS (CFD) TO 

GROUNDWATER FLOW AND POLLUTANT TRANSPORT PROBLEMS 

7.1 Introduction 

Many environmental problems associated with the mining industry involve the 

understanding and analysis of fluid or gas flow, typical examples include groundwater 

flow, transport of contaminants, heat transfer, explosions, fire development and dust 

movements. Both experimental work and numerical models can provide the necessary 

information for solution of any particular problem. The long-term pyrite oxidation and 

transportation of the oxidation products are noted to be the most important problems that 

can be modelled in order to predict the transport of the contaminants through groundwater 

flow systems, to interpret the geochemistry and achieve a better understanding of the 

processes involved. 

The use of computational fluid dynamics (CFD) to simulate flow problems has risen 

dramatically in the past two decades and become a fairly well established discipline shared 

by a number of engineering and science branches. Associated with the widespread 

availability of high performance and advanced computers and computational methods, C F D 

is rapidly becoming accepted as a cost-effective design and predictive tool. Numerical 

solution methods may be used for C F D analysis for the simulation of fluid flow and heat 

and mass transport problems when it is expressed in terms of partial differential equations. 

Recent improvement of C F D codes enables researchers to visualise easily the local 
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velocity, temperature, concentrations of solutes and pressure fields in a domain by means of 

graphic facilities (Edwards et al., 1995). 

Computational fluid dynamic is a very powerful tool and applicable to a wide range of 

industrial and non-industrial areas, including aerodynamics of aircraft, automotive, 

pollution control, power plant, turbo machinery, electrical and electronic engineering, civil 

engineering, hydrology and oceanography, meteorology and medical science (Versteeg and 

Malalasekera, 1995). 

Computational fluid dynamic has been recently used in many applications relating to 

environmental studies as a way of estimating impacts and developing control strategies for 

the long-term impacts of mining on the environment and many other activities. The low 

response time and cost associated with the simulations compared to experiments are the 

main benefits provided that adequate accuracy may be obtained by the computer model. 

Some researchers used the finite element method to solve the partial differential equations 

for modelling of solute transport through groundwater flow systems (eg Pinder, 1973; 

Pickens and Lennox, 1976; Rabbani and Warner, 1994; and Wunderly et al., 1996). Green 

and Clothier (1994) used the PHOENICS-code incorporating the finite volume method to 

simulate water and solutes transport into unsaturated soils. Edwards et al. (1995) have 

noted the applicability of the CFD analysis in mine safety and health problems such as 

methane control, gas or coal outbursts, dust suppression and explosions. Balusu (1993) 

developed a numerical model using a CFD code, FIDAP, to simulate airflow patterns and 

the respirable dust concentration at a longwall face in underground coalmines. 
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The analysis of contaminant transport in groundwater systems using finite volume 

techniques have been carried out by Putti et al. (1990) and Binning and Celia (1996). 

In the present work attention has been focussed on numerical simulation of oxygen 

transport, pyrite oxidation within the spoil of an open cut mine and the subsequent transport 

of the oxidation products through the groundwater flow system. To achieve these objectives 

the PHOENICS (CHAM, 2000) as a CFD package was used to model the problem at hand. 

7.2 Computational fluid dynamics 

Computational fluid dynamics or CFD is defined as the analysis of systems involving fluid 

flow, heat and mass transfer and associated phenomena such as chemical reactions using 

computer-based simulation. To predict the way in which a fluid will flow for a given 

situation, a mathematical analysis of the fluid flow has to be made to formulate the 

governing equations of flow, and the CFD code enables users to calculate numerical 

solutions to these equations. To produce a solution, these equations have to be transformed 

into numerical analogues using discretisation techniques such as finite difference, finite 

element and finite volume. 

CFD codes are now widely available commercially, each with its own particular set of 

features to deal with fluid flow problems. Edwards et al. (1995) has given a comparison of 

some commercial CFD codes (Table 7.1). 

As Table 7.1 shows the application of the PHOENICS package in the mining industry was 

not known. In this thesis, it was found that PHOENICS is a capable package for simulating 

any mining related problems. 
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Table 7.1. A comparison of a number of common commercial C F D codes 

(after Edwards et al, 1995). 

Features 
Discretisation 
methods 
Compressible 
flow modelling 

Multiphase flow 
modelling 
Free surface 
capability 

Mesh 
generation 

Combustion 
modelling 
Code 
expandability 

Target 
application 

application 

Mining 
application 
Vendor 

FLUENT 

Finite volume 

Provided 

Provided 

Not Provided 

Unstructured mesh 

Combustion/Chemical 
reaction 
Cannot add F O R T R A N 
subroutines directly, 
need full source code 

General purpose 

Chemical and process 
engineering; heat 
transfer options; gas 
cleaning; fire research; 
pollution control; 
architectural design. 

Yes 

Fluent Europe 
Sheffield, U K 

PHOENICS 

Finite volume 

Provided 

Provided 

Provided 

Structured mesh, 
interactive mesh 
generation, body fitted 
coordinates, 
Cartesian/cylindrical 
Combustion/Chemical 
reaction 
User supplied F O R T R A N 
subroutines can be added 

General purpose 

Heating and ventilation; 
fire engineering; 
geophysical studies; 
pollution control; 
electronics cooling; heat 
transfer, oil industry. 

unknown 

C H A M London, U K 

FLOW3D 

Finite volume 

Provided 

Provided 

Limited 

Structured mesh, 
Cartesian/cylindrical 
option, rotating co
ordinates, multi-block 
BFC 
Combustion/Chemical 
reaction 
User supplied 
F O R T R A N 
subroutines can be 
added 
General purpose 

Combustion and fire 
modelling; 
aerodynamics; off
shore safety; 
mechanical 
engineering; heat 
transfer 
Yes 

CFDS A E A 
Technology Oxford, 
UK 

FIDAP 

Finite volume 

Ideal gas law with 
user defined 
equation of state 
(V7.0) 
Provided 

Provided 

Unstructured 

Surface Chemical 
reactions 
User supplied 
F O R T R A N 
subroutines can be 
added 
General purpose 

Automotive; 
electronics and 
semiconductors; 
chemicals; 
aerospace/defence; 
machinery/applian 
ces 
Yes 

FLUID 
D Y N A M I C S 
INTERNATIONA 
L Evanston, IL, 
U S A 

In general, a flow analysis with C F D codes can be divided into three main phases: 

• Pre-processing phase includes the input of a flow problem to a CFD package using 

an operator-friendly interface and the subsequent transformation of this input data into 

an appropriate form for use by the solver. This phase mainly consists of the definition 

of the geometry of the problem of interest, mesh generation, specification of physical 
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properties of the fluid and appropriate boundary conditions. A n unknown flow 

variable such as velocity, pressure, and temperature is solved at nodes inside each 

cell. The accuracy of a CFD solution is governed by the number of cells in the grid. 

The accuracy is improved by increasing the number of cells. Optimal meshes are 

often non-uniform. A finer mesh is constructed in areas where large variations occur 

from point to point and a coarser grid is used in regions with relatively little change 

(Versteeg and Malalasekera, 1995). 

• Simulation phase including solution of the governing equation for the unknown 

flow variable. 

• Post-processing phase including domain geometry and grid display, vector plots, 

surface plots, x-y graphs, line and shaded contour plots and animation for dynamic 

result display. 

7.3 PHOENICS modules 

The PHOENICS program has a few different modules to perform all these three phases of 

flow analysis, namely SATELLITE, EARTH, and post-processing facilities including VR 

VIEWER, PHOTON, AUTOPLOT, and RESULT (CHAM, 2000). Figure 7.1 shows the 

solution performance in the PHOENICS package. 

7.3.1 SATELLITE 

The SATELLITE is the pre-processing part of PHOENICS where input data is read and 

prepared for calculation. The program is coded in PIL (PHOENICS Input Language) and 

saved in a Ql file (see Appendix L). 

201 



Definition of geometry, grid 
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contour plots 
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P H O E N I C S 
solutions with 
field data 

Drawing tabular 
plots of unknown 
variables 

Figure 7.1. The procedure of solution in PHOENICS (CHAM, 2000). 
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Therefore SATELLITE is an interpreter, and from instructions provided by the user it 

creates a data file called EARDAT, containing instructions which can subsequently be 

understood by the PHOENICS solver, EARTH (Spalding, 1981). Most of the settings 

containing definitions of the geometry, mesh generation, specification of boundary 

conditions and definition of the fluid properties are made in the Ql file. Supplementary 

coding is added through GROUND routine in FORTRAN language for all the non-standard 

computations. 

7.3.2 EARTH 

EARTH is the main program of the PHOENICS package. The simulation phase or solution 

of governing equations is carried out by EARTH. It reads the EARDAT file generated by 

SATELLITE and executes the corresponding computations. EARTH then creates an output 

file called RESULT and also another file called PHI which can be interpreted and read by 

the display modules PHOTON and AUTOPLOT. EARTH turns to GROUND for further 

data settings and feature-adding purposes. 

7.3.3 GROUND 

GROUND is a FORTRAN subroutine which forms part of the PHOENICS solver module, 

EARTH. GROUND is supplied as a structured set of GOTO's and statement labels, 

between which coding sequences can be inserted. It is subdivided into 24 groups in the 

same manner as in the Ql file, to make implementation easier. It performs no function 

unless the user inserts some coding in the spaces provided. After inserting any new coding 

sequence, GROUND must be re-compiled and the EARTH program re-linked. One of the 

most important features of this research work is the development of extra coding which is 

then inserted in the empty GROUND routine (see Appendix M). 
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7.3.4 PHOTON 

PHOTON is a part of PHOENICS, as a post-processor, which can be used to display the 

results of fluid flow simulations generated by PHOENICS. PHOTON reads the PHI file 

produced by EARTH, and in response to instructions provided by user, represents the 

computed grid and the flow pattern graphically. PHOTON enables user to draw a grid, or 

grid outlines over the whole or parts of the domain, and vector and contour plots for scalar 

variables such as temperature, concentration as well as many other types of plots. 

7.3.5 AUTOPLOT 

AUTOPLOT is the second graphics program of the PHOENICS code. It can access data 

from PHI file and also from user created files. AUTOPLOT can plot x-y graphs from many 

files simultaneously. This allows easy comparison of PHOENICS simulation results with 

experimental or analytical results. It is an interactive program which allows adjustment of 

the scaling and position of the plots. The data can be manipulated in a number of ways, 

such as subtracting or adding constants, multiplying or dividing by constants, raising to 

power, taking logs and anti-logs, and many other features. 

7.4 General stages of a CFD analysis 

To produce a CFD simulation, a number of key steps should be followed in order to generate 

an exact picture of a particular problem. Figure 7.2 shows the main steps for a CFD analysis. 
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Figure 7.2. M a i n stages in C F D simulation process. 
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7.5 Finite volume method 

Although the finite element method is mainly used for the simulation of the contaminant 

transport problems through groundwater flow systems, finite volume techniques have also 

been used by many researchers for the solution of groundwater flow and solute transport 

governing equations in saturated and unsaturated flow systems (see Putti et al., 1990; Green 

and Clothier, 1994; Binning and Celia, 1996; and Svensson, 1997). 

The finite volume method is a numerical technique for solving governing equations of fluid 

flow and mass transport that calculates the values of the conserved variables averaged 

across the control volume. The calculation domain is broken down into a set of control 

volumes such that there is one control volume surrounding each grid point. The partial 

differential equation is integrated over each control volume. The resulting discretisation 

equation containing the values of a variable (j) for grid points involves the substitution of a 

variety of finite-difference-type approximations for the different terms in the integrated 

equation representing flow and transport processes such as convection, diffusion and source 

terms. The integral equations are therefore, converted into a system of algebraic equations. 

The algebraic equations obtained in this manner are then solved iteratively. 

The basic principles and concepts of the finite volume formulation are very simple and 

easier to understand by engineers than other numerical techniques. One advantage of the 

finite volume method over finite difference methods is that a structured grid is not required 

although a structured mesh can also be utilised. Furthermore, the finite volume method is 

noted to be superior to other numerical methods due to the fact that boundary conditions 

can be applied non-invasively because the values of the conserved variables are located 
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within the control volumes, and not at nodes or surfaces. Finite volume methods are 

particularly useful in dealing with coarse non-uniform grids. 

The conservation of any flow variable <f> within a control volume is expressed as a balance 

equation between the various processes causing an increased or decreased value of </) 

(Versteeg and Malalasekera, 1995). 

'Net flux of (p due to 

convection and diffusion 

into the control volume 

N 

+ 

^Rate of production or x 

consumption of (p 

. inside the control volume 

^ Rate of change of q> N 

in the control volume 

with respect to time 

(7.1) 

The quantities being balanced are the dependent variables such as the mass of a chemical 

species, energy, momentum and turbulence quantities. 

CFD packages such as PHOENICS, FLUENT, FLOW3D and STAR-CD contain 

discretisation techniques appropriate for dealing with the main transport processes such as 

convection (i.e. transport due to fluid flow), diffusion (i.e. random motion of molecules) as 

well as for the source terms (i.e. chemical reaction for energy or chemical species) and the 

rate of change of </> with time (i.e. accumulation within a cell). 

7.6 Introduction to PHOENICS 

In recent years a number of commercial C F D packages have become available. P H O E N I C S 

is a general-purpose CFD package which can be used for simulation of fluid flow, heat 

transfer, mass transfer and associated chemical reactions as well as stress analysis in solids. 

Using PHOENICS, material properties, geometries and boundary conditions can be easily 

incorporated. It has been continuously marketed, used and developed since 1981 and still 
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possesses many features and capabilities not yet adopted by later competitors such as the 

parabolic option, simultaneous solid-stress analysis, the multi-fluid turbulence model and 

many other features (CHAM, 2000). 

PHOENICS can be used to model many engineering, environmental and architecture and 

building science problems such as heating and ventilation, fire engineering, pollution 

control, electronics cooling, heat and mass transfer, nuclear power industry, oil industry and 

many other problems. 

The simulations are based on the finite volume method which can be conducted on various 

scales. These simulations are mathematical deductions from established physical principles. 

These principles and theoretical basis of this computational technique are set out in 

publications such as those of Patankar (1980) and Versteeg and Malalasekera (1995). 

7.6.1 PHOENICS governing equation 

For all PHOENICS simulations, the differential equation solved by PHOENICS has the 

following general form (CHAM, 2000): 

TYiP,<l>i)+-dt ' ' ' dx. 

( d^ 
riPiuj^i-riYh--^ 

OX j j 

= r, S4l (7.2) 

9 / \ d(j)-
In the differential equation given above, the functions o f — (r,pt fa),^ pf u.. fr , r.F,. -—

L 

dt ' dXj 

and r.Sj. are represented as the transient, convection, diffusion and source terms, 

respectively. 

where, 
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(jtj = any of the dependent variables of phase /; 

t = time; 

rt = volume fraction of phase i; 

pf = PHOENICS-term for density of phase i; 

ujj = velocity component in the x. direction; 

T^ = diffusive exchange coefficient for $ in phase i; 

S^ = source rate of 0.. 

In the case of a single-phase problem, the volume fraction rt is omitted from the equations; 

therefore the general governing equation reduces: 

Ibth- "c 
dt dx, 

P'jr-T.-r-

\ J J 

= S, (7.3) 

In this thesis p is set equal to 1.0. 

7.6.2 PHOENICS setting 

All settings are coded in PIL (PHOENICS Input Language), and saved in a Ql-file (see 

Appendix L) with calls to the GROUND routine for all non-standard computations. The 

necessary coding is supplied through GROUND in FORTRAN language. It is subdivided 

into groups in the same manner as in the Ql-file to make implementation easier. One of the 

most important features of this study is the extra coding developed for inclusion in the 

GROUND file. The complete GROUND routine is given in Appendix M. 
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7.7 Implementation of boundary conditions and source terms in P H O E N I C S 

Differential equations governing the pyrite oxidation process, oxygen transport, 

contaminant transport and heat transfer need to be supplemented by boundary conditions 

before they can be solved. Furthermore, these differential equations contain additional 

source terms which should be calculated during each iteration using the FORTRAN routine 

located in GROUP 13 of GROUND (Appendix M). In the governing general differential 

equation solved by PHOENICS, boundary conditions and source terms appear at the right 

hand side: 

3/ A d 
Zbth dxj 

puyt-r, = S^+Sh+- + SbCi+SbC2+- (7.4) 

) 
dt dxj 

where, 

S^ = source terms such as rate of heat generation due to the pyrite oxidation reaction or the 

oxygen consumption term associated with chemical oxidation of ferrous iron; 

Sbc = different boundary conditions which may be presented only in certain regions of the 

calculation domain. 

Boundary conditions and source terms have to be cast into a linearised format before they 

can be handled by PHOENICS (CHAM, 2000): 

S=Co,(Val,-t) (7-5) 

The finite volume discretisation of the PHOENICS governing differential equation yields 

the following algebraic equation for each cell P in the calculation domain. 

N,S,E.W,H,LJ Patches 

where, 
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COf = coefficient; 

Val^ = value. 

It should be noted that Co^ Val^ is added to the numerator, and Co^ is incorporated to the 

denominator. This makes the solution easier. 

*'- aF+ZCo,
 (7'7) 

If COf is set to a large value, this will set 0 equal to Val^. 

pP=Val4 (7.8) 

If Co^ is set to a small value and dividing Val^ with the same value, this places Val^ on 

the right hand side of the 0 equation. 

X Source 
aK</>K+tiny— 

ap + tiny 

or 

7 aK <bK+Source 
<t>P = ̂

 K K (7.10) 
ap 

where, 

tiny = a very small real number, defaulted to l.OxlO-20 which is used in the PHOENICS 

solver, EARTH, to guard against division by zero. 

7.8 PIL commands for sources and boundary conditions 

The PHOENICS SATELLITE accepts the user's specifications of sources and boundary 

conditions in terms of a 'Coefficient' (Co^) and a 'Value' (Val0) through a command 
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named COVAL. Another command called PATCH is used to define sections of the 

simulation domain over which the initial values of variables in question are to be set, 

sources and boundary conditions are to be specified, and the convection or diffusion terms 

in differential equations of variables to be modified, and also profile, contour or tabular 

plots of variables to be printed. The PATCH command has 10 elements, namely: 

PATCH (Patch name, TYPE, first IX, last IX, first IY, last IY, first IZ, last IZ, first time step, last time step) 

The PATCH name is unique and may be up to 8 characters long. TYPE is the second 

element of PATCH command as a geometrical multiplier. CELL, VOLUME, PHASEM, 

NORTH, EAST, ... are examples of PATCH TYPES. The last eight elements are termed as 

PA TCH domain and time limits. 

CAVAL is the command used for specifying coefficients and values of sources of dependent 

variables. COVAL has four arguments: 

(a) Name of PATCH in question (same name assigned by command PATCH) 

(b) Variable in question 

(c) Coefficient 

(d) Value 

The COVAL command has the following format: 

COVAL (Name, Variable, Coefficient, Value) 

The coefficient and value can be set as real numbers, but certain names are also recognised, 

such as FIXVAL, FLXFLU, FLXP, ONLYMS, OPPVAL, GRND, GRND1, ..., GRND10 for 

coefficients and SAME, GRND, GRND1, ..., GRND10 for values. 
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7.8.1 Initial-value patches 

The initial value patches are used in group 11 of the Ql file for specifying initial boundary 

conditions. This PATCH mainly has the following format: 

PATCH (Name, INIVAL, IXF, IXL, TYF, TYL, IZF, IZL, 1, 1) 

COVAL (Name, Variable, Coefficient, Value) 

It should be noted that two elements are always 1 because the initial values can be set only 

at time step 1. 

7.8.2 Sources and boundary condition patches 

Sources and boundary condition patches are used in group 13 to define the areas or 

volumes over which boundary conditions or special sources or sinks are to be set by means 

of COVAL command. When a GRNDj flag is set in a COVAL command as coefficient or 

value, a particular section of group 13 of the GROUND routine is visited by the EARTH 

solver. EARTH expects the corresponding coefficient or value to be set in that section. 

Particular coding for any special source or boundary condition can be inserted by the user 

in that section. 

7.9 The finite volume discretisation 

7.9.1 Finite volume discretisation of groundwater flow 

The governing equation for two-dimensional groundwater flow under steady state 

conditions can be rewritten as (see Chapter 4, Equation 4.16) 

+ W = 0 (7.11) a 
dx 
(*> dh^ 
K — 
I dxJ 

d 
+ — 
dy 
(^ 3*1 
K — 

I '*J 
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The first step in developing a finite volume method is to divide the domain into discrete 

control volumes. A portion of a two-dimensional grid used for the discretisation is 

illustrated in Figure 7.3. 

Low North 
8 8 

X„,p Xpe 

Ay = 8y -I- W w 

Ax 

K 

S 

sx sx 
XWP XPE 

Figure 7.3. A part of two-dimensional grid and a control volume. 

The faces of the control volume are positioned mid-way between adjacent nodes. 

Therefore, each node is surrounded by a control volume. For a nodal point P, points ' W' 

and 'E' (denoting west and east) are its x-direction neighbours, while 'S' and ' iV' 

(denoting south and north) are the y-direction neighbours. Its thickness in the z direction 

is assumed to be unity. The west and east side faces of the control volume are referred to by 

' w ' and ' e', while the south and north side faces are referred to by ' s ' and ' n'. The 

distances between the nodes W and P, and between nodes P and E are identified by 

8 and 8 respectively, while the distances between the nodes S and P, and between 
xm> *PE

 r 
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nodes P and N are identified by 8Xsp and 8XfN respectively. Ax is the distance between 

faces w and e, and Ay is the distance between faces s and n. The governing equation of 

groundwater flow is now integrated over the control volume (shown in Figure 7.3) to yield 

a discretised equation at its nodal point P. This gives: 

£(*.£>*+Jsk£V*+Ji'*-° 
Av dx\

 x dx J Av 
dy\ ydy 

(7.12) 
Av 

(ry .Oh^ 
K A — 
I dxJ 

— 

e 

(r <°"^ 
KXA — 
V. dxJ 

( 

+ 
V 

KA'^-
y dy 

( 

K,A'f 
dy 

+ Wdv=0 (7.13) 

where, 

A = cross-sectional area of the control volume face in x-direction; 

A' - cross-sectional area of the control volume face in y-direction; 

Av = volume; 

W = average value of source W over the control volume. 

Appropriate forms of the discretised equations are obtained by estimation of the interface 

dh dh 
hydraulic conductivities Kx and K , and the gradients — and — at east, west, north and 

dx dy 

south using the nodal values of K and h. To estimate the gradients (and hence fluxes) at 

the faces of the control volume an approximate distribution of properties between nodal 

points is used. A central-difference approximation is noted to be the obvious and the 

simplest way to calculate the interface values of hydraulic conductivities and the gradients. 

Using this method, in a uniform grid the interface values for KY , Kx ,KV and Kv are 

given below: 
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K*. 

K, 

K>. 

K,. 

Kx +KX 
Xw Xp 

2 

&x +Kx 
Xp XE 
2 

Kv +KV 
ys yp 

2 

KyP
 +Ky, 

0 

(7.14) 

(7.15) 

(7.16) 

(7.17) 

and the flux terms at the control volume faces are calculated as 

KA 
3/P 
dxl 

{ dxJ 

= Kx, 4. 
hp-hw 

xWP 

=KXe A. 
(hc-hA E "P 

(7.18) 

(7.19) 

<-<% 
\ 

=Ky, < 
Js 

hp-hs 

\ ysp J 

(7.20) 

/ „dh) 
K>ATy =Ky„ < 

rhN-hP^ 

K. ypN J 

(7.21) 

It should be noted that Ae=Aw=Ayxl and A'n=A's=Axx\ 

Substitution of Equations 7.18, 7.19, 7.20, and 7.21 into Equation 7.13 gives: 

K*.A-

hE-hP 

8X 
l XPE 

~" ^r A w 

hp-hw 

8X 
V XWP 

+ K>. < 
hN-hp 

ypN 

~ K>. < 

rhP-hs^ 

ysp 

+ WAv=0 

) 

(7.22) 

Equation 7.22 is now rearranged as: 
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rX A. *,. ̂.. *,. 4. *,.4 1 = 5 X, + £ ^ , +£x:, + 
-+- . + ^ X 2 L + ; y. 

P e o e 
"*re °X»T> °>.1W ^y^p j 

8 E 8 
XPE XWP 

lW 
ypn 

Kv A's — 
-J^-^hs+WAv 
8ySP 

The discretisation Equation 7.23 can be cast to the following form: 

aP hp =aE hE +aw hw +aN hN +as hs +b 

where, 

KAy 
°E=-

XPE 

Kx Ay 
aw = w~ 8 

aM = 

XWP 

K y ^ 
N 8 

ypn 

KysAx 

ysp 

ap =aE +aw +aN +as 

b= WAxAy=Source term 

(7.23) 

(7.24) 

(7.25) 

(7.26) 

(7.27) 

(7.28) 

(7.29) 

(7.30) 

Thus the distribution of the variable A ina given two-dimensional situation is obtained 

using discretised equations of the form of Equation 7.24 at each nodal point of the 

subdivided domain. The discretised Equation 7.24 can be cast to 

aPhp=^anbhnb+b (7.31) 

and 

ap=^anb 
(7.32) 
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Where the subscript nb presents a neighbour and the sign ]jT indicates that the summation 

is to be taken over all the neighbours. 

7.9.2 Finite volume discretisation of transport equation 

In the case of a two-dimensional situation, the governing transport equation can be 

generally written as (see Chapter 9, Section 9.2, Page 264): 

&cH 
(n

 dc^ 
Dx — 
I dx J 

d 
+ — 
dy 

(r, *C} 
Dv — 
{">y) 

^(qxC)-—(qyC)+S (7.33) 

Integration of the transport Equation 7.33 over the control volume shown in Figure 7.4 and 

over a time interval from t to t + At gives: 

t+At -.,-, t+M -. / -\r<\ l+Al 3 ( ^r\ t+£' ., 7\ 

t+At t + At 

~ \ \—{qyC)dvdt+ j jSdvdt 
t cv dy 

(7.34) 

t cv 

Av 

J. 

W 
J.. 

* 

w 

J\ # 

N 

n 

P e 

+J. 

y„ y 

Ax 

Figure 7.4. Control volume for the two-dimensional situation. 

J is the total (convection plus diffusion) fluxes. 
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Equation 7.34 reduces to: 

<j>(cp-C°P)AxAy= J 
'Y(£> Av(C E-C P) D Ay(CP-Cw) 

dt + 

t+M 

I 
D Az(C*-C,) fl,,^-^)! r + At 

«̂ 

dt- \[(qxC)eAy-(qxC)wAy]dt-

t + At t+At 

j[(qy C)n Ax-(qy c\ Ax]dt + jSAxAy (7.35) 
t ' 

Consider the following integration over a time interval from t to t + At: 

')cpdt = [fCP+{l-f)C
0
P]At (7.36) 

where, 

/ = a weighting factor between 0 and 1. For the fully implicit scheme (see Patankar, 

1980), / is assumed to be 1 and Equation 7.36 reduces to: 

t+M 

i_> P a i — \s P — v_̂  p 
(7.37) 

where, 

Cp = 'new' value of CP at time t+At. 

Using this concept, Equation 7.35 can be written as: 

<j>(cp-C°p)AxAy = DXety(CE-CP) DXvAy(Cp-Cw) 

At 8r 8X 
+ 

DrMc„-cP)_Dr,McP-cs) _fc ^ cl Ay _ 

(qy C\ Ax+{qy c\ Ax +SAxAy 
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where, 

C°p = 'old' value of Cp, the value at the beginning of the time step. In Equation 7.38 the 

superscript 1 representing the new values of CP,CE,CW , CN and Cs was dropped. 

If the central-difference approximation is also used for the convection term, Equation 7.38 

can be written: 

(j,{Cp-Cp)^xAy_DXe^y{CE-CP) Dx^Ay{Cp-Cw) | 

At 8X 8Xw 

DynAx(CN-CP) DysAx(CP-Cs) 1 l 

^Ax^+C^+j^Ax^+Cj+SAxAy (7.39) 

The discretisation equation reduces: 

ap Cp =aECE+ aw Cw +aNCN +asCs+b (7.40) 

where, 

ai=B±«U.q, * (7.41) 

"---^W* (7-42) 
°x„ 2 

«„-%^-I,, A, (7.43) 

a,3>--L Ax (7.44) 
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b=SAxAy + aPC°P (7.46) 

aP=aE +aw +aN +as + aP+qXg Ay-qx Ay + qy^ Ax-qyAx (7.47) 

7.9.3 The upwind differencing scheme 

The central differencing scheme does not identify the flow direction or the strength of 

convection relative to diffusion in particular when the Peclet number (Pe) is high. 

The non-dimensional cell Peclet number is defined as a measure of the relative strengths of 

convection and diffusion (Patankar, 1980): 

p = convection = qx (? 48) 

diffusion YI8X 

where, 

8X = cell width. 

For no convection and only pure diffusion Pe =0 and for no diffusion and pure convection 

The central-differencing scheme assumes that the convected property </>w at the west 

interface is the average of (j)w and (j>P and the convected property 0e at the east interface is 

the average of 0E and <j)p. For a strong convective flow from west to east for example, this 

assumption is inappropriate because the west interface receives much stronger influencing 

from node W than from node P. 
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To overcome this weak point arising during discretisation of convection term, the upwind 

differencing scheme may be used for large Peclet numbers (Pe>2) (Versteeg and 

Malalasekera, 1995). 

According to the upwind-differencing scheme, the discretisation of the diffusion term in the 

transport equation remains unchanged, but the convected value of a property at a cell face is 

taken to be equal to the value of property at the upstream node. Thus, 

0w=<t if qx>0 (7.49) 

0w=(/>p if qx<0 

and 

<t>e=<t>p if qx>0 (7.50) 

0e=^>E if qx<0 

In this thesis an upwind-differencing scheme was used for discretisation of the convection 

term using the PIL command DIFCUT=0.0. Furthermore, this scheme was also used to 

calculate those source terms dependant on velocities. 

To apply the upwind scheme for a two-dimensional case, the following new operator is 

defined (Patankar, 1980) to rearrange the conditional statements 7.49 and 7.50 to more 

compactly statements. If [[M ,N]] is defined as the greater of M and N, by implying the 

upwind scheme, 

<?,„, Cw =CW [[qXn Ay, 0]] - CP [[qXw Ay, 0]] (7.51) 

^ Ce =CP [[qx. 4v, 0]] - CE [[-qXt Ay, 0]] (7.52) 
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When the convection term in Equation 7.38 is replaced by this concept, the following 

equation is obtained: 

(j>{cp-Cp)AxAy_Dx^y{CE-CP) Dx Ay(CP-Cw) 

At S 8 

Dv Ax{CN-CP) Dv Ax{CP-Cs) 
" ' ~ - '' s -~CP[[qXe Ay, 0]] + CE[[-qXe Ay, 0]] + 

y, y, 

Cw [[qK Ay, 0]]-CP [[-qx Ay, 0]] -CP [[^ Ax, 0)] + CN [[-^ Ax, 0]] + 

Cs [[qys Ax, 0]] -CP [[-qys Ax, 0]] + S Ax Ay (7.53) 

The discretisation equation becomes: 

ap Cp =aE CE +aw Cw +aNCN +asCs +b (7.54) 

where, 

Dx Ay 
aE=^^+[[-qXeAy,0]] (7.55) 

aw=^f^+[[qx Ay,0]] (7.56) 

^=^^+[[-^„Ax,0]] (7.57) 
y„ 

D Ax 
as=^—+[[qysAx,0]] (7.58) 
y, 

ap^*^- (7.59) 
At 

b=SAxAy + aPC°P (7.60) 

ap =aE +aw +aN +as + ap (7.61) 
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7.10 Solution method by P H O E N I C S 

After constructing the discretisation of the transport equation using the finite volume 

technique, the resulting linear form Equation 7.54 which is called a 'finite-domain' 

equation (Spalding, 1981), is cast into the 'correction' form before solution by the 

PHOENICS solver. In this form, the source terms are replaced by the errors in the original 

equation and the coefficients may then be only approximate. The corrections proceed to 

zero as convergence is approached. Consequently the possibility of round-off errors that 

may affect the solution is then reduced. An equation of this type is formed for every 

variable for any control volume. The appropriate solution method can be used for solving 

these equations. 

There are many iterative methods for solving the finite volume equations. These are the 

Gauss-Seidel point-by-point method (Patankar, 1980), whole-field method, slabwise 

solution method and explicit formulation (CHAM, 2000). These methods can be used for 

any solved variable in PHOENICS by the SOL UTN command. The format of this command 

is: 

SOLUTN(<j), Y (or N), Y (or N), ..., Y (or N)) 

A • 
Six times 

The following six questions are to be answered by the Y's and N's: 

1. Store the variable <j) ? 

2. Solve for the variable 0 ? 

3. Solve using whole-field method? 

4. Solve by the Gauss-Seidel point-by-point method? 
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5. Use explicit formulation for time-dependent flows? 

6. Use harmonic averaging of diffusion coefficients? 

The defaulted setting of SOLUTN command for PHOENICS is: 

SOLUTN (</>, N, N, N, N, N, N) 

These only imply the explicit formulation for transient flows. 

Point-by-point method is recommended when the governing equations of solved variables 

contain strong non-linear terms. Because the rate of change of variable from sweep to 

sweep is low, this poses some additional stability (CHAM, 2000). The main disadvantage 

of this method is that its convergence is very slow, in particular when a large number of 

grid points are involved (Patankar, 1980). 

In this thesis, a whole-field method was used for all scalar variables such as enthalpy, 

concentrations of chemical species and head. This method is always recommended when 

non-linearities are slight. 

7.11 Conclusions 

The general features of the computational fluid dynamic (CFD) analysis and the 

fundamentals of the finite volume numerical technique were described. PHOENICS as a 

CFD package, its features, capabilities and applications were briefly reviewed. Finite 

volume discretisation of the groundwater flow and transport equations are presented. The 

basic principles of the finite volume method can be easily understood and it is particularly 

strong on coarse non-uniform meshes. One important advantage of the finite volume 

method over other numerical methods is its strong capability in dealing with boundary 
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conditions and specific source terms. This feature of the finite volume method is very 

important for acid mine drainage cases associated with production (source term) and 

consumption (sink term) for many chemical components and the specification of different 

boundary and initial conditions. 
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CHAPTER EIGHT 

A NUMERICAL FINITE VOLUME MODEL FOR PYRITE OXIDATION AND 

OXYGEN TRANSPORT WITHIN SPOILS OF AN OPEN CUT COALMINE 

8.1 Introduction 

Acidic water emanating from open cut mine sites usually carries various pollutants in 

dissolved form, which contaminates the groundwater resources. Although considerable 

effort has been made to model the pyritic oxidation and pollution generation, the focus is 

mainly on pyrite oxidation and leaching processes in waste rock dumps (Cathles and Apps, 

1975; Cathles, 1979; Davis 1983; Davis et al., 1986b; Lefebvre and Gelinas, 1995). 

Although many research publications are related to mine tailings discharge (Elberling et al., 

1994; Walter et al., 1994a, b; Bridwell and Travis, 1995; and Wunderly et al., 1996) they 

are generally not relevant to abandoned open cut coalmines. However, some research can 

be found in the literature quantifying the mechanisms that control the rate of pyrite 

oxidation and the subsequent leaching of the reaction products from open cut mines 

(Rogowski et al., 1977; and Jaynes et al., 1984a, b). Hence there is a need to develop a 

model describing the long-term oxidation of pyrite and taking into consideration the 

physical and chemical transport processes involved in the migration of dissolved chemical 

species discharged from an open cut coalmine source into an aquifer. 

In this chapter a numerical model is presented for prediction of pollution potential with 

particular focus on the long-term pyrite oxidation and the results of one-dimensional 

simulations of pollutant transport in backfilled open cut coalmines. The results of two-
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dimensional simulations of the subsequent transport of the oxidation products will be 

described in Chapter 9. The results of this model can help in the design of efficient 

reclamation techniques in order to minimise the negative impacts of mining operations on 

surrounding environment. 

A number of numerical models of pyrite oxidation have been reported in the literature. 

These models range from simple coupling of oxygen diffusion through an unsaturated 

medium to the first order shrinking-core model (Levenspiel, 1972) to complex oxygen 

diffusion-pyrite oxidation and subsequent reactive transport models. A review of such 

mathematical models (Appendix C) is useful in the understanding of the long-term pyrite 

oxidation as well as the physical and chemical transport processes involved in the migration 

of dissolved chemical species discharged from an open cut coalmine source into an aquifer. 

8.2 Pyrite oxidation and oxygen transport model description 

8.2.1 Conceptual model 

Figure 8.1 shows a conceptual model used in developing the pyrite oxidation and 

subsequent transport model. A conceptual model is a representation of a real system, 

describing the processes occurring within the system qualitatively. This model identifies 

oxygen diffusion, pyrite oxidation in backfilled materials, surface recharge, influx 

composition, background chemistry of groundwater flow systems, the role of bacteria, 

chemical reactions and the transport of oxidation products through porous media. The 

model assumes that the backfilled materials consist of spherical, uniformly sized particles 

surrounded by a water film. Particles are assumed to have a homogeneous distribution of 

pyrite within them. Pyrite oxidation occurs at the surface of the pyrite grains contained 

within the particles. Oxidation reactions and products diffuse through the particle between 
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the pyrite grains and the spoil solution surrounding the particles (Jaynes et al., 1984a). The 

oxidation of Fe2+ is catalysed by bacteria, consuming 02 and Fe
2+, within the particles. 

Unreaeted 
Core 

Oxidising 
rim 

H* 

Acid neutralization processes 

'Fe1 

Fey' Precipitation 

Fe^ + MX) -» Fe(OH), +3H* H* 

Main chemical reaction for oxidation of a 
single waste particle: 

FeS, +-Q +H20->F<?
+ +7SOt +2H* 

' 2 " 
FeSi+\We

%* +%H20^\ 5F<? +2SCt+l6ft 

Fj+\a+ir=*F?+-Hjo 

± 
Heat.//*, Fe1*, SO,2', fe" 

t T i i 
AQUEOUS SYSTEM 

Background chemistry 

Transport of oxidation products 

Fe'* Complexation 

Equilibrium-controlled ion exchange 

Ca2* <v. 

Mg2* +2Na- Clay «2ft*+ Mg2* - Clay 

Fe2* 

zx: 
Solution discharge 

H*, Fe2*, SO,2', Fe 

Ca2*,Mg2\Na* ,K* 

Water influx containing: < 

H*, Fe2*, SO/~, Feu 

Ca2*,Mg2*.Na+,K* 

J 
Bacterial role 

T. Ferrooxidans 

Fe W°*.l H* 

Fe1* 

PHJ.O, 

Sulphate reduction bacteria 

CffjCOO- +SO/~ + H* -» 

ff2S + 2HCO,~ 

Figure 8.1. Conceptual model of pyrite oxidation and subsequent transport 

of oxidation products in backfilled open cut mines. 

Oxygen diffuses from zones of higher oxygen concentration to zones of lower oxygen 

concentration through the air-filled pore space in the backfilled materials, with the oxygen 

in equilibrium with the spoil solution. It was assumed that diffusion is the dominant process 

supplying oxygen for oxidation reactions. Complexation of ferric iron is assumed to take 

place within the spoil solution. In the case of sulphate reduction bacteria, the reaction 

necessary for this was included to take into consideration the consumption of 
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S04 and//+. A reaction between H+ in solution and the spoil matrix can occur, 

consuming H+from the spoil solution and increasing the pH (Banks, 1994). Equilibrium-

controlled ion exchange is assumed to take place between the solution and solid phases 

within the spoil solution. It is assumed that ions of Fe2+ ,Mg2+ ,Ca2+,andNa+ participate 

in the ion exchange reaction. Precipitation of Fe{OH\ consumes Fe3+ and produces 

/f+from the solution. The oxidation products are transported by recharge water and 

groundwater from the backfilled materials. A kinetically and equilibrium controlled 

mathematical expression for each of these chemical reactions need to be developed. 

In this model, chemical and bacterial oxidation of Fe2+, pyrite oxidation by oxygen and 

ferric iron, oxygen diffusion, and bacterial sulphate reduction are relatively slow and 

assumed to be kinetically controlled but ion exchange and complexation reactions as well 

as precipitation reactions are fast and assumed to be equilibrium controlled reactions. 

8.2.2 Pyrite oxidation model 

The oxidation of pyrite is based on the shrinking-core model (Levenspiel, 1972). The 

model takes into consideration the effects of both surface reaction kinetics and the rate of 

oxidant diffusion into the particle as was used by Levenspiel (1972); Cathles and Apps 

(1975); Jaynes et al., (1984a) and Lefebvre and Gelinas, (1995). Assuming that the particles 

are spherical and noting the pyrite leaching rate to be first order with respect to pyrite 

surface area and concentration of oxidant, the oxidation rate per unit area of pyrite within a 

spherical particle can be described by Equation 8.1. 
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dX_ 

dt 

-3X3 

u |o.w] 

(8.1) 

l-X-

\ ) 

+ T, 
[Oxd] 

Details of the integration and steps for the derivation of this model are given in Appendix B. 

Equation 8.1 is called a shrinking-core model which describes the leaching of a spherical 

particle when both chemical reaction and diffusion control the pyrite oxidation rate. 

If both oxygen and ferric iron participate in the pyrite oxidation process, Equation 8.1 can 

be modified as follows: 

dX 

dt 

-3X: 
2 

-3X3 

6 ^ , X 3 

i/' O 
l-X3 

i 

v / 

+ Tr, , 6rn X3 
c[o2]

 D [ f t 3 + ] 

f \_\ 
l-X3 

(8.2) 

+ T, 
'[** 

where, 

X= fraction of pyrite remaining within the particle (Kg/Kg); 

t = time (s); 

Tc = total time required for complete oxidation of pyrite within a particle if the oxidation 

process is only controlled by the decreasing surface area of pyrite (s); 

TD = total time required for full oxidation of pyrite within a particle assuming oxidation 

rate is solely controlled by oxidant diffusion into the particles (s); 

Oxd = oxidant. 

TD and rc can be calculated from Equations 8.3 and 8.4 (Levenspiel, 1972). 

TD = 
Ppy* 

6bDe[Ox] C[Ox] 

(8.3) 
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Tr = 
PpyR 

C I- ty ~,rock (8.4) 
oK[Ox]aPyC AC[Qx] 

where, 

Ppy = density of pyrite in the particle (mol I m3); 

R = particle radius (m); 

b = stoichiometric ratio of pyrite to oxidant consumption (mol/mol); 

De[ox]
 = effective diffusion coefficient of oxidant in oxidised rim of the particle; 

K[ox] = first-order surface reaction rate constant (m/s); 

a^ = surface area of pyrite per unit volume of particle [m~l); 

X = thickness of the particle in which pyrite oxidation occurs (reaction skin depth) (rn)', 

C[ox] = concentration of oxidant in the water surrounding the particle [moll m3). 

These Equations were modified to take into account the reaction skin depth and the surface 

area of pyrite per unit volume of a particle (Cathles and Apps, 1975; Jaynes et al., 1984a; 

Lefebvre and Galinas, 1995): 

(a) Calculation of pyritic surface area per unit volume of particle (ocrP°y
ck) 

Pyritic surface area per unit volume of particle was determined from the pyrite fraction 

within a particle. The surface area for sandstone (1000 m21 Kg, as quoted in Jaynes, 1983) 

was modified by the pyrite fraction, pyrite density and particle density to give the following 

equation (Jaynes, 1983): 

< = 1 0 0 0 x p P r t c l 

(G \ 
2 

Py P?tfc\ 

DPy j 

(8.5) 
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where, 

arp°y
k = surface area of pyrite per unit volume of particle (ra-1); 

p?Tld = particle density (Kglm
3); 

Dpy = density of pyrite (Kglm3); 

Gjy = pyrite fraction in a particle (Kg/Kg). 

For a spoil fragment containing 0.002 pyrite content and the pyrite and particle densities of 

5000 Kglm1 and 2100 Kglm3, Jaynes (1983) calculated a™* equal to 18700 m"1. In 

this thesis, the value of a™k was reduced to 8000 m"1 (Cathles and Apps, 1975) to take 

into account spherical particle shapes rather than thin plates fragments as assumed by 

Jaynes (1983). aZck is recalculated as time progresses to incorporate the reduction in 

surface area of pyrite. 

(b) Reaction skin depth ( X) 

The reaction skin depth is the distance into the particle containing pyrite where pyrite is 

oxidised. It can be obtained using Equations 8.6 and 8.7 presented by Cathles and Apps 

(1975) and further modified by Jaynes (1983): 

4= _ i (8.6) 
„roch l+

a™KW{l_x)R 
°> De[Ox\ 

and 

co = cvx [exp(vR)-exp(vR[l-X])} - cv2 {exp(- vR)-exp(- vR[l-X])} (8.7) 

In above equations: 
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V J ? M < . (8.8) 
D. [Ox] 

exp(-2uJ?) 
1 exp{vR{\-X)-2vR]+exp{-vR{l-X)} 

0)2 exp{vR{l-X)-2vR}+exp{-vR(l-X)} 

The oxygen concentration within the pore space of the spoil can be related to its 

concentration in the liquid phase using Henry's law and the gas law (Davis and Ritchie, 

1986a; Wunderly et al., 1996; Lefebvre and Gelinas, 1995): 

Cfcl=r«* <8-n) 

where, 

C[0 ] = concentration of 02 in water; 

u0 = oxygen concentration within the pore space of spoil; 

y = conversion factor between the oxygen concentrations in the gas and water phases. 

According to Jaynes et al. (1984a), forrD »TC, diffusion will be a significant process for 

controlling the oxidation rate and an oxidised rim depleted of pyrite will form at the surface 

of the particle and develop inwards. As the oxidised coating develops the rate of pyrite 

oxidation decreases due to the longer diffusion paths and a shrinking reaction zone (Cathles 

and Apps, 1975; and Wunderly et al., 1996). ¥orrD«Tc, diffusion will not control the 

oxidation process, and entire the particle will oxidise uniformly (Jaynes et al., 1984a). 
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The pyrite oxidation process generates sink and source terms for many components as 

oxidation products. It produces heat, sulphate, iron and acidity. Furthermore, the reaction 

consumes oxygen and pyrite. These production and consumption terms must be 

incorporated into the governing equation of each component as sink and source terms. 

8.2.3 Finite volume discretisation of pyrite oxidation model 

After integration of Equation 8.1 in a one-dimensional situation (only in the x direction, for 

example), over a control volume and over a time interval t to t + At described in Chapter 7, 

the discretisation equation reduces to the following expression: 

ap Xp =b 

where, 

ap=ap 

= Ax 

At 
aP = 

b=SAx + a°pX°P 

(8.12) 

(8.13) 

(8.14) 

(8.15) 

The source term S is given by Equation 8.16 as follows: 

S=-
-3X-

U 
6rD X3 

uOxd 

1 > 
(8.16) 

i-jr + Tr 

Using Equation 7.5 (Chapter 7, Page 210), the above source term can be linearised as 

follows: 

S=-
3X 

6rD X3 l-X3 

\ 

(0.0 -Xp) (8.17) 

+ Tr 

J 

where, 
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Co.=-
-3X 3 

and (8.18) 

6rD X3 l-X: + Tr 

Hi/, =0.0 (8.19) 

With the linearised source term, the discretisation Equation 8.12 reduces to: 

ap Xp =b 

where, 

(8.20) 

ap=ap - C o , Ax 

"> 
Ax 

At 

b=VaL Ax + a°P X°P p -"•/> 

(8.21) 

(8.22) 

(8.23) 

where, 

Xp = fraction of pyrite remaining in nodal point P inside a control volume; 

S = average value of source S over the control volume; 

Xp = old value of Xp; 

Ax = distance between faces w and e; 

At = time step. 

8.2.4 Oxygen transport model 

Oxygen has an important role in the oxidation of pyrite. Gaseous diffusion was considered 

to be the principal mechanism of oxygen resupply to the surface mine spoil (Jaynes et al., 

1984a). The equation governing oxygen transport into the pore space of the spoil, 
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incorporating the volumetric oxygen consumption terms, in which air-filled porosity is 

assumed to be constant over time, can be written as follows (Jaynes et al., 1984a): 

du _ d ( P <pa du 

^"dt dXj ° RToa T dXj 
+ SK +SK +SK (8.24) 

where, 

<f>a = air-filled porosity of the spoil [m
3 lm3); 

Ga - molar density of air [moI lm
3); 

u = oxygen concentration in the pore space of the spoil [moll m3); 

T = temperature (K); 

P = atmospheric pressure (101 KPas); 

R - gas constant (8.31xl0~3 KPasm3 mol~l K~l); 

z = tortuosity of diffusion passageway (m/m); 

Xj = Cartesian coordinates (m); 

SK ,SK , and SK = volumetric oxygen consumption terms [mollm
3 s) by the 

pyrite oxidation reaction, chemical oxidation of ferrous iron and oxygen consumption by 

bacteria; 

D0 = effective diffusion coefficient of 02in a mixed 02,C02,N2 atmosphere [m2 Is) and 

can be described by the following equation (Jaynes and Rogowski, 1983): 

^ Db(o1.co1)
 Db(o2.N2) /g 25) 

Db(02,N2) Qco2
 +Db(02,C02) Q N 2

 +r(C02.02) Db{0l,N2) Qo2 

where, 
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DHO2.CO2) ^ DHO2,N2)
 = binary diffusion coefficients for gas pairs of 02,C02and 02,N2 

respectively[m2 Is); 

Qo^Qco, and£?/v,= m°le fractions of 02,C02, and N2 in gas (mol/mol); 

r(co ,o ) = n10^ ^ux rati° f°r 8as Pair of G02 and#2 and it is equivalent to: 

NCo 

W)^ (8-26) 

where, 

Nco and N0 = molar fluxes for C02 and02, respectively. 

For a temperature of 25 °C and a pressure of 101 KPa, the binary diffusion coefficients 

are0.210xl0^, 0.166x10^ and 0.166x10^ (m2 Is) for Db{0i^,Db^COi), and A(o2,co2) 

respectively (Jaynes and Rogowski, 1983, Table 1, p.428). For example, with 

Q02 =0.21, Qco^ =0.04, QN^ =0.75 and r(CO,A) =0.5 the calculated value for effective 

diffusion coefficient from Equation 8.25, is 2.25x10" m Is. 

If it is assumed that P, R, T, T, D0,aa, and </>a are constant, Equation 8.24 can then be 

reduced to the following equation: 

, du ^ 
0 — =D 
fadt e 

a u 

dxj . 
\ J J 

+ SK +SK +SK (8.27) 
KPy-02

 KFe1*-02 A«-<tt 

where, 

De = effective diffusion coefficient, it may be reduced to 

P (A \ 
D = 
e RT<ya \ T ) 

D0 (8.28) 
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8.2.5 Development of mathematical expressions for oxygen consumption terms 

Mathematical expressions for each of the consumption terms in Equation 8.27 need to be 

developed separately. 

(i) SK . An expression for the rate at which oxygen is consumed due to the oxidation of 

pyrite, SK^, can be developed from Equation 8.1 by taking into account the molar 

density of pyrite in spoil (ps) and the stoichiometric ratio of pyrite consumption to oxygen 

consumption (b). The expression is given below: 

6zn X 
'°02 

l-X3 

\ ) 

+ Tc 

where, 

$ = porosity of spoil. 

(ii) SK . The second relationship needs to be developed to take into consideration the 
Ft1+-02 

rate of consumption of oxygen due to the oxidation of Fe2+ . The rate of Fe2+ oxidation by 

oxygen is a function of pH. It is very slow at low pH. The kinetics of the chemical 

oxidation of Fe2+ have been previously studied and the necessary rate expression was 

found. Singer and Stumm (1970) proposed the following rate law: 

At constant partial pressure of 02 and at pH values greater than 4.5, the rate is: 

-M = jrl>.»]—*— [OH-Y (8.30) 
ot u+33.857 

where, £=1.3xl012 (I21mol2 atm s) 
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Equation 8.30 reduces to: 

_Mgd = /r[Fg2+] " [H+] 
dt 1L « + 33.857L J 

(8.31) 

where, Kx=\.3x\0~
w (mol11(m'Y s) 

At pH values under 3.5, the rate is independent to pH and can be described by: 

d[Fe2+] = K2[Fe
2+] U-

dt 2L w+33.857 
(8.32) 

•9 „-l where, ̂ 2=1.7xl0-
y5 

The rate of oxygen consumption (SK , in mol/m3s) may now calculated by modifying 
Fe"-02 

both Equations 8.31 and 8.32 using the stoichiometric ratio of Fe2+ consumption to oxygen 

consumption (b') and the water-filled porosity (<j)w) (Jaynes et al., 1984a): 

SK =-(/>wb'-
x[Fe2+} < 

KF^-0I
 rw L J

w +33.857' 
K, 

< 1 

vM, 
+ K, (8.33) 

where, 

[Fe2+\ and [H+ J = concentrations of Fe2+ and H+ (mollm3). 

(iii) The third sink term, SK , accounts for the rate of oxygen consumption by bacterial 

activity during oxidation of Fe2+ in the surface mine spoil. Experimental studies showed 

that the presence of T. ferrooxidans increases the rate of Fe2+ oxidation by more than six 

orders of magnitude (Singer and Stumm, 1970). Jaynes et al. (1984a) applied the following 
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rate expression for the bacterial oxidation of Fe2+ in an approach similar to the chemical 

oxidation of Fe2+: 

S^-^J^j-JL^ (8.34) 

where, 

KB = first order reaction rate coefficient for bacterial oxidation of Fe
2+ in terms of s_1 that 

takes into account the bacterial activity in the surface mine spoil. The lower limit of KB is 

0, when the bacteria are not active. The upper limit is estimated by the following equation: 

where, 

AF = particle surface area per volume of spoil water; 

D^ = diffusion coefficient of oxygen in water; 

A/' = water film thickness. 

According to Jaynes et al. (1984a), the value of KB is calculated between these upper and 

lower limits from the bacterial activity which depends on the suitable conditions available 

for the growth of the bacteria. 

In this approach, energy available from the environment and inhabitation factors were 

utilised to compute the activity which determines the Fe3+ production rate. The 

inhabitation factors considered in the bacterial model were solution pH, temperature and 

oxygen concentration. The effects of each inhabitation factor were determined empirically 

based on experimental work as reported by Jaynes et al. (1984a). It was assumed that the 
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bacterial activity is in dynamic equilibrium with the environment in which pyrite oxidation 

takes place, hence the variations of bacterial activity caused by changes in their 

environment are very fast and bacterial activity is always at the maximum level. Details on 

the bacterial activity model developed by Jaynes et al. (1984a) are given in Appendix K. 

The final equation used to describe oxygen transport combined with consumption terms is 

given by (modified from Jaynes et al., 1984a): 

° dt 
= D, 

dx) 
3 ( 1 - # > S ^ 

i f M 
6TD X3 l-X: 

,b'->[Fe
2+] \K 

u + 33.857 
+ Tr 

i V + K, 

-<l>wb'--KB[Fe
2+] " 

u + 33.857 
(8.36) 

8.2.6 Boundary conditions for oxygen transport model 

It was assumed that the oxygen concentration at the spoil surface is the molar concentration 

ofoxygeninair, 

u(0,t)=uo=9molm~
3 (8.37) 

At the base of the spoil profile a 'zero concentration gradient' boundary condition was 

specified, 

lTr\') = 0 
OX: 

(8.38) 

where, 

L = length of the spoil profile. 

Finally it was further assumed that initially there is no oxygen within the spoil, 

H(X,.,0)=0 (8-39) 
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8.3 Enthalpy (temperature) transport model 

The temperature may play a significant role in the oxidation reaction rates. The oxidation of 

pyrite generates heat. The enthalpy of Reaction 2.8 (Chapter 2, Section 2.5.3, Page 50), 

AHR, is approximately -1.4xl0
6 J (Cathles and Apps, 1975) and according to Rose and 

Cravotta III, (1998) -1.49xl06 J at 25 °C. Furthermore the enthalpy for Reaction 2.10 

(Chapter 2, Section 2.5.3, Page 50) is 17860 J, based on enthalpies in CRC (1998). 

Heat transfer in spoil occurs through the following mechanisms: 

(i) conduction in the bulk of the spoil material resulting from temperature gradients 

(ii) advection of fluids (liquid and gas) carrying heat. Heat transfer by advection of gas was 

neglected. The mechanisms of heat transfer are responsible for heating the centre of the 

spoil by carrying heat away from the zone of maximum temperature where the oxidation 

reaction takes place. 

8.3.1 Enthalpy model 

To model the heat transfer, a simple enthalpy balance is employed using Equation 8.40 

(modified from Cathles and Apps, 1975): 

*c'-%-*' 

1 aX 
dx, 

ar 3(i-^-y5x
3 , 3(1-

-pwCwuXjW—-+ T-i— 
Ps*' 

dX: 
6rn JT: \-X' + rr 6~n X

3 
1 ( l\ 
1-Z3 

V 

+ Tr 

) 

where, 

T = temperature (°C); 

pb = bulk density of the spoil (Kglm
3); 

(8.40) 
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K = thermal conductivity (Jim °CS); 

CP = specific heat capacity of the spoil (J I Kg °C ); 

t = time (s); 

pw = density of water in the spoil (Kglm
3); 

uxW = water velocity (mis); 

Cw = heat capacity of water (J I Kg "C ); 

B = mole of pyrite consumed in pyrite-oxygen reaction per heat generated (mol I J); 

B' = mole of pyrite consumed in pyrite- Fe3+ reaction per heat generated (mollJ). 

8.3.2 Calculation of enthalpies 

Rearranging the pyrite-oxygen reaction (Equation 2.8, Page 50) into the following form and 

using enthalpies (in terms of KJ/mol) given in CRC (1998), the enthalpy of the reaction 

can be estimated as follows: 

2FeS2(s) +102(g)+2H20(l)-^2Fe
2\aq)+4S0

2~{aq)+4H\aa) (8.41) 

FeS2(s) =-171.54 

H20(l) = -285.83 

Fe2+(fl?)=-89.1 

Fe3+(a?)=-48.5 

S02-(aq)= -909.27 

H\aq) = 0.0 

O2(g) = 0.0 
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AH° =2AH} (Fe2+) + 4AH} (S02~) + 4AH°f (H
+)-2AH°f (FeS2)-7AH°f (02)-2AH} (H20) 

Af/°= 2 (-89.1)+ 4 (-909.27)+4 (0.0)-2 (-171.54)-7 (0.0)-2 (-285.83) 

AH° =-2900.54 £/ Imol 

The calculated enthalpy is for the oxidation of 2 moles of pyrites. Hence, AH° for every 

mole of pyrite is -1450.27 KJI mol. The moles of pyrite consumed in the pyrite-oxygen 

reaction per heat generated, B, is 1/1450270 =6.9xl0~7 mol IJ. 

Using the above enthalpies and but now taking into consideration the pyrite-ferric iron 

oxidation reaction (Equation 2.10, Page 50), the enthalpy and the moles of pyrite consumed 

per heat generated, B', are: 

AH" =-17.86 KJ I mol, £'=1/17860 =5.6xl0_5mo///. 

8.3.3 Boundary conditions assigned for enthalpy model 

The following boundary conditions were specified for the temperature: 

The spoil was initially set at 15 °C as follows: 

7/(xy,0)=15 °C (8.42) 

The top surface temperature was also fixed at 15 °C using a first-type boundary condition. 

8.4 One-dimensional modelling settings and input data 

In order to evaluate the above model, a one-dimensional simulation was performed using 

the PHOENICS package. Four cases with different conditions were selected for the 

simulation. The model input data were taken from Jaynes et al. (1984b) and given in Table 

8.1. Influx chemistry and the background history of the water in the profile are listed in 

Table 8.2. 
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Table 8.1. Parameters used for simulation (Jaynes et al., 1984b). 

Pyrite fraction 0.0025 Kg pyrite/ Kg spoil 

Fraction coarse particles containing pyrite 75 % 

The bulk density of spoil 1650 Kglm3 

The porosity of the spoil 0.321 

Water-filled porosity 0.225 

Surface area of pyrite per unit volume of spoil 80 cm-1 (Cathles and Apps, 1975) 

Radius of particles 2 cm 

Diffusion coefficient of oxidant in water l.OxlO-" m2 Is 

Molar density of pyrite within particle 23 mollm3 

First-order rate constant for Fe3* A Ax 10"8 m I s 

First-order rate constant for oxygen 8.3xl(T10 mis 

Recharge value 0.5 m / yr 

constants for chemical oxidation of Fe1* K{ =1.3x10-'° [mol
2 l(m3)2 (s)), K2 =1.7xl0

-9 s~l 

Table 8.2. Influx and background chemistry (Jaynes et al., 1984b). 

Aqueous components 
Influx data: 

Fe2' 

Fe3' 

SO2' 

pH 
Background data: 

Fe2' 

Fe3' 

so4
2~ 

pH 

concentration (mol lm3) 

0.0 
0.0 
50 

5 

0.5 
0.0 

50 

5 
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A spoil profile with a depth of 10 metres was divided into 20 equal size control volumes. 

Figure 8.2 shows a one-dimensional grid. 

X 

l.SxlO^mfs t_,Y 

Figure 8.2. One-dimensional grid and velocity vectors. 

Jaynes et al. (1984a, b) developed a model called POLS, which is a computer program 

using the finite difference method for the simulation of the long-term pyrite oxidation and 

leaching processes in reclaimed strip mines. They used the same cases with the same input 

data. The results of the finite volume model using P H O E N I C S were compared and verified 

with the P O L S model results in order to calibrate the accuracy of the model. The specific 

conditions maintained for four different cases are summarised in Table 8.3. 

Table 8.3. A summary of the conditions maintained for the test cases used in this study. 

Case 

1 

2 

3 

4 

air-filled porosity 

0.09 

0.09 

0.18 

0.09 

Tortuosity 

10 

10 

5 

10 

bacteria 

absent 

present 

absent 

present 

H ' - spoil interaction 

not included 

not included 

not included 

included 

The surface of the spoil was initially specified as a first type boundary condition with the 

oxygen concentration equal to the atmospheric concentration, 0.21 mole fraction (~ 9 

mol/m3). At the base of the spoil column a zero-gradient boundary condition was assigned. 
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It was further assumed that no oxygen initially exists within the profile. The spoil 

temperature was 15 °C. 

For transport of the oxidation products, the top surface of the spoil was assigned a constant 

recharge of 0.5 mlyr. A hydrodynamic dispersion of 1.0x10"10 m21s was used to achieve 

consistency with the POLS model results. A first-type boundary condition was selected at 

the top surface of the spoil for the concentration of the oxidation products. An initial 

boundary condition was specified to describe the distribution of the dissolved ions within 

the water in the spoil profile. A zero-concentration gradient boundary condition was 

assumed at the outlet of the profile. 

8.5 Modelling results 

In the first case no bacteria were allowed to affect the oxidation process. As the simulation 

progresses, oxygen diffuses through the spoil profile and reacts with pyrite directly. In 

addition, ferric iron also participates in the pyrite oxidation reaction. In this case, because the 

chemical oxidation of ferrous iron is the only source of ferric iron, therefore ferric iron has no 

significant role in pyrite oxidation. Figure 8.3 shows the oxygen concentration versus depth 

for a time period of 5 years. The oxygen concentration decreases as a curve over the whole 

profile depth. 

In Figure 8.3 a comparison was made for the oxygen concentration between the finite 

volume model shown as solid lines and the POLS model shown as dots for Cases 1, 3 and 4 

and the agreement was close. In Cases 1 and 3, oxygen diffused over entire profile because 

no bacteria were active to consume the oxygen. 
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naao poLS (Jaynes et al., 1984b) 
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8 

Case 1 
-

10 

Figure 8.3. Comparison of the P O L S modelling results (dots) with 

the finite volume simulated results (solid lines) for oxygen mole fraction 

as a function of depth for 5-year period for Cases 1, 3 and 4. 

In Case 3 similar to Case 1, bacteria were not active but the effective diffusion coefficient 

increased by a factor of 4. Increasing the diffusion coefficient caused considerable oxygen 

concentration to occur in the lower depths and consequently it increased the rate of pyrite 

oxidation. 

The results indicated that the concentration of oxygen is most sensitive to the effective 

diffusion coefficient (Figure 8.4). Lower diffusion values resulted in steeper gradients and 

oxygen decreases linearly from the spoil surface to the reaction front. 

250 



D.=1.0xl0"7m2/s 

4 6 
Depth (m) 

1.0 

0.8 

h 
Z 0.6 
o 
u 
4> 

o 0.4 
u 

•fc 

e4 
0.2 

0.0 
0.0 4 Depth (m) 6 

De = 1.0xl0"°m'7s _ 

10 

251 



27 years 

4 6 
Depth (in) 

D =1.0x1 Q"*m2/s 

(c) 

8 10 

Figure 8.4. The results of the finite volume model for the relative oxygen concentration 

versus depth over 27-year period for different diffusion coefficients. Effective diffusion 

coefficient: (a) l.OxlO"7 m2 Is , (b) l.OxlO"8 m2 Is , (c) l.OxlO-9 m2 Is 

Figure 8.5 illustrates the pyrite fraction oxidised within the entire spoil column versus time. 

A simulation was performed over a 27-year period. About 20 % of pyrite was consumed in 

Case 1 after 27 years. It was found that oxygen was the only important factor for the 

oxidation reaction in this case. Jaynes et al. (1984b) observed that only 22 % of pyrite 

oxidised after the same time period. The small difference may due to the fact that the POLS 

model assumed that the fragments were thin plates whereas the finite volume model using 

PHOENICS assumes that the particles containing pyrite are spherical. It should be noted 

that the surface area for thin plates is greater than that for spheres. 
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As Figure 8.5 shows, the oxidation of pyrite increased in Case 3 with an increase in the 

effective diffusion coefficient for oxygen. In this diagram the PHOENICS results are again 

shown in solid lines and are compared with the POLS results shown as data points. 
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o* POLS (Jaynes et al, 1984b) 
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2000 4000 6000 

Time (days) 
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Figure 8.5. Comparison of the P O L S results (dots) with the P H O E N I C S results 

(solid lines) for the pyrite consumed vs. time over entire spoil column for Cases 1 and 3. 

2000 4000 6000 
Time (days) 

8000 10000 

Figure 8.6. P H O E N I C S results forFe2' vs. time at the outlet of the profile for Cases 1 and 3. 

Figures 8.6 and 8.7 show the ferrous iron concentration and pH as a function of time in the 

outlet of the profile for Cases 1 and 3 respectively. In Case 1 ferrous iron concentration 

253 



after 2100 days of the oxidation process increased to 5 mollm3 and pH decreased to 2.02. 

After 27 years of simulation, the ferrous iron concentration decreased to 2.98 mol Im3, and 

the pH increased to 2.22. These values obtained for the ferrous iron concentration as well as 

the values for pH exactly agree with those obtained by POLS model. 

r 
Q. 

2000 8000 10000 4000 6000 

Time (days) 

Figure 8.7. PHOENICS results for pH vs. time at the outlet of the profile for Cases 1 and 3. 

In Case 3, the ferrous iron concentration increased to 11.2 and 4.81 mollm3 after 2100 and 

10000 days of oxidation, and the pH decreased to 1.65 and 2 after the same time periods. 

The main reason for the lower values of pH is that the neutralisation process for H' was 

ignored in these cases. 

In Case 2, the same effective diffusion coefficient used in Case 1 was selected but iron-

oxidising bacteria were allowed to be active. The bacterial activity model developed by 

Jaynes et al. (1984a) was used for the simulation. 

Figure 8.8 shows the ratio of ferric iron to ferrous iron versus time in the outlet of the spoil 

profile for Cases 1 and 2. The comparison was made with the POLS model outputs and the 
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results were in good agreement. As Figure 8.8 shows the iron-oxidising bacteria increased 

the ferric/ferrous ratio about 100 times in Case 2. 
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Figure 8.8. Comparison of the P O L S results (dots) with the P H O E N I C S 

results (solid lines) for the ratio of Fe ' to Fe ' in the outlet of spoil 
column in the presence and absence of bacteria. 

As Figure 8.9 shows, no significant change was obtained for the consumption of pyrite in 

Case 2. The main reason for the small role of bacteria influencing the consumption of pyrite 

in Case 2 is that just at the beginning of the simulation the pH in the entire profile 

decreased sharply below the minimum pH value required for activity of iron-oxidising 

bacteria. According to Jaynes et al. (1984a), bacteria have a maximum activity between/?// 

2.5 and 4. 

In Case 4, similar to Case 2, the bacteria were allowed to be present but unlike Case 2 the 

interaction between H' produced by oxidation reactions and spoil was incorporated. In this 

case the solution pH was maintained above 2.5. No ferric iron complexation reaction was 

considered in this case. 
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0.9 ° • P OLS (Jaynes et al., 1984b) 
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2000 4000 6000 
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8000 10000 

Figure 8.9. Comparison of the P O L S results (dots) with the P H O E N I C S results 

(solid lines) for the pyrite oxidised vs. time over entire spoil column for Cases 2 and 4. 

The H' -spoil interaction increased the pH of the solution. It caused an increase in the 

bacterial activity therefore more ferric iron was produced. Consequently, the pyrite 

oxidation rate increased considerably over time (Figure 8.9). As Figure 8.9 shows, about 29 

% of the pyrite was oxidised after 10000 days of the simulation. For this time, the POLS 

model predicted that 30.5 % of pyrite was consumed. The difference between the finite 

volume modelling predictions and those predicted by the POLS model can be explained in 

that unlike the POLS model, for Case 4 the ferric complexation reaction was not 

incorporated in the finite volume model. The complexation reaction increases the ferric 

concentration. Consequently the rate of pyrite oxidation increases. 

The mole fraction of oxygen within the spoil profile versus depth for Case 4 was illustrated 

in Figure 8.3. Oxygen decreased linearly to a depth of about 1.75 m. Below this depth the 

oxygen concentration gradually decreased non-linearly, where it reached zero at a depth of 

approximately 5 m. Bacterial activity was the main reason for this sharp reduction of 
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oxygen concentration within the surface layers of the spoil profile, which consumed most 

of the oxygen over this part of the profile. 

Figure 8.10 shows the ferrous iron concentration as a function of depth after 5 years of the 

simulation. For surface layers (up to 2 m) where the concentration of oxygen is high and 

bacterial activity is significant, ferrous iron concentration increased gradually due to 

conversion of some ferrous iron to ferric iron by the bacterial action. In the zone between 2 

m and 3.5 m where the bacteria have no significant role, the ferrous iron increased linearly. 

In this zone both oxygen and ferric iron oxidise pyrite and produce ferrous iron. In the zone 

between 3.5 m and 6.5 m depth the ferrous iron concentration increased at a slower rate 

because some pyrite still oxidised and produced ferrous iron. For deeper layers (below 6.5 

m) where no oxygen and ferric iron are available to oxidise pyrite, the ferrous iron 

concentration decreased steadily. 

0 2 4 6 8 10 
Depth (in) 

Figure 8.10. Ferrous iron concentration vs. depth for a 5-year simulation. 
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Figure 8.11 shows the ferric iron concentration versus the depth of the spoil profile after 

five years of the simulation. The concentration of ferric iron increased sharply in the zone 

between the spoil surface and depth of 2 m where oxygen is present in the pore space of the 

spoil and the bacteria are also available. In the zone between 2 m and 3 m depth the ferric 

concentration decreased rapidly. Below this depth the ferric concentration decreased non-

linearly and reached zero to a depth of approximately 5 m because of lower oxygen 

concentration and less bacterial activity. 

2 1.0 

£ 

4 6 
Depth (in) 

Figure 8.11. Ferric iron concentration as a function of depth over a 5 year period. 

Figure 8.12 shows the pH of the solution as a function of depth over a 5-year simulation. It 

can be seen that pH decreased from 5 to about 3.5 in the zone between the spoil surface and 

depth of 0.5 m where oxygen is readily available. The/?//decreased again at a steady rate 

from 3.5 to 3 in the zone between 0.5 m and 2.5 m. Because of in this zone oxygen 

concentration decreased sharply and also some hydrogen ions were consumed due to the 

bacterial activity. At depths below 2.5 m pH increased steadily. In Case 1 where the H' -
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spoil interaction was not incorporated, solution pH dropped to 2 after 5 years of the 

simulation. But in Case 4 where the interaction between spoil and H' is allowed to take 

place, the pH value did not drop below 3 at any point of the spoil profile due to the 

neutralisation of acid, which in turn enhanced the precipitation and removal of ferric iron 

from the solution phase. 
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Figure 8.12./?// as a function of depth over a 5 year period. 

Figure 8.13 shows sulphate concentration versus depth after 5 years of the oxidation 

reaction. As the figure shows the sulphate concentration increases exponentially from 50 

moll m3 to about 56.2 mollm3 to a depth of 1.75 m and increases sharply to a depth of 

2.75 m. At this depth the sulphate concentration is about 63 mollm3. Below this depth the 

sulphate concentration again increases gradually to a depth of 6.5 m, where it reaches about 

70 mollm3. Below this depth it decreases steadily. 
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Depth (in) 

Figure 8.13. S04 concentration as a function of depth over a 5 year period. 

Figure 8.14 shows the total iron-discharging rate as a function of time predicted in the 

water leaving the spoil profile for Cases 3 and 4. A comparison was made with those results 

predicted by the POLS model (dots). The iron-leaching rate showed a similar pattern with 

time for both cases and the maximum rate occurred between 1750 to 2100 days. As Figure 

8.14 shows, the leaching rate in Case 3 is greater than in Case 4. This is because in Case 3 

the effective diffusion coefficient is four times greater than that in Case 4. 
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Figure 8.14. Total iron leaching rate vs. time in outlet boundary for Cases 3 and 4. 
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8.6 Conclusions 

A numerical model using the PHOENICS package is presented for simulation of long-term 

pyrite oxidation within the spoil of an open cut coalmine. Oxygen penetrated from the spoil 

surface to the reaction site by the mechanism of diffusion. The heat transfer was analysed 

using a simple enthalpy model. In this study the following conclusions were made: 

• Gaseous diffusion process is an important source for supplying oxygen to the reaction 

site. 

• Both oxygen and ferric iron produced by bacterially mediated oxidation of ferrous iron 

participate in the oxidation of pyrite. 

• The shrinking-core model can reasonably describe the pyrite oxidation process. 

• A comprehensive model of pyrite oxidation and subsequent leaching of pollutants should 

incorporate the acid neutralisation reaction, ion exchange process as well as the effects of 

complexation and precipitation reactions for ferric iron. 

• It was found that a model of pyrite oxidation in the backfilled site of an open cut mine 

should take into consideration the role of iron oxidising bacteria. 

• In the absence of bacteria, oxygen is the only important oxidant of pyrite and the 

oxidation rate is highly dependent on the effective diffusion coefficient. 

• The model developed here provides a useful tool for evaluating the efficiency of a 

rehabilitation plan to reduce pollutant potential. 

• This model in the future should further consider the role of sulphate reduction bacteria 

where they are active. 
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CHAPTER NINE 

TRANSPORTATION OF PYRITE OXIDATION PRODUCTS THROUGH 

GROUNDWATER FLOW SYSTEMS 

9.1 Introduction 

In studying groundwater pollution, it is important to understand the factors which 

govern the transport of contaminants contained in groundwater. It is well recognised 

that these solutes participate in several physical, chemical and biological transformation 

processes during the course of their movement. These processes should be taken into 

consideration in the development of the transport models. Knowledge of mass transport 

in porous media is important in site remediation activities. The processes governing the 

migration of contaminants can be considered in terms of transport processes and 

attenuation processes. The transport processes can be mathematically expressed by 

equations based on flow laws. These equations can be incorporated into a mass balance 

equation with those processes causing the attenuation of the contaminants. This yields 

the general governing partial differential equation for contaminant transport. The 

starting point for any formulation for contaminant transport in porous media is the 

application of the mass conservation principle. This principle applied to contaminants in 

a control volume of porous media reduces to: 

(mass inflow rate)- (mass outflow rate)± (rate of mass production or consumption)= 

(rate of mass accumulation) 

This conservation equation is described in terms of mass per unit time. There are two 

major processes for contaminant transport. Advection process is the migration of the 
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contaminant in the flowing groundwater. Dispersion refers to mixing and spreading of 

the contaminant within the groundwater system. 

The basic mechanisms of mass transport are given in Appendix D. 

9.2 Transport equation 

The basic partial differential equation describing the transport of dissolved species has 

been presented by several investigators (Rubin and James, 1973; Freeze and Cherry, 

1979; Jennings, et al., 1982; and Domenico and Schwartz, 1990). For the aqueous part of 

component i, the governing equation is given as: 

d«Ct) ) d(pbCt) _ d (D dcA 
'jk 

V 
dxt dXj dt dt dxj 

i = \,2,..., nc 

In the present work qi,^,pb and D are assumed to be constant, hence Equation 9.1 

reduces to: 

/ = 1,2,..., nc 

where, 

t = time (s); 

C( = concentration of dissolved species (mollm
3)', 

Xj = Cartesian coordinates (m); 

C, - concentration of the adsorbed form of species / of dry porous medium (mol I Kg); 

pb = bulk density of the medium (Kglm
3); 
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DJk = hydrodynamic dispersion tensor (m
2 Is), which in turn depends on the longitudinal 

and transverse dispersivities aL and aT (m) and the molecular diffusion coefficient 

qre = surface recharge (mis); 

S= sink and source terms representing the changes in aqueous component 

concentrations due to the chemical reactions; 

q. = vector components of the pore fluid specific discharge (m I s) and it is related to the 

pore water velocity by v. = li.. 
1 $ 

where, 

<j) = porosity. 

A summary of the type of chemical reactions and the law of mass action are given in 

Appendix E. 

9.3 Boundary and initial conditions 

A complete set of boundary conditions and an initial condition must be specified for 

each dissolved species to take into account for the effects of the outside of the system. 

The following boundary conditions were specified as follows: 

(i) Initial condition 

C(x,0) = C„„ x>0 

An initial condition describes the distribution of a dissolved species within the domain 

when the simulation begins (t = 0). 

(ii) The variable flux boundary condition 

In this kind of boundary condition, a constant flux with constant input concentration of 

the aqueous species can be specified along a boundary as given below: 
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q = C(0,t) = qreC0 , t>0 

(iii) Fixed boundary condition 

A fixed concentration boundary condition may also be specified instead of the flux 

boundary condition: 

C(0,t)= c 0, t>0 

(iv) Outflow boundary condition 

Another boundary condition may be specified at the outflow boundary: 

c(~,0 = e„„. *>o 

9.4 Analytical models 

Analytical models have been shown to be powerful tools for analysing solute transport 

processes (Domenico and Schwartz, 1990). In cases where a numerical model is not 

applied, in particular in the early phases of a project when it is often not necessary to 

use a comprehensive computer model, it may be appropriate to use a mathematical 

equation (Watson and Burnett, 1993). The solution of Equation 9.2 taking into account 

the Freundlich isotherm for linear ion exchange is given as follows (Reddi and Inyang, 

2000): 

C(x,t) = Cinit+±(CQ-Cinit)\erfc 

( RfX-v£ 

2A/*~A7 
+ exp XX 

( 

erfc 
Rfx + Vx A 

*vw 
where, 

Dx = hydrodynamic dispersion coefficient inx direction (m
2 Is); 

Rf = retardation factor (see section 9.5); 

Vr = x-direction velocity (ml s); 

x = distance in the x-direction (m); 

(9.3) 
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t = time (s); 

C0 = source concentration (mollm
3); 

C,.. = initial concentration (mollm3); 

C(x,t) = solute concentration at any point and time (mollm3). 

Equation 9.3 calculates the concentration C , at distance x, from the source at 

concentration C0, at the time t, and at initial concentration C,. 

In Equation 9.3 ' erfc' is referred to the complement of the error function, ' erf' which 

is given in terms of its argument fi (Appendix F). 

Equation 9.3 was used to verify the results of the numerical model for one-dimensional 

advection-dispersion with linear ion-exchange reactions transport of Na+ and CV 

species. 

It may be noted that Equation 9.3 can be reduced to Equation 9.4 when the retardation 

factor Rf is equal to 1 and the initial concentration is 0 (Fetter, 1988). 

C(x,t) = -^-\erfc 

rx-VA 
2 JDJ 

+ exp 

KD*J 

erfc 

fx + VxA 
2^t 

(9.4) 

In this case the dissolved species are non-reactive and distribution coefficient (see 

Section 9.5) is zero (Reddi and Inyang, 2000). 

9.5 Reaction on solid surfaces 

Reactions between dissolved species and the surfaces of porous medium solids play an 

important role in the transport processes (Domenico and Schwartz, 1990). Accurate 

predictions of the transport of sorbing chemical species can be often based on the 

knowledge of the equilibrium sorption reactions of the solutes. The sorption of mass 
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from solution is considered to be an important case of a heterogeneous equilibrium 

reaction (Domenico and Schwartz, 1990). The rate law (Rubin and James, 1973; 

Valocchi et al., 1981; Domenico and Schwartz, 1990) can be given as follows: 

where, 

Cj = concentration of the species i in the solid phase. 

Taking the linear Freundlich isotherm (for more information, the reader is referred to 

Grove, 1977; Volocchi et al., 1981; Domenico and Schwartz, 1990; Sheng and Smith, 

1997; Reddi and Inyang, 2000) and incorporating it into the transport Equation 9.2 

gives: 

f^pbjy ^dc, - d2cs da 

t J 
L=ni-Z±.Vx^L (9.6) 

dt x dx2 x dx 

where, 

Kd = distribution coefficient (the slope of the linear sorption isotherm). 

The quantity in parenthesis on the left-hand side is a constant and is called the 

Retardation Factor,/?.. Thus Equation 9.6 becomes: 

ac,. ^ d2Ci dC, 
dt x dx2 x dx 

Rf^7 = D*^T-v~^ <9"7> 

The retardation factor thus describes the average amount of retardation in the transport 

of the aqueous species relative to the average pore space velocity (Grove, 1977). In 

other words, the retardation factor causes a decrease in the values of the transport 

characteristics such as hydrodynamic dispersion coefficient/) and pore water velocityv 

(Domenico and Schwartz, 1990). 
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9.5.1 Ion exchange reactions 

Ion exchange is a special case of competitive sorption which occurs due to the 

substitution of cations in solids (Reddi and Inyang, 2000). This reaction is due to the 

electrostatic attraction between charged cations in solution and the surface charge on 

clay minerals. Clay minerals have an important fixed negative surface charge 

(Domenico and Schwartz, 1990). Cations binding to the exchange sites balance the 

negative surface charges of the mineral. These cations may exchange with other cations 

present in solution. Cation exchange reactions may neutralise the pH of the solution by 

the exchange of acidic cations such as H' and Al3' against basic cations such as 

Ca2' and Mg2'. 

In this thesis, the method presented for treating ion exchange reactions is similar to that 

employed by Rubin and James (1973). The ion exchange reaction is controlled by local 

equilibria. This assumption is applicable only when the ion exchange processes are 

relatively fast in comparison with the physical transport processes (Rubin and James, 

1973; and Jennings et al., 1982). 

The accuracy of the model was verified with the analytical solution incorporating a 

simplified linear sorption. Furthermore, the data from a field test presented by Valocchi 

et al. (1981) and two of the five computed examples presented by Rubin and James 

(1973) were used to validate the numerical model for non-linear ion exchange 

processes. These are exemplified in Case H (Rubin and James, 1973, Fig.5, pagel349) 

and also in the example involving a ternary 1:1:1 exchange (Rubin and James, 1973, 

Fig.7, pagel351). The model was then extended to the case of more complicated 

equilibrium-controlled ion exchange reactions, when close agreement was achieved 

between the present model and field measurements as well as those results of the model 
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presented by Rubin and James (1973). The present model has been implemented in the 

general-purpose PHOENICS computational fluid dynamic code. 

The ion exchange reaction can be written as: 

ntCj
nj (aq)+ njCt <=> ntC]. + nf? (aq) (9.8) 

where, 

n = valence of the ion; 

C = sorbed component. 

The mass action equation (Fetter, 1988; and Schnoor, 1996) for the above reaction 

reduces to: 

Kf = 
(c.-TfcT 

^ j vc'-y 
, i*j i,j = \,2,...,N (9.9) 

where, 

K( = ion exchange selectivity coefficient, assumed to be constant. In fact, K/ is not 

constant and is a function of the sorbed phase concentrations (Valocchi, et al., 1981). 

The method for derivation of the operational partial differential equations for ion-

exchanging transport is given in Appendix G. 

9.6 PHOENICS setting for ion exchange reactions 

This section explains how the PHOENICS package was used to set up the model of ion 

exchanging solute transport. A one-dimensional grid was constructed for the simulation 

purpose. 

In the case of linear exchange, the diffusion and convection terms are easily identified 

by comparing Equations 9.7 and the PHOENICS governing equation (Equation 7.3, 
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Chapter 7, Page 209). A slight modification is necessary for the transient term to change 

the transport equation to a "PHOENICS equivalent" format. The rearrangement of 

Equation 9.7 yields the following equation: 

ac,. â c. dc ac,. 
~dt~~Dxdx2 Vx^x~+{l-Rf)-d7 

(9.10) 

where, terms in dCjdt have been added to both sides. The last term in Equation 9.10 

identifies an additional source term, which was evaluated by FORTRAN 99 subroutines 

located in GROUP 13 of GROUND. The settings for this source in Ql-file and 

GROUND subroutine are provided in Table 9.1: 

Table 9.1. Settings in the Ql-file and G R O U N D subroutine for 

linear ion exchange reactions. 

Setting in Ql-file: 

PATCH (C1S0UR , VOLUME, 1,NX, 1,NY, 1,NZ,1,LSTEP) 

COVAL (C1SOUR.C1 ,GRND2 ,GRND2 ) 

The FORTRAN coding for this source in 
GROUP 13 of G R O U N D routine: 

C — GROUP 13. Boundary conditions and 
special sources: 

C — SECTION 3 — coefficient = GRND2 
IF(INDVAR.EQ.C 1 )THEN 
IF(NPATCH.EQ.'C 1 SOUR')THEN 

C — Add source (R/ _n (Cold -c)1^ 
C Coefficient is (/? -\)ldt 

LOCO = LOF(CO) 
D O 13201 IY = IYF,1YL 
DO13201IX = IXF,IXL 
ICELL = IY+(IX-1)*NY 

C Rf = RG(1) 
GRETRD = RG(1) 
F(L0CO+ICELL) = (GRETRD-1)/DT 

13201 CONTINUE 
ENDIF 
ENDIF 
RETURN 

C — SECTION 14 value = GRND2 
IF(INDVAR.EQ.C1)THEN 
IF(NPATCH.EQ.'C1 SOUR')THEN 

C VALue is: CM 
L0VAL = L0F(VAL) 
D0 13131IY = IYF,IYL 
D0 13131IX = IXF,IXL 
ICELL = IY + (IX-1)*NY 
F(L0VAL+ICELL)= VARYX(OLD(Cl)) 

13131 CONTINUE ENDIF 
ENDIF 
RETURN 
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9.6.1 Additional source terms due to the non-linear quaternary heterovalent ion 

exchange reaction, i.e. 

[nc=4,Px:P2:P3:P4 =1:2:2:2 Cx=Na, C2=Mg, C3=Ca, C4=Fe) 

The transport equations governing non-linear ion exchanging solutes with nc = 4 and 

Px :P2 :P3 :P4 =1:2:2:2 contain additional source terms which were calculated 

during each iteration by FORTRAN 99 code in the GROUND file. Table 9.2 outlines 

how each source term was activated using settings made in the Ql-file. 

Table 9.2. Settings in the Ql-file to activate each source term, with C O and V A L 

referring to the corresponding coefficient and value settings within PHOENICS. 

Solute 

Na+ 

Mg2+ 

Source 
Term 

afnd[Na
+] 

0fnd[Mg
2*} 

*, * 

Jnd[Ca2*] 
S, dt 

^ gt dt 

-fn*{Mg2*] 

JnANa'] 
g1 & 

Jnd[Ca2+\ 
g2 dt 

af»d\Fe
2+] 

g2 dt 

PHOENICS 
Variable 

C19 

C17 

PATCH 
Name 

NAWCEXl 

NAF11E2 

NAF12E3 

NAF13E4 

NAF14E5 

MGWCEX1 

MGF22E2 

MGF21E3 

MGF23E4 

MGF24E5 

PATCH 
Type 

VOLUME 

VOLUME 

VOLUME 

VOLUME 

VOLUME 

VOLUME 

VOLUME 

VOLUME 

VOLUME 

VOLUME 

Coefficient 

CO 

GRND 

GRND 

FDCFLU 

FEXFLU 

FD(FLU 

GRND 

GRND 

FDCFLU 

FDCFLU 

FDCFLU 

Value 
VAL 

GRND 

GRND 

GRND 

GRND 

GRND 

GRND 

GRND 

GRND 

GRND 

GRND 
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Table 9.2. (Continued). 

Solute 

Ca2' 

Fe2' 

Source 
Term 

d iACa^ 
11 p) dt 

JvAca1*] 
P g, * 

0fMd[Na
+] 

P ft dt 

afndW
+\ 

P ft dt 

./Mah
2+] 

ft dt 

(1 r)^' U *J 3/ 

./«a[^2+] 

" * 4 * 

./«aM 
ft * 

,/^kr2*] 
ft 3' 

./43a[cfl
2+] 

ft * 

PHOENICS 

Variable 

C15 

Cl 

PATCH 
Name 

CAWCEXl 

CAF33X2 

CAF31X3 

CAF32X4 

CAF34X5 

IR2WCEX1 

IR2F44X2 

IR2F41X3 

IR2F42X4 

IR2F43X5 

PATCH 
Type 

VOLUME 

VOLUME 

VOLUME 

VOLUME 

VOLUME 

VOLUME 

VOLUME 

VOLUME 

VOLUME 

VOLUME 

Coefficient 

CO 

GRND 

GRND 

FDCFLU 

FDCFLU 

FDCFLU 

GRND 

GRND 

FDCFLU 

FDCFLU 

FDCFLU 

Value 
VAL 

GRND 

GRND 

GRND 

GRND 

GRND 

GRND 

GRND 

GRND 

GRND 

GRND 

9.7 Model verification 

9.7.1 One-dimensional advection-dispersion with linear ion-exchange reaction 

transport model 

The present numerical model of ion-exchange processes has been checked by 

comparison with analytical solutions for one-dimensional advection-dispersion with the 

linear ion exchange reaction transport model. In the following example (Parkhurst and 

Appelo, 2002) a 130 m flow tube contains water with zero initial concentration. The 

concentration of the displacing solution is 1 mmol/Kgw and the pore-water flow 
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velocity (v) is 4.75 xl0~7 m/s (15m/year). The dispersivity (aL) is 5 m, and the 

effective diffusion coefficient (Ddif) is 0 m
2 Is. The simulation time is 4 years. Two 

chemical species are considered in the model. The first is Cl~ with a retardation factor 

of 1 and the other is Na' with a retardation factor of 2.5. The hydrodynamic dispersion 

coefficient reduces to: Dx = Ddif +aLv = 0 + 5x4.75x 10~
7 = 2.4x 10"6 m21s. 

This example was first solved using analytical Equation 9.3 for both species CV and 

Na'. To solve the problem numerically, the PHOENICS code was modified to solve 

Equation 9.7. A one-dimensional coordinate system with a uniform grid spacing 

consisting of 70 cells was constructed. The x-direction was used to simulate horizontal 

flow. Fifteen (15) time steps were assigned for the simulation. A first-type or Dirichlet 

boundary condition was assigned at the inlet (x = 0), i.e. C(0,r) = 1 mmol/Kgw. An 

initial value of 0 was maintained at t = 0. A value of 0 was specified at the outlet 

boundary, i.e. C(°°,t) = 0 

1-0 _ 

0.8 

^T 0.6 

O 

S 
5 
Cj 0.4 

0.2 

0.0 

o o • a Analytical solution 

Numeri c al mo de 1 

50 100 ISO 

Distance (m) 

Figure 9.1. Comparison of numerical modelling and analytical solution for one-

dimensional advection-dispersion with linear ion-exchange transport of Na' andC/~. 
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Figure 9.1 shows the comparison of the numerical modelling results with those obtained 

using analytical solutions for one-dimensional advection-dispersion with linear ion-

exchange reactions resulting in the transport of species CV anc\ Na'. The close 

agreement between the simulated and calculated profiles illustrated in Figure 9.1 

indicates that PHOENICS can reliably simulate solute transport problems in porous 

media (average error 12.65 %) 

9.7.2 Nonlinear ion exchange model verification 

Three examples are described below to verify the capabilities of the finite volume 

modelling of the ion exchange reaction. In the first one, the accuracy of the finite 

volume model using PHOENICS for the simulation of ternary heterovalent exchange 

reactions between the ions Mg2', Ca2', and Na' was assessed using field 

measurement data presented by Valocchi et al. (1981). The second and third examples 

are taken from Rubin and James (1973). 

The data used for the simulations correspond to those of real systems. In these 

examples, it was assumed that the flow system is saturated and the water flow is in a 

steady state. Furthermore, transport of species is influenced by hydrodynamic 

dispersion as well as by equilibrium-controlled ion exchange. It was also assumed that 

the ion exchange equilibrium is the only chemical reaction present in the simulations. 

After verification of the finite volume model with these examples, the model was then 

extended to the case of the more complex ion exchange of Mg2' ,Ca2', Fe2' and Na'. 

(a) Verification of the ion-exchanging reactive transport model with field data 

To check the capability of the numerical model using the PHOENICS package to deal 

with chemically reactive transport phenomena, the model was used to simulate a field 
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experiment in the Palo Alto Baylands, California involving nonlinear ion exchange 

reactions. For this simulation field data were taken from Valacchi et al. (1981). In this 

field problem, a municipal effluent was injected into a shallow alluvial aquifer and the 

breakthrough curves of the major anions and cations were plotted based on the 

monitored data at an observation well S23, 16 metres from the injection well. The 

principal chemical process involved in the transport is the ternary heterovalent ion 

exchange Na' , Ca2' , and Mg2'. 

A one-dimensional simulation was performed for this process. A 16 metre horizontal 

profile was divided into 50 equal sized control volumes. The effluent water was injected 

at an average rate of 21 m3 Ihr and the aquifer had a thickness of 2 metres. The initial 

and injection water compositions as well as the selectivity coefficients are listed in 

Table 9.3. As detailed by Valacchi et al. (1981), the bulk density of the medium was 

1875 g/l, the cation exchange capacity was 0.1 meq/gr and the porosity was 25 %. A 

hydrodynamic dispersion coefficient of4xl0_4m2/,s was selected. For this simulation, 

groundwater velocity was calculated using the following equation: 

v=—^— (9.11) 
2nb<l> r 

where, 

Q = rate of injected water into well at source point (m3 Is); 

b = thickness of the aquifer (m); 

<p = porosity (dimensionless); 

r = distance between injection well and the observation well (m). 

Figures 9.2 compare the field and the simulated breakthrough curves for 

Ca2' and Mg2' at well S23. The model predictions some what agree with the field 

measurements (average error 13.21 %). 
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Table 9.3. Selectivity coefficients initial and source concentrations for a ternary 

heterovalent ion exchange problem (Valocchi et al., 1981). 

Chemical component Aqueous concentration in 

injected well (meqlm3) 

Initial concentration 

(meqlm3) 

CV 

Na' 
Mg2' 

Ca2' 

9.03xl0+3 

9.40x10+3 

4.94x10'2 

2.12xl0+3 

1.61xl0+5 

8.66X1044 

1.79X10+4 

l.llxl0+4 

Chemical reaction 

Mg2' + 2Na <r>2Na' + Mg , 

Ca2'+ 2Na <r*2Na'+ Ca 

1 
(Mg2' *\ 

[Mg J 

f JvX 
[Na* , 

2 
(Ca2' \ 

v Ca J 
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K\ = 0.33 

K; = 0.59 
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Figure 9.2. Comparison of the field observations (quoted in Valocchi et al., 1981) and 

simulation results for breakthrough curves of Ca2' and Mg2'. 
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Using Equation 9.11 the groundwater velocity reduces to 1.16X10-4 mis. The elapsed 

times were calculated from the rate of water injection. A longitudinal dispersivity of 1.5 

m was selected. 

As Figure 9.2 shows from the beginning of the simulation to time about 55 hours, Ca2' 

and Mg2' concentrations decrease because the low concentrations of aqueous species 

in the injected water displace the high-concentrations in the groundwater. Between 

times 55 hours and 200 hours the solute concentrations remained to a level 

concentration. During this time period, the injected water and the solid material of 

porous medium reached an equilibrium. After that the ion exchange process retards the 

concentration profiles. Between times 200 and 1000 hours a concentration plateau 

occurred due to the competitive interactions between the Mg2' and Ca2'. Walter et al. 

(1994a) also used this field data to validate their own model and similar observations 

were obtained. 

(b) Leaching of a sodic soil - binary heterovalent ion exchange 

In the second example, the ion exchange reaction taking place involves two ions of 

different valence, Na+ (monovalent, Px =1) and Ca
2+ (divalent, P2 = 2 ) . The influent 

contains high concentrations of Ca, and gypsum is not present in the soil. The initial 

and the influent concentrations, selectivity coefficient as well as other parameters are 

provided in Table 9.4. 

To solve this example numerically using PHOENICS, a one-dimensional non-uniform 

grid (power/ratio was equal to 1.4) was constructed with 150 cells. The number of time 

steps used was 14 and the time-steps were set via a power-law expansion (power was 

equal to 1.0). The y-direction was used to simulate vertical flow. A total iteration of 500 

was assigned to the simulation. 
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Table 9.4. Ion exchange parameters for a binary heterovalent 

exchange reaction (after Rubin and James, 1973). 

Reaction Selectivity coefficient 

Ca2' + 2Na <=> 2Na' +Ca K\= 0.078 

Na^fCa2'^ 
K = 

Na' 
V 
Ca 

where, 

Px:P2:=l:2, Binary exchange 

C, = Na, C2=Ca,CT= 0.434 

Cicwfc,, = 0.002, CmUux) = 0.0072, CT{Mlux) = 0.0092 

Cum = °-028> c2(m = °-002> cnm = °-03 

0 = 0.54, /?6 =1.2, q = 1.5855 Xl0~
7 mis, D = \.5855xl0~s m2 Is 

The program was then run for different leaching durations of 14.6, 29.2 and 43.8 days. 

A comparison of the concentration profiles for the species Na' and Ca2' predicted by 

the model and those predicted by the Galerkin-finite element model of Rubin and James 

(1973) are shown in Figure 9.3 (average error 2.28 %). 

Figure 9.3 shows that only the upper parts of the Na' and Ca2' profiles are affected 

significantly by the ion exchange process. These effects are more pronounced with 

increased elapsed time. The lower parts of these profiles reflect more the original pore 

water concentration while the effects of influent concentrations are relatively very low. 

(c) Ternary, 1:1:1 ion exchange 

The third example involves a ternary P{: P2 : P3 = 1:1:1 exchange. In this case the values 

of CT and solute composition in the influent is different from the background porous 

medium solution. Table 9.5 shows the background and the influent concentrations of the 

ions involved in the ion exchange reaction, selectivity coefficients and the properties of 

the system. 
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Figure 9.3. Changes in concentration profiles due to the leaching of a sodic soil. The 

numbers labelling the curves show leaching duration in days, comparison with published 

data (from Rubin and James, 1973). (a) Profiles for the dissolved sodium ions, (b) 

profiles for the dissolved calcium ions. 
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A one-dimensional non-uniform grid (power/ratio was equal to 1.4) was constructed 

with 150 cells to solve the problem numerically. Fourteen time steps were assigned with 

a power-law (power was equal to 1.0) distribution. The number of iterations was 500. A 

whole-field method (CHAM, 2000) was selected for the solution of the problem. Once 

again the y-direction was used to simulate vertical flow. 

Table 9.5. Ion exchange reaction parameters for a ternary homovalent 

exchange (after Rubin and James, 1973). 

Reaction Selectivity coefficient 

C2 + Cx <=> C 2 + C' Kl2=0.2 

C3'+CX <=>C3+C,
+ *3'=25 

where, 

CT =0.026, Cr(influx) =60meq/l, Crm=l20meq/l 

(<VQLux=i-°> (c2/cT)mm=o.o, (cjcT)mm=o.o 

r C C 
Ul(imt) _, 2 ^2(init) _ Q y 3(imt) _ Q £ 

r C ' ' C 
W(influx) *^r(influx) ^r(influx) 

0 = 0.54, A, =1.2, ^ = 1.5855xl0~7m/5, £) = 1.5855xl0"8m2/5, ^ = 14.6^5 

Figure 9.4 shows a comparison of the concentration profiles for species 

C,,C2 andC3predicted by the finite volume model and those obtained by the finite 

element model developed by Rubin and James (1973) (average error 2.01 %). 

The results predicted by the present model agreed closely with those predicted by the 

modelling results of Rubin and James (1973), suggesting that the finite volume model 

using PHOENICS package is able to accurately simulate the physical processes as well 

as the chemical reactions affecting the transport of the dissolved species. 
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Figure 9.4. Concentration profiles resulting froml4.6 days of leaching of a soil 

with ternary, 1:1:1, non-linear ion exchange, comparison with published data 

(from Rubin and James, 1973). 

(d) Quaternary heterovalent ion exchange problem (Px :P2 :P3 : P4 =1:2:2:2 ) 

After validation of the finite volume model using analytical solutions, field data as well 

as a published numerical model, the model is now extended to a more case of a 

complicated exchange reaction in which species of Ca2',Mg2',Fe2' and Na' are 

involved in the ion exchange reaction. The background and influent concentrations of 

solute involved in the ion exchange reaction, selectivity coefficient and physical 

parameters of medium are given in Table 9.6. 

A one-dimensional finite volume grid was constructed with 27 elements to simulate the 

above problem. The length of the model was 16 m. One hundred time steps with a 

power law distribution (power =1.5) were considered. A total iteration of 250 was 

assigned to the simulation. The model was run for different leaching durations of 60, 

120, and 200 days. A grid distribution with geometric pressure was used with a 
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power/ratio of 1. A n upwind differencing scheme was considered (see Chapter 7, 

Section 7.9.3, Page 221). 

Table 9.6. Ion exchange reaction parameters for a quaternary 

heterovalent ion exchange problem (unpublished data). 

Chemical reactions 

Mg2'+2Nat=> 

Ca2' +2Nas=> 

Fe2' +2Na<r* 

where, 

C, = Na, C2 = 

{cjcT)in{lux • 

Cl('m') = 1 . 0 5 , 
^T(iaflux) 

^ = 0.35, pb 

Mg + 2Na' 

Ca + 2Na' 

Fe + 2Na' 

Mg, C3=Ca, C4 = Fe, 

Selectivity Coefficient 

K\ = 0.2 

^=0.1 

K\=0.5 

CT =0.lmeql gr 

= 0.92, (C2/Cr)infte=0.03, (C3/Cr)uha=0-0, (C4/Cr)fafto =0.05 

c2im =Q2f 

c 

= 1.2grlcm3, q 

r 
^3(/«i0 

c 

= 1.0> 

= 0.3, C*{ini,) = 0 . 4 5 
C 

:10~7m/s, D = 8.0xl0~8m2/.s 

The concentration profiles for solutes Na+, Ca2+,Mg2+ as well as Fe2+ predicted by the 

finite volume model are shown in Figure 9.5 which shows that only the upper parts of 

the c,,C2,C3andC4 concentration profiles are affected by the exchange reaction. The 

lower parts of the profiles reflect primarily the mixing between the less concentrated 

influent and the more concentrated background pore space fluid. 
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Figure 9.5. Concentration profiles of leaching of a soil with 1:2:2:2 exchange. The 

numbers labelling the curves show leaching duration in days. (4-a) Profiles for Na' 

ions, (4-b) Profiles for Ca2' ions, (4-c) Profiles for Mg2' ions, (4-d) Profiles for Fe 

ions. Leaching duration is 200 days. 

2+ 

9.8 Other chemical reactions 

Many other chemical reactions m a y take place during the transport of the oxidation 

products through the groundwater flow system. Included in these reactions are the acid 

neutralisation reaction, precipitation reaction, and complexation reaction. These 

reactions were incorporated in the present model. A simple empirical model quoted in 

Jaynes et al. (1984a) was used in order to take into account H' neutralisation reactions 

taking place in open cut coalmine spoil (Appendix H ) . Ferric iron precipitation and 

complexation reactions were considered based on the concept of local equilibrium. The 

modelling methods for these reactions are given in Appendix I and Appendix J 
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respectively. Finally the role of iron-oxidising bacteria and sulphate reduction bacteria 

are provided in Appendix K. Although the role of sulphate reduction bacteria was 

ignored in the present work, the model is capable of simulating this, and the role of such 

bacteria should be taken into consideration where they are active. 

9.9 Two-dimensional simulation 

9.9.1 Modelling setting and input data 

Two-dimensional simulations were also performed to demonstrate the capability of the 

finite volume model for prediction of the long-term pyrite oxidation and transportation 

of the oxidation products from backfilled open cut coalmines. The input parameters are 

similar to those input data used for one-dimensional simulation (Table 8.1, Chapter 8, 

Page 247) but slight modification was made to the influx and background chemistry of 

the aqueous components. Chemical species considered in the two-dimensional 

simulations are the same as those in the one-dimensional model with inclusion of Mg2*, 

Ca2+ and N a + in order to simulate the non-linear ion-exchange processes. These 

chemical species with their influx and background concentrations are listed in Table 9.7. 

Table 9.7. Source and background concentrations of aqueous 

components used for two-dimensional simulations. 

Chemical component 

Fe2' 

Fe3' 

so;2 

Ca2' 

Mg2' 

Na' 

pH 

Source concentration 

moll m 

5.00X10-1 

2.00x10-5 

5.00x10' 

2.25x10"3 

1.24X10-3 

2.50x10"' 

4 

Background concentration 

moll m3 

5.00x10"' 

0 

5.00x10' 

1.64X10-3 

2.50X10-5 

3.00x10"' 

5 
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The two-dimensional cross-sectional dimensions are 50 m horizontally by 20 m 

vertically and this domain is discretised into 40x20 control volumes of size 1.25 m 

horizontally x 1 m vertically. Figure 9.6.a shows the finite volume grid of the problem. 

The groundwater flow system was assumed to be steady. The difference head between 

the left and the right boundaries was maintained at 0.1 m. An average recharge value of 

0.3 mlyr was considered for the upper boundary (spoil surface). For the simulation it 

was assumed that reactive pyrite was contained only in a 12.5-m-wide segment of the 

unsaturated zone of the spoil (Figure 9.6.b). 

The upper 4 m of the grid was assumed to be unsaturated and the remainder fully 

saturated with a constant porosity of 0.321. For simplicity the horizontal component of 

the velocity was ignored in the unsaturated zone and flow was only assumed to be 

vertical in this zone. Horizontal and vertical hydraulic conductivities of 1.50xl0-5 m/s 

and 1.50X10-6 m/s were used for the simulation. Horizontal and vertical dispersion 

coefficients of 7.0xl0-9 m2 Is and 5.0xl0-9 m2 Is were specified for the model. The 

steady state flow system in terms of velocity vectors is given in Figure 9.6.c. 

The spoil temperature was assumed constant at 15 °C and the temperature rise due to 

the oxidation reactions was predicted using an enthalpy balance as described in Chapter 

8, Section 8.3.1, Page 244. Three different cases with various specific conditions were 

selected to perform the two-dimensional simulations. These conditions are listed in 

Table 9.8. The spoil surface was maintained as a first-type boundary condition for 

oxygen equal to its atmospheric concentration (9 mollm3 ~ 0.21 moll mol). Both first 

- type and zero concentration gradient boundary conditions were specified above the 

water table for the oxygen transport model. 
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Figure 9.6. Two-dimensional simulation cross-section: (a) finite volume grid; (b) 

hydraulic head and the segment of the spoil where oxidation reactions take place; (c) 

velocity vectors. 
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Table 9.8. Illustration of the specific conditions for two-dimensional simulation cases. 

Case 

2D-1 

2D-2 

2D-3 

Diffusion coefficient 

m2 Is 

2.0x10-7 

2.0x10-7 

2.0xl0-7 

ion-exchange 

process 

not included 

not included 

included 

bacteria 

absence 

present 

absence 

H' - spoil 

interaction 

not incorporated 

incorporated 

not incorporated 

The spoil solution initially contained no oxygen. To avoid non-linearity problems, no 

ferric complexation reactions were allowed to take place. Ferric precipitation reaction 

was incorporated for 2-D simulations. A n oxidation period of 10000 days (-27 years) 

was considered for the simulation. 

The simulation results for oxygen concentration, temperature, fraction of pyrite 

remaining and the fraction of pyrite oxidised as well as the results of the aqueous 

components are given in the form of contour plots. The contours of the oxygen 

concentrations as well as the aqueous components are in terms of moles per cubic metre 

(mollm3), the contours showing the distribution of temperature through the spoil are 

given in terms of °C. The contours of the fraction of pyrite remaining and the fraction 

of the pyrite oxidised are in terms of kg/kg and percent (%) respectively. 

9.9.2 Two-dimensional simulation results 

(a) Case 2D-1, without ion-exchange process, no acid neutralisation, no bacteria 

are present 

In first two-dimensional (Case 2D-1) analysis, an effective diffusion coefficient of 

2.0x10-7 m2 Is was considered for the oxygen diffusion model. This case was 

conducted with no acid neutralisation reaction and the role of bacteria in the oxidation 
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reaction was not taken into account. In this case, chemically produced ferric iron 

resulting from the oxidation of ferrous iron had no significant role on the pyrite 

oxidation and oxygen was noted to be the main oxidant for the oxidation processes. 

Because a fixed boundary value of less than 0.1 mollm3 was maintained for oxygen at 

the top of the water table, oxygen decreased linearly from the spoil surface to the water 

table. Figure 9.7 shows the simulation results for oxygen concentrations after 5 years. 

Oxygen decreased in the segments where the oxidation reactions take place. 

20 m , , 

0 Distance (m) 50 m 

Y 

Oxygen concentration (mol/m3) —» Velocity vector t 

Figure 9.7. Oxygen concentration after 5 years of simulation. 

The depletion zone of oxygen due to the chemical oxidation of ferrous iron as well as 

pyrite oxidation is well illustrated in Figure 9.8.a, where a zero gradient type boundary 

condition rather than a fixed boundary was specified as a bottom value for the oxygen 

balance. 

Figures 9.8.b and 9.8.C show the contour plots for the pyrite fraction remaining and the 

fraction of the pyrite oxidised for a simulation time of 5 years. It was supposed that 

reactive pyrite was contained only in a 12.5-metre-wide segment of the spoil. 
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Figure 9.8. 2-D simulation results after 5 years: (a) oxygen concentration; 

(b) pyrite fraction remaining; (c) pyrite fraction oxidised. 
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As Figure 9.8.c shows that more than about 15 % of pyrite was oxidised in the section 

above the water table where the concentration of oxygen is high. In the zone where the 

oxygen decreased to less than 3 mol lm3, only about 1 % of the pyrite was oxidised. 

Figures 9.9.a and 9.9.b show the temperature distribution within the spoil section 

predicted after 5 and 10 years of simulations, respectively. As these figures show in the 

zone where the pyrite oxidation reaction takes place, the temperature rose from a 

background spoil temperature equal to 15 °C to a maximum value of more than 15.6 

°C. This maximum temperature decreased to 15.5 °C after 10 years of the simulation. 

A good correlation between reduction of pyrite oxidation and reduction of temperature 

by time is shown. 
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a 

-1 
W 

15.0 _ 

15.0 
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(b) 
Figure 9.9. Temperature rise after: (a) 5 years; (b) 10 years of the simulation. 
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pH is the principle factor controlling the quality of the open cut coalmine discharge 

water. Figures 9.10.a and 9.10.b show /?//variations after 5 and 10 years of simulations. 

No pH neutralisation process was considered in this case. The initial pH change 

occurred in the unsaturated zone where the oxidation reactions take place and then 

spread into the saturated groundwater flow system. The pH dropped to less than 2.5 at 

the shallow unsaturated zone where the oxygen reacts with pyrite and hydrogen ions are 

released. The pH increased to its background value in the direction of groundwater 

flow. 

20 m 

Distance (m) 

(a) 

20 m 

50 m 

Distance (m) 

(b) 

Figure 9.10. pH after: (a) 5 years; (b) 10 years of simulation. 

50 m 
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Figures 9.11.a and 9.1 l.b show the concentration of sulphate for time periods of 5 and 

10 years. The S04 peak occurs in the unsaturated zone where oxygen is present; in 

this zone S04 increased from its background concentration (50 mollm
3) to 54 

mollm3. In this case because oxygen is the only oxidant, no considerable amount of 

S04 ~ was produced. 

20 m 

a 
o 
fl 
> 
ID 

Distance (m) 

(a) 

20 m 

a 
o 
fl 
> 

50 m 

Distance (m) 

(b) 

Figure 9.11. S04
2~ concentrations after: (a) 5; (b)10 years of simulation. 

50 m 

Ferric iron concentrations are shown in Figures 9.12 and 9.13. In Figures 9.12.a and 

9.12.b, the simulation time is 5 years while in Figures 9.13.a and 9.13.b the ferric 

concentrations are given for a time period of 10 years. 
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In Figures 9.12.b and 9.13.b the effects of the ferric precipitation are included. In Case 

2D-1, because the chemical oxidation of ferrous iron is the main source of ferric iron 

generation no significant ferric iron was generated. Therefore, the role of Fe3' in pyrite 

oxidation was insignificant. The concentrations of ferric iron are mainly restricted to the 

unsaturated zone where oxygen is diffused through the pore space of the spoil. As 

illustrated in Figures 9.12.b and 9.13.b, the precipitation reaction removed ferric iron 

from the solution phase in the direction of the groundwater flow where the pH is above 

3. 
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Figure 9.12. Fe3' after 5 years of simulation: (a) without precipitation reaction: 

(b) including precipitation reaction. 

50 m 
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Figure 9.13. Fe after 10 years of simulation: (a) without precipitation reaction; 

(b) including precipitation reaction. 

Figures 9.14.a and 9.14.b show ferrous iron concentrations for simulation times of 5 and 

10 years. A peak concentration (above 2.5 mollm3) occurred in the unsaturated zone at 

5 years due to the presence of oxygen and some Fe2' penetrated to the saturated zone 

by surface recharge. Ultimately Fe2+in the saturated zone was transported in the 

direction of groundwater flow (Figures 9.14.b). In Case 2D-1, because no bacteria were 

active and the chemical oxidation of ferrous iron is too slow, no significant ferrous iron 

was removed and converted to ferric iron. Fe2' concentration was mainly attenuated by 

physical transport processes in the direction of groundwater flow. 
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Figure 9.14. Fe2+ concentration after: (a) 5 years; (b) 10 years of simulation. 

(b) Case 2D-2, without ion-exchange process, incorporating acid neutralisation, 

bacteria are present 

In Case 2D-2, bacteria were allowed to be active and also the interactions between H' 

produced by the oxidation processes and the spoil were considered. In this case the pH 

of the system was not allowed to drop below 2.5. The interaction between H' and the 

spoil and also maintaining the pH closer to the optimum pH required for the maximum 

activity of the iron-oxidising bacteria (=3), caused more ferric iron to be produced by 

the bacterially mediated oxidation of ferrous iron. Consequently more pyrite was 

oxidised. 
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Figure 9.15 shows the oxygen concentration for a 5-year-period of the simulation. In the 

segment where chemical reactions take place, more oxygen was consumed due to 

bacterial activity. 
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Figure 9.15. Oxygen concentration after 5 years of simulation. 

Although not shown, at early times, Fe2' concentration is relatively large in the 

unsaturated zone whereas the ferric iron concentrations are very small. This is because 

at the very beginning of the simulations, pH is high (more than 4) and is not favourable 

for the bacterial activity to convert ferrous iron to ferric iron. 
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Figure 9.16. Fe after 5 years of simulation. 
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The ferrous iron concentrations for simulation times of 5 and 10 years were illustrated 

in Figures 9.16 and 9.17. After 5 years of the simulation (Figure 9.16), pH reached 

about 3; a favourable pH required for bacterial activity. The bacteria catalysed the 

ferrous iron oxidation reaction and more Fe2' converted toFe3'. Therefore, ferrous iron 

concentration decreased in the unsaturated zone whereas the ferric iron concentrations 

increased considerably in this zone. 

After 10 years of the simulation (Figure 9.17), pH is still in the range that it is 

favourable for bacterial activity; therefore, low concentrations of ferrous iron are seen in 

the unsaturated zone where the ferric concentration is dominant and a peak 

Fe2' concentration is seen in the saturated zone. 
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Figure 9.17. Fe2' after 10 years of simulation. 

Figures 9.18.a And 9.18.b show the solution pH for simulation times of 5 years and 10 

years respectively. As pyrite oxidation takes place the pH dropped significantly 

(average pH is 3 in the unsaturated zone) but unlike Case 2D-1, the pH did not drop 

below about 2.5 due to the neutralisation reactions and also taking into account the 

reaction between the spoil and H'. By 10 years the average pH is about 3.5 in the 

unsaturated zone due to the transport of hydrogen ions downward by the water flow. 
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Figure 9.18. pH after: (a) 5 years; (b) 10 years of simulation. 
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Figure 9.19.a shows the ferric iron concentration after 5 years of simulation. The 

concentrations of Fe3' are high in the unsaturated zone where oxygen is available and 

the conditions for maximum bacterial activity are favourable. The ferric concentrations 

are limited to the unsaturated zone, but as time progresses (Figure 9.19.b) some is being 

transported below the water table. In the case where pyrite is present below the water 

table, Fe3' is converted back into Fe2' through the Fe3'- pyrite reaction. By 

incorporating the ferric iron precipitation reaction (Figure 9.19.c), aqueous ferric iron 

was removed from the solution phase in the saturated zone where the pHis greater than 

3.5. 
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Figure 9.19. Fe3' concentration after: (a) 5 years; (b) 10 years (without precipitation 

reaction); (c) 10 years (including precipitation reaction) of simulation. 
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Figures 9.20.a and 9.20.b show S04 concentrations for time periods of 5 and 10 years. 

Unlike Case 2D-1, in Case 2D-2 considerable amounts of S04
2~were produced due to 

the fact that both oxygen and Fe react with pyrite and higher S04 concentrations are 

produced. 
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2-Figure 9.20. S04 concentration after: (a) 5 years; (b) 10 years of simulation. 
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Although not illustrated, early in the simulation the S04 peak occurs in the 

unsaturated zone. Pyrite-oxygen reaction is recognised to be the only important source 

for S04 production at the beginning of the simulation. 

At 5 years (Figure 9.20.a), an S04
2~peak (greater than 63 mollm3) occurred in the 

saturated zone due to a downward recharge water flow. In the saturated zone, S04 

spreads by groundwater flow. By 10 years (Figure 9.20.b), the S04
2~ peak moved 

further down into the saturated zone to about 6 metre depth, whereas 

S04 concentrations in the unsaturated zone began to decrease. N o significant 

concentrations of SOA ~ were produced in the saturated zone by the reaction between 

ferric iron and pyrite, because, for two-dimensional simulations, it was considered that 

only pyrite in a 12.5-m-wide segment of the unsaturated zone participates in the 

oxidation reaction. 

(c) Case 2D-3, incorporating ion-exchange process, without acid neutralisation 

process, bacteria are absence 

Case 2D-3 is similar to Case 2D-1 but ion exchange reactions were allowed to take 

place between the ions Fe2', Ca2', Mg2', and Na'. A cation exchange capacity of 

0.1 meqlgr was used for the simulations. The selectivity coefficients used here are 

listed in Table 9.6. Figure 9.21 shows the evolution of Fe2' over 10 years of 

simulation. Due to flowing groundwater, some Fe2' is removed from the solution 

phase due to substitution by Na'. 
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Figure 9.21. Evolution of Fe2' concentrations at: (a) 2.5; (b) 5; 

and (c)10 years of simulation. 
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9.10 Conclusions 

This chapter briefly discussed the main processes of mass transport. The details of these 

processes are provided in Appendices D through K. One-dimensional models were used 

to simulate various cases of nonlinear ion exchange processes and these models were 

validated with analytical, numerical models and field monitored data, suggesting that 

the finite volume model using PHOENICS package is suitable for the reactive transport 

of the pyrite oxidation products through groundwater flow relating to backfilled open 

cut mines. Unlike rate-controlling reactions which are very slow such as the pyrite 

oxidation reaction and the chemical oxidation of ferrous iron, for those chemical 

reactions which are relatively fast, such as precipitation and ion exchange reactions, a 

local equilibrium was assumed. 

The results of the two-dimensional simulations are also given in this chapter. These 

results show how contaminants spread into groundwater systems and how the physical 

and chemical processes influence the transport of the pyrite oxidation products. The 

results of the 2-D simulations can be used for designing effective site remediation 

programs in order to minimise environmental effects arising from abandoned backfilled 

open cut coalmines. 

The results of 2-D simulations indicate: 

• Bacterial activity caused a sharp depletion of oxygen in vadose zone 

• The oxidation of only small fraction of pyrite is enough to generate acid mine 

drainage load. Considerable pyrite creates a long-term source of acid mine drainage 

that if no action is taken to reduce the acid generation and pollutant leaching, the 

receiving environments and water resources will be seriously damaged. 
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• The lowering of pH in the range between 2.5 to 3.5, the bacterial oxidation of pyrite 

is enhanced. Subsequently the bacterial action produces more Fe3', S04 ~, H', 

and Fe2'. 

• The results of 2-D simulations clearly indicate that dissolved ferric iron remain 

above water table while ferrous iron peak appears below it, in saturated zone. 

• Sulphate generated by initially pyrite-oxygen reaction and subsequent production 

from Fe3' - pyrite reaction due to bacterial action mainly has peak below the water 

table 
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CHAPTER TEN 

GENERAL CONCLUSIONS AND RECOMMENDATIONS 

10.1 Summary 

The hydrogeological systems affected by mining operations and subsequent pollution 

potential emanating from the spoil of the open cut coalmines have been comprehensively 

investigated during the course of this research work. The thesis presents a computer-based 

methodology that enables: 

(i) Quantifying the amount of groundwater inflow taking place during open cut 

mine advancement. 

(ii) Predicting post-mining hydrogeological response resulting from disturbances 

made during mining operations in order to obtain the pre-mining equilibrium 

regime. 

(iii) Predicting long-term pollution problems after abandonment of mining 

operations. 

(iv) Evaluating, assessing, quantifying and better understanding the processes 

involved in pollutant generation, and 

(v) Identifying important factors in a real environment that are most sensitive to the 

variations of pollution potential associated with open cut coalmines. 

The purpose of this thesis was to study groundwater flow systems influenced by 

backfilled open cut coal mining during mine advancement and after the mining 
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operation has ceased, to assist in the prediction of long-term pollution generation. To 

achieve these goals, a comprehensive numerical model was used. The amount of 

pollutants generated in a backfilled open cut mine site can be effectively reduced by the 

use of efficient reclamation methods. A numerical model can help in the design and 

optimisation of the performance of site remediation and land reclamation projects. A 

result of the development of a numerical model would be to facilitate the formation of a 

mine rehabilitation and environmental management strategy during the feasibility stage 

of designing an open cut mining operation. 

In order to evaluate the accuracy of the model, attempts were made to validate the 

modelling performance. For this purpose, field monitored data taken from the literature, 

analytical solutions as well as published modelling results were used. Comparison of 

the present modelling output with those results obtained from field measurements, 

analytical equations and existing numerical models showed an average error of less than 

5 %, suggesting that the model can be reliably used by mining engineers and 

environmental specialists. The main aims followed throughout the thesis were: 

(i) Prediction of groundwater inflow into a mining excavation during mining 

extension in order to propose during the mine designing stage a cost-effective 

dewatering and drainage scheme and attendant storage facilities. 

(ii) Prediction of both the configuration of the phreatic surface and the height of the 

seepage face on the highwalls of mining excavations providing the information 

necessary for slope stability analysis. 
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(iii) Prediction of post-mining groundwater rebound giving significant information 

for assessing the long-term impact of mining operations on local and regional 

hydrologic systems. 

(iv) Simulation of post-mining water table recovery within the mine spoil providing 

important information for appropriate and sufficient addition of alkalinity to the 

backfill and special re-handling techniques in order to minimise pollution 

potential. 

(v) To achieve sufficient data from the simulation of post-mining groundwater 

rebound for use in predicting backfill settlement. 

(vi) Prediction of most of the important hydrological parameters affecting the 

quantity of water inflow into mining excavations and those characteristics 

influencing groundwater rebound after mine closure. 

(vii) Simulation of long-term pyrite oxidation and pollution generation providing 

potential for a useful tool for evaluating the effectiveness of a rehabilitation plan 

to reduce pollutant production within the spoil of an open cut mine containing 

pyrite. 

(viii) Simulating transportation of oxidation products through groundwater flow 

systems and incorporating the effects of boundary values such as surface 

recharge and evaporation gives the distribution of pollutants at each position and 

time. This information is necessary for designing appropriate site remediation 

programs. 
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10.2 General Conclusions 

This research work which was carried out to present a numerical model for predicting 

groundwater inflow, post-mining rebound and pollution potential associated with open cut 

coalmines for designing an appropriate dewatering system and sufficient control of 

pollution. The conclusions from the study are summarised below: 

Although analytical solutions used in this thesis provide quick predictions of groundwater 

inflow, post-mining rebound and solute transport for use in a field test, in particular, during 

the beginning stage of mine development, they are, however, restricted to some specific 

assumptions that limit their capability under difficult mining situations. 

For appropriate use of an inflow and post-mining rebound model the following data are 

required: 

• Pre-mining groundwater table elevation for an unconfined aquifer and the 

thickness of the confined aquifer. 

• Rainfall data. 

• Geological and hydrogeological characteristics of the aquifer such as hydraulic 

conductivities, porosity, and transmissivity. 

• Surface mining excavation geometry. 

• Hydraulic parameters of open cut mine spoil such as permeability and 

transmissivity, porosity and groundwater velocity. 

Among the problems associated with open cut coalmines, acid mine drainage is recognised 

to be a source of great concern affecting the quality of surface water bodies, groundwater 

resources and having a detrimental impact on aquatic life. A study of the quality and 

quantity of mine drainage is necessary for modelling verification purposes. This also 

provides valuable information for a site remediation program. 
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The following major factors influence oxidation processes and pollution generation at open 

cut coalmines: 

• The form of the sulphide mineral. 

• The size of spoil particles containing the sulphide minerals. 

• The availability of oxygen. 

• pH and Eh conditions. 

• Sulphide mineral content in spoil particles. 

• Temperature. 

• The role of iron-oxidising bacteria. 

• The role of buffering minerals. 

A model describing pyrite oxidation and the pollutant generation mechanism in the spoil of 

an open cut coalmine should take into account the role of iron-oxidising bacteria. The 

following major characteristics affect the rate of bacterially mediated oxidation reactions in 

open cut coalmines: 

• pH. 

• Oxygen concentration. 

• Temperature. 

• Bacterial populations. 

• Pressure and light. 

• Nutrients. 

• Mineralogical factors. 

• Secondary mineral formation. 

• Carbon dioxide content. 

• Nitrate concentration. 
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A comprehensive model of pyrite oxidation and pollution prediction should take into 

consideration the following major characteristics: 

• The model should incorporate an enthalpy balance so as to predict the temperature 

rise due to pyrite oxidation processes within the spoil of open cut coalmines since 

any change of temperature affects bacterial activity in the spoil. 

• Gaseous diffusion processes govern the oxygen supply to the reaction site within 

the spoil where pyrite oxidation takes place. 

• Ferric iron produced by the bacterially catalysed oxidation of ferrous iron 

cooperates with oxygen in pyrite oxidation and leaching generation. 

• Pyrite oxidation process is adequately described by a core-shrinking model. 

• In the absence of iron-oxidising bacteria, oxygen plays an important role in 

oxidising pyrite and the oxidation rate is significantly controlled by the effective 

diffusion coefficient for oxygen within the pore spaces in the spoil. 

• Combined pyrite oxidation and subsequent transportation model should 

incorporate the acid neutralisation reaction, complexation and precipitation 

reactions and ion exchange processes. 

• Ion exchange, precipitation and complexation reactions are relatively fast and a 

local equilibrium model was assumed for these reactions. 

• Pyrite oxidation and chemical oxidation of ferrous iron are very slow and are 

assumed to be rate-controlling reactions. 

The results of two-dimensional simulation of pyrite oxidation and pollutant prediction 

associated with backfilled open cut coalmines indicated that at beginning of simulation of 

the oxidation processes when pH is high enough to prevent bacterial activity, ferrous iron 
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concentration is high in the unsaturated zone while the ferric iron concentration is very low. 

After 5 years of the simulation, pH dropped to a range between 2.5 to 3.5 causing an 

enhancement in the bacterial oxidation of pyrite and conversion of ferrous iron to ferric 

iron. Therefore ferrous iron concentration decreased in the vadose zone while the ferric iron 

concentration increased considerably in this zone. At 10 years of the simulation the pH is 

still favourable for the bacterial activity while ferrous iron depleted in the unsaturated zone 

whereas the ferric concentration is dominant in this zone. Sulphate generated by both 

initially oxygen-pyrite reaction and subsequent generation by the bacterial action showed a 

peak below the water table. 

Although the applications of the PHOENICS package in the mining industry was not well 

recognised, in this research work it was found that PHOENICS is a versatile and reliable 

commercial package for simulating many mining related problems. 

10.3 Capabilities of inflow and post-mining rebound models 

The main capabilities and features of the inflow and post-mining rebound models using the 

SEEPAV package are summarised as follows: 

(i) Simulating both saturated and unsaturated flow; this feature is required to obtain 

realistic results. 

(ii) Predicting the configuration of the phreatic surface and the height of the seepage 

face on mining excavation highwalls. 

(iii) Definition of hydraulic conductivity and volumetric water content as a function 

of pore-water pressure in saturated-unsaturated flow systems. 

(iv) Simulating heterogeneous hydraulic properties in a heterogeneous flow system. 

This feature of the model is very important for simulating inflow and post-
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mining rebound associated with open cut backfilled mines where the hydraulic 

characteristics of the backfilled materials are different from those of the solid 

strata and unexcavated rocks. 

(v) Various boundary conditions such as head boundary condition and recharge flux 

boundary conditions, flow and no-flow boundary conditions and infinite 

boundary conditions can be easily specified in the model. 

(vi) Simulating unconfined flow by assuming a zero-water pressure contour within 

the flow system in order to simulate the position of the water table. Due to this 

capability in dealing with unconfined flow, downward flow of recharge water 

within the unsaturated zone is adequately incorporated. 

10.4 Capabilities of pyrite oxidation and solute transport model using finite volume 

method 

The main capabilities and features of the model for describing long-term pyrite oxidation 

and the subsequent pollutant leaching model incorporating the finite volume technique and 

using P H O E N I C S as a computational fluid dynamic package are listed below: 

(i) The fundamentals of the finite volume method are easy to understand and apply. 

(ii) The finite volume method is particularly strong on coarse non-uniform meshes. 

(iii) One important advantage of using the finite volume method over other numerical 

methods is its strong capability in implementing specific source terms, in 

particular, those source terms which make the transport equation non-linear. 

(iv) Different boundary conditions can be easily set in the pre-processing module of 

the P H O E N I C S model. 

(v) For those very complicated and non-linear source terms, the necessary F O R T R A N 

coding needs to be supplied to the model via an easily accessed subroutine named 
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G R O U N D . This subroutine is called by the P H O E N I C S solver in the course of the 

solution process. 

(vi) The capability and user-friendly feature of the post-processing module of the 

P H O E N I C S package allows easy comparison of the P H O E N I C S output with field 

measurements or analytical predictions. The output results can be presented in 

different ways such as vector and contour plots and graphs. 

10.5 Modelling studies and evaluation of the results 

A two-dimensional finite element model called SEEPAV" was modified to predict the 

groundwater inflow into surface mining excavations. This model was evaluated with 

analytical equations and existing numerical models to ensure that the simulation algorithm 

and the modelling performance is correct using the SEEP/W model. After verification, it 

was used to predict groundwater inflow to an open cut mine. For comparison purposes, 

analytical equations again were used. The results of numerical simulation of inflow 

quantity are in agreement with the inflow predicted by two analytical equations (presented 

in Singh et al., 1985; and McWhorter, 1981) during pit elongation. Once the maximum 

elongation was made, both analytical methods and the numerical model showed a decrease 

in inflow by time, but they are not fully in agreement. 

The results of a numerical simulation of post-mining rebound were evaluated with 

analytical solutions, an existing numerical model (developed for groundwater recovery in 

open pit mines) and field measurements obtained by other researchers and close agreement 

was achieved. The error analysis showed that the maximum error never exceeded to 5 % 

except in two measurement points at site 'A1 in the East Midlands area in the U K (Pi, error 

= 5.33 %; P4, error = 6.61 % ) . 
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The close agreement between the simulating results, field data and those results obtained 

using analytical solutions suggests that the Galerkin finite element method is useful for 

prediction of inflow and post-mining rebound processes. 

The ability of the finite element model of inflow and the post-mining rebound using the 

SEEPAV package to simulate saturated/unsaturated flow conditions, height of the seepage 

face on pit highwalls, heterogeneous hydraulic properties, and also simulating unconfined 

flow conditions taking into consideration hydraulic conductivity and water content as a 

function of pore-water pressure, makes it a quick and cost-effective method for designing 

new drainage control systems. 

A numerical model has been developed for describing long-term pyrite oxidation and 

pollutant generation from backfilled open cut coalmines. The modelling was performed 

using the PHOENICS package incorporating a finite volume technique. The one-

dimensional modelling results were verified with those results which were obtained by an 

existing numerical model and good agreement was obtained. 

Simulating the transport of oxidation products through groundwater flow systems was 

carried out and the model was verified in a one-dimensional case. The following methods 

were used for verification of the reactive transport model: 

• An analytical model was used, incorporating convection, diffusion and linear ion 

exchange reactions. 

• Existing numerical finite element model was used incorporating physical transport 

processes and non-linear ion exchange reactions. 

• A field results obtained by another researcher 
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The agreement was very close between present modelling results and those results obtained 

from above listed methods. 

Based on the verification made for a one-dimensional simulation, a two-dimensional model 

has been also developed to take into account the oxygen diffusion model, enthalpy balance, 

and pyrite oxidation and subsequent transportation of pyrite oxidation products. Although 

reasonable results were obtained from the two-dimensional simulations the model should 

be further verified and validated to prove its accuracy. 

Based on the above findings, it can be concluded that these numerical models can be 

reliably used to simulate groundwater inflow, post-mining rebound as well as long-term 

pyrite oxidation and subsequent pollution generation from backfilled open cut coalmines. 

Such results can be used for designing site remediation plans in order to minimise 

environmental side-effects and to provide a sustainable environment for the further use of 

abandoned mining areas. 

10.6 Recommendation for further research 

This study has provided a comprehensive computer-based methodology for mine drainage 

prediction and designing a mine dewatering system and has also promoted advances in 

better understanding of the physical, chemical and biological processes involved in long-

term pyrite oxidation and pollution generation in backfilled open cut coalmines. However 

there is still scope for further research in this area and some of these factors are given 

below: 

(i) The model is limited to two-dimensions. A significant improvement can be made on 

inflow and post-mining groundwater rebound results by applying this simulation to 
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three-dimensions (3-D) rather than two-dimensional cross sections, taking into 

account that flow behaviour in coupled spoil and solid strata is three-dimensional 

and realistic results can be obtained if simulations are performed in this direction. 

(ii) Although simulation of long-term pyrite oxidation and pollution prediction can be 

described by one and two-dimensional analysis, the proposed two-dimensional 

model using the PHOENICS package can be easily modified to perform three-

dimensional simulations. Therefore, there is still scope for further research to 

expand the model. To accomplish this task sufficient data should be available. 

(iii) The present model has the capability to take into account the role of sulphate 

reduction bacteria. In the present model the role of these bacteria was ignored due 

to lack of input data and it is recommended that this be incorporated where such 

bacteria are active. 

(iv) A two-dimensional analysis was performed based on the calibration and 

verification made on one-dimensional simulations of pyrite oxidation, oxygen 

diffusion, and subsequent reactive transport of oxidation products. This model 

should be further validated with actual field measurements. 

(v) The present proposed model for pyrite oxidation and pollution prediction can only 

be applied to coalmines or to where pyrite is the main reactive sulphide mineral. 

This model can be easily modified to take into consideration oxidation reactions 

and metal leaching processes from metallic sulphide mines. Therefore there is a 

need to expand the model for describing the processes which take place in metal 

sulphide mines. 
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(vi) The rate of pyrite oxidation, acid generation and pollutant loading can be reduced 

significantly by avoiding an exposure of the pyritic material to the air. This can be 

achieved by completely sealing off the pyritic material to the atmosphere. If the 

covering layer also contains clay, the seal will additionally reduce water recharge 

and further reduce the effect of leaching. 
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APPENDIX A 

FINITE ELEMENT DISCRETISATION OF THE 

GROUNDWATER FLOW EQUATION 

Equation 4.9 (Chapter 4, Page 124) may be rewritten as: 

ox 

(„ dh\ d („ dh 
K„ — + — 
V "*) dx J dy % 

-C — + W = 0 (A.1) 
uw dt 

where, 

L = differential operator defined in the flow region. 

To solve L(h) = 0 by the Galerkin approach a trial solution is assumed: 

h ~ h(x, y,t) = f, hi (w ^ y^ (A-2) 

where, 

ft. (t) = hydraulic head at node i; 

n = total number of nodes in the problem domain; 

N. (x, y), (i = 1,2,..., n) = a set of pre-selected functions known as shape functions or basis 

functions that satisfy the boundary conditions imposed on Equation A.l. 

The functions JV, are considered to be linearly dependent and to represent the first n 

functions of a system of functions Nfx, y), (i = 1,2,..., n) which is complete in the flow 

region. 
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It should be mentioned that the functions ft, (r) are undetermined coefficients that are 

considered to be the solution of Equation A.l at the n nodal points in domain D. 

Substituting the trial solution into Equation A. 1 results in a residual, or error R defined by 

Equation A.3. 

L[h(x,y,t)j =R (A3) 

The exact solution is obtained when the residual could be made zero for all nodal points on 

the domain. Mathematically this is expressed as: 

JRWtdD = 0 i = \,2,...,n (A.4) 
D 

where, 

Wi - weighting functions over domain D 

In the Galerkin approach the weighting functions W. are set equal to the basis functions N., 

which define the trial solutions. Thus L(h) is set orthogonal to all the basis functions 

#,(*, y). 

This can be expressed as: 

jjl [h(x,y,t)] Ni(x,y)dxdy = 0 i = 1,2,...,/i (A.5) 
D 

The basis functions A^, are selected to have a value of unity at node /and zero at all other 

nodes in the domain, hence, ft, (0 is equal to the required function ft at the n node points 

(Pickens and Lennox, 1976). 

Substituting Equation A.2 into Equation A.5 yields Equation A.6. 
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\\ L\y£hj(t)xJ(x*y) 
D { j=l 

Ni(x,y)dxdy = 0 i = l,2,...,n (A.6) 

J 

By substituting Equations A.l and A.2 into Equation A.6, the Equation A. 7 can be 

obtained: 

li- dx * dx dy y dy 
a ^ I b j ^ - C ^ X h ^ + W |N,dxdy = 0, 

j=i 

i = 1,2,...,« (A.7) 

To eliminate the second derivatives in Equation A.7, which impose unnecessary continuity 

restrictions between elements in domain D, Green's theorem can be applied in the form 

given in Equation A.8 (Pinder and Frind, 1972; Pinder et al., 1973; Gray and Pinder, 1974; 

Frind and Verge, 1978; and Rabbani, 1994): 

rr - d2(D , d2a> , . re dX dq> dX d(p e 

JJ dx2 dy2 ' Jj dx dx dy dy \ 

dcp d_cp_ 

dy y dx 
dp 

(A.8) 

where, 

P = boundary of the problem domain; 

/ and/ = direction cosines of the normal to the boundary. 

By introducing Green's theorem into Equation A.7, the following equation can be obtained: 

K, n 
i = l,2,...,n 

dNi dNj dNt dNj \ 
+ KV 

dx dx dy dy 

dh, 
hjdxdy + jjC^N^Nj—f- dxdy - \\WN t dxdy -
D J=l D 

dN, dNf 7 
Kr

 J-L +Kv—*-I„ dx y dy 
hjd/3 = 0 

(A.9) 
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In matrix form Equation A.9 can be written as: 

U\{"\ » t*Hf-r ' W) 

where [A] and [5] are « by n matrices in which 

(A. 10) 

Wl D L 

<CV . dN , <flV • dN , 
K . —-+ J- + K y ̂ —< J-

dx dx dy dy 

dxdy 

B^Wc^N^jdxdy 

and {c} is the flux vector in which 

(A.11) 

(A. 12) 

Ci=-\\WNidxdy-\NlYd 
D p y=i 

dN, dN< 
K„—±L+K„—±l„ dx 

x y 
dy 

hjdP (A.13) 

The last term in Equation A. 13 incorporates the Neumann boundary condition in the form 

\Ntqdp (A. 14) 

where q is the flux of water and can be expressed as 

= K — 
dn 

(A.15) 

This term is formed only when groundwater flux is nonzero along the edge of a boundary 

element. 

Equation A. 10 is the general finite element equation for a transient groundwater flow in 

porous media. For a steady-state flow, the head is independent of time and consequently 

Equation A. 10 can be reduced to: 

[A]{h}+{C}=0 (A.16) 

337 



The integrals that appear in the matrices of Equation A. 10 are evaluated using numerical 

methods. A Gaussian quadrature scheme can be used to perform integrations (Pinder and 

Frind, 1972; Wang and Anderson, 1982). 

An exact solution can be obtained using this scheme (Pinder, 1973). Integrations are 

performed in the local coordinate system, with limits of integration of -1 and +1 (see 

Chapter 4, Figure 4.3 and Table 4.2, Page 131). 

The x and y coordinates anywhere in the element are related to the local coordinates and to 

the x-y coordinates of the nodes by the following equations: 

x = N,{X} (A.17) 

y = Ni{Y} (A.18) 

or 

x = Nx xx + N2 x2 + N3x3 + N4x4 (A. 19) 

v = Nxyx + N2y2 + N3y3 + N4y4 (A.20) 

where, 

N, = a vector of interpolating shape functions; 

{X} and |Y} = global x-y coordinates of the element nodes. 

Therefore, once a set of local coordinates (%,rj) have been specified, the corresponding 

global coordinates can be obtained by the Equations A.17 and A.18. 
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Interpolating Functions 

The interpolating functions in terms of local coordinates t and 77 for quadrilateral 

elements are defined as follows: 

JV,=!(l + £)(l + i7) (A-21) 

N2=±d-m+ri) <
A-22) 

N2=\(t-m-u) <
A-23) 

iv4 =7(1+^(1-17) (
A-24> 

4 

The head distribution model for each element is defined as: 

h'=N,{h} (A.25) 

or 

he = Nxhx + N2h2 + N3h3 + N4h4 (A.26) 

where, 

ft = head at any local coordinate; 

Nt = vector of interpolation function; 

{ft} = vector of heads at the nodes. 

The interpolating functions are written in terms of local coordinates £, and T]. The 

derivatives can consequently be determined by the chain rule of differentiation, as given in 

Equations A.27 and A.28: 

^EL^^EL^L + ^L^- (A.27) 
d% dx d^ dy dt 
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dNL=dN±dx_ dNt dy 

dt] dx drj dy dn 
(A.28) 

The interpolating function derivatives can be written as: 

'dN, 

*t 

dN, 

dn 

-=[J]< 

dN, 

dx 

dN, 

> J 

(A.29) 

where [j] is the Jacobian matrix and is defined as follows: 

w= 
dx 

dx 

dn 

av" 
a£ 
dy 

dn 

(A.30) 

From Equations A.17 and A.18, elements of [j] reduce to Equations A.31 through A.34. 

dx _dNi r , 

dt'^tm 
(A.31) 

at] dn 
(A.32) 

fy =
 dNi Jy\ 

dt dt 
(A.33) 

ay = dN, j T 

3*7 dn 
(A.34) 

Substituting Equations A.31 through A.34 into Equation A.30, the [j] matrix reduces to: 

[J) = 

d^ dN2 dN, dN4 

dt dt dt dt 
a ^ a^_ a ^ a ^ 
dn dn dn dn 

pr, 
Jty 

x3 

[x4 

y\ 

y% 

y3 
?4_ 

(A.35) 
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where, 

xx,x2,... and yx,y2,... = nodal coordinates. 

The Jacobian matrix is a 2 x 2 matrix: 

[r] = 
J xx JX2 

J 2\ ^22 

(A.36) 

The inverse of Jacobian matrix is: 

w = det[y] 
^22 ** n (A.37) 

The determinant of [/] is: 

det[j] = (JlxJ22 -J2X JX2) (A.38) 

The following relationship (Equation A.39) is required to perform the necessary 

integrations in the local coordinate rather than global coordinate system (Pinder and Frind, 

1972): 

dxdy = det[j]dndt (A39> 

The limits of integration must be changed to -1 and +1 by applying the above 

transformations Equation A. 11 for example can be rewritten as: 

I i 

4=n 
aw.aAo a^aAo 

* dx dx y dy dy 
det[j] dndt (A.40) 

Similar forms are developed for the Equations A. 12 and A. 13 and given in Equations A.41 

and A.42: 
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1 1 
Bu = \ |CIWAr,iV.det[j]a/7a^ (A.41) 

-1 - i 

and 

I I 

Ci = -\ jWNtdetlAdvdt-JN^ 
P 7=1 -1 -1 

dN, dN, , , J _ 

(A.42) 
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APPENDIX B 

DERIVATION OF THE PYRITE OXIDATION MODEL BASED ON A 

SHRINKING CORE MODEL 

B.l Pyrite oxidation model 

Pyrite oxidation (Reactions 2.8 and 2.10, Chapter 2, Section 2.5.3, Page 50) was 

categorised in the class of heterogeneous reactions (Levenspiel, 1972). In this reaction 

an aqueous component or gas m a y react with the pyrite and transforms it into products. 

If the oxidant is simply shown by A and the pyrite is represented by B, the oxidation 

reaction m a y be represented by (Levenspiel, 1972): 

bB(s) + A(aqorg) -> Aqueous products (B.l) 

where, 

b = stoichiometric ratio of pyrite to oxidant consumption. 

A mathematical model is needed to describe the pyrite oxidation reaction based on the 

shrinking-core model (Levenspiel, 1972). The model takes into account the following 

assumptions: 

• The effects of both surface reaction kinetics and the rate of oxidant diffusion 

into the particle 

• Particles containing pyrite are spherical 

The reaction rates, which they have been developed by Levenspiel (1972) and a 

complete derivation of the pyrite oxidation model, are given below. 
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B.l.1 Chemical reaction controls 

Considering that the oxidation reaction is controlled by a chemical reaction and also the 

rate of pyrite oxidation is first order with respect to oxidant concentration and the 

available surface area of pyrite, for a spherical particle containing pyrite as shown in 

Figure B. 1, 

Oxidised rim 

Figure B.l. Illustration of a partially oxidised particle when 

chemical reaction controls the rate of reaction. 

the reaction rate is expressed by (Levenspiel, 1972): 

1 dNK b dN 
- - bKsCAS 

4K rl dt 4K rl dt 

where, 

Kc = first-order surface reaction rate constant. 

(B.2) 

Noting that 

NB=pBV 

where, 

(B.3) 
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pB = molar density of B in the solid; 

V = volume of a particle; 

NB = amount of B within a particle. 

Taking into account the stoichiometry of reaction B.l, and further noting the Equation 

B.3, the following expression can be written: 

dNB=bdNA=pBdV = pBd 
'4 3^ 
-Krc 

K-3 

Replacing Equation B.4 in Equation B.2 yields: 

= 4KpBrldrc (B.4) 

Pb4Krl^ = -pB^ = bKsCAS (B.5) 
4Kr2c

r° " L dt ' ° dt 

Integrating over Equation B.5 gives 

]rCR-pBdrc=\[bKsCASdt 

or 

-PB[
C
R drc=bKsCASj'o dt 

or 

t = -£jL-(R-rc) (B.6) 

According to Equation B.6, the time Tc required for fully oxidation is obtained when 

rc = 0, then 

~c= PBR (B.l) 
DKSCAS 

Combining Equations B.6 and B.7 gives: 

± = 1-^ = 1-^ (B.8) 

345 



where, 

X= fraction of pyrite remaining within a particle. 

B.l.2 Diffusion controls 

To develop a relationship between the particle radius and time when the diffusion of 

oxidant through the oxidised rim controls the rate of reaction, a partially reacted particle 

as illustrated in Figure B.2 is considered. 

radial position 

Figure B.2. Illustration of a partially leached particle when diffusion of oxidant through 

oxidised rim controls the rate of reaction (after Levenspiel, 1972). 

As Figure B.2 shows the oxidant diffuses from the surface of the particle through the 

porous oxidised rim toward the unleached core of the particle. According to Levenspiel 

(1972), the boundary of the unreacted core moves inward and the radius of the 
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unreacted core reduces as the oxidation reaction progresses, while the thickness of the 

oxidised rim increases. The oxidant concentration gradient between the particle surface 

and the unreacted core of the particle is responsible for the transport of the oxidant into 

the particle as shown in Figure B.2. 

According to Levenspiel (1972), the rate at which the unreacted core of the particle 

shrinks is about 1000 times slower than the flow rate of oxidant in the particle; it is 

equivalent to the ratio of solid density to gas density. Thus, it allows the assumption that 

the reaction front is stationary with regard to the oxidant concentration gradient between 

the particle surface and the unreacted core of the particle. Therefore, within the depleted 

coating, the oxidant concentration decreases linearly. Levenspiel (1972) noted that this 

steady-state assumption allows simplification in the derivation of the consumption term 

for the oxidant. Taking into consideration this simplification, the rate at which oxidant A 

reacts with the particle at any time is obtained by its rate of diffusion toward the 

reaction surface (Levenspiel, 1972): 

_^L = 4Kr
2 QAr = 4KR

2 QAS =4Kr
2
c QArc = C.T.E (B.9) 

dt 

where, 

QAr = flux of oxidants through surface of particle when radius is r; 

QAS= flux of oxidants through outside of particle; 

QAr = flux of oxidants through reaction surface. 

Considering that the flux of oxidant A through the oxidised rim is governed by Fick's 

law: 

Q,=D,[0X]^ (B.10) 

where, 
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De\ox] ~ diffusion coefficient of the oxidants within the particle. 

From Equations B.9 and B.10, it can be found for any r: 

dN 

t=4«r2D-™ 
dC Ar 
dr 

= CT.E (B.ll) 

Rearranging Equation B.l 1 gives: 

dNA dr :^2- = 4KDe[ox]dCAr 
dt r 

(B.12) 

Integrating Equation B.12 over thickness of oxidised rim yields: 

dNA ( 1 l] 

yrc R; dt 
-4KDB[OX]CAS (B.13) 

Equation B.13 contains three variables NA ,rc and t. One must be eliminated. NA can 

he eliminated if it is written in terms of rc according to Equation B.4. 

-4KpBr
2
cdrc 

y/c R 

= 4^De[OX]CASdt (B.14) 

or 

-Pi 
1 1 \ 

i rc R , 

\ c J 

rl drr = bD<nyi C's dt 'c **'c e[OX] ̂ AS (B.l 5) 

Integrating Equation B.l5 gives: 

~PBI*\~~R rcdrc=bDe[ox)CAs\'0dt (B.16) 

or 

, = / > • * 

6bDe[OX] CAS 

1-3 +2 (B.l 7) 

The time required for complete leaching of a particle is obtained by assigning rc =0 in 

Equation B.l7: 
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i"z> = 
pBR

2 

6bDe[OX] CAS 
(B.l 8) 

Dividing Equation B.l7 by Equation B.l8 gives: 

= 1-3 
fr„Y (r \ 

'D v*y 
+2 

KRJ 
(B.l 9) 

Equation B.l 9 can be written in terms of the fractional remaining within the particle, X, 

= \-3X3+2X (B.20) 
' D 

Rearranging Equations B.8 and B.20 yields: 

t = 
( 1 ̂  
l-X3 (B.21) 

and 

( 

t = 1-3X3+2X 

V 

(B.22) 

Taking into consideration that both the chemical reaction and diffusion through the 

oxidised rim participate in the leaching of the particle the total time will be: 

'» = 1-3X
3+2X 

^ ( l\ 
TD + 

J 

l-X3 (B.23) 

Integrating Equation B.23 gives: 

dt = -2X_3+2 1 ^ 
TDdX--X

3 TcdX 
(B.24) 

or 

dt = 

' ( 
-2 

i 

[{x> 

\ 

\-2 

) 

*D~ 2 

3X3 
dX (B.25) 

Rearranging Equation B.25 yields: 
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dX 

dt 
-2 

+2 

X' 

( 

•c 
2 

3X3 
'D 

2 \ 

-6x3+t>x3 - T . 

3X': 

or 

dX 

dt 

2 

3X3 

i/ 

6TDX
3 

I\ 

l-X2 + tr 
J 

(B.26) 

(B.27) 

Equation B.27 is called the shrinking core model, which describes the leaching of a 

spherical particle when both the chemical reaction and diffusion control the pyrite 

oxidation rate. 
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APPENDIX C 

A REVIEW OF PYRITE OXIDATION MODELS 

Cl Waste dump leaching process model 

Cathles and Apps (1975) described a one-dimensional, unsteady-state model for 

oxidation and leaching of sulphide-bearing fragments. The model relates the three 

elements: oxygen balance, heat balance and air convection assuming air convection as 

the main mechanism of oxygen movement. The model assumes that the waste dump is 

composed of an aggregate of rock particles containing non-sulphide copper minerals 

and the sulphide minerals such as pyrite and chalcopyrite. The sulphide minerals are 

oxidised primarily by ferric iron where the ferric ions are maintained as a constant 

concentration by bacterial activities. The model predicts the rate of copper recovery 

depending on the parameters such as the dump height, sulphide in particular, pyrite 

concentrations and dump permeability. Schematic diagrams showing elements of the 

model are illustrated in Figures Cl and C.2. 

FLOW OF WATER DOWN THROUGH 
THE DUMP (Gravity Flow) 

CONVECTIVE FLOW OF AIR 
UP THROUGH THE DUMP 

Figure C l . Schematic diagram showing flow of air and water through a leach dump 

(after Cathles and Apps, 1975). 
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SULFIDE BLEBS 

02 GAS 

LIQUID PHASE 

Figure C.2. Schematic diagram representing leaching of a single waste particle (after 

Cathles and Apps, 1975). 

The rate at which copper is leached from the waste dump was given by: 

RCU=PRQ-<I>) 
( dXs _ dXs^ 
Ge ~ + G 

\ dt 
'NS dt 

(Cl) 

J 

Similarly the rate of oxygen consumption, R0 , and the rate of heat generation, RA, 

were expressed from the following expressions: 

R0l = ̂ ( 1 - ^ ^ ( 1 . 7 5 + 1.91^7) 
dt 

(C.2) 

and 

RA =pR(l-<f>)Gs^(2.S9 + 5.4lFPY) 
dt 

(C3) 

where, 

RCu, R0 and RA = rate of leaching of copper, the rate of oxygen consumption, and the 

rate of heat generation, respectively; 

(j) = inter-block porosity of the dump; 

pR = density of waste materials; 

G, = initial copper sulphide grade of dump; 
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GNS = initial copper nonsulphide grade of dump; 

Xs = fraction of initial sulphide copper remaining in the dump after some leaching; 

FPY = moles of pyrite leached per mole of sulphide copper leached. 

A well-known shrinking core model was used to describe the leaching process in the 

dump as expressed by Equations C.4 and C.5: 

(C4) dXs 
dt 

dXNS 

1 

-3X3 

1 

(l-X3) + Tcs 

2 

(C.5) 
dt 1 1 

vTDNsXNS (1 — X NS ) + TCNS 

where, 

tD = time for full oxidation a particle when the process is controlled by the diffusion; 

tc = time required for complete leaching a waste particle when the process is 

controlled by the shrinking surface area. 

TD and Tc are calculated by: 

T -
 T*a K (C.6) 

D 6[OX]D'ox (ft 

Ka 
koxaldf8\°X\ 

where, 

TB = tortuosity of diffusion pathways; 

a = waste particle radius; 

K = oxidant required for leaching a unit volume of waste particle; 

[OX] = oxidant concentration (Fe"') in leaching solution; 
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D'ox = diffusion coefficient of ferric ions in water; 

^ = porosity of waste particles; 

kox = first order rate constant for the oxidation of pyrite by Fe'"; 

a^df = surface area of sulphide mineral per unit volume of waste; 

8 = reaction skin depth. 

The reaction skin depth is a measure of the distance into the particle containing sulphide 

mineral with a significant chemical reaction. The following mathematical expression 

may be used to compute the reaction skin depth: 

V KOX l R aSulf 

The heat balance for a one-dimensional dump with a vertical flow of air and water was 

reduced to: 

p^ = U>,ClVl-P,C,V,)% + Ri+KT?L (c.9) 

where, 

p = density of the total dump (subscript T), the liquid (subscript/) and gas (subscript g) 

phase of the dump; 

C = heat capacity for the total dump (subscript T), the liquid (subscript/) and gas 

(subscript g) phase of the dump; 

KT = thermal conductivity of the dump; 

T = temperature of the dump; 

z = depth of the dump; 

V, = Darcy velocity for the liquid phase; 

V = Darcy air velocity through the dump. 
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In a one- dimensional case, V is obtained by: 

V„ = 
kAVE AP 

g
= ~rr (cio) 

where, 

H = height of the dump; 

jug = viscosity of air; 

AP = pressure drop across the dump; 

kAVE = average permeability of the waste dump. 

For a known depth of a dump, the oxygen concentration is given by: 

¥ g IV2 J STP 

where, 

Z. = depth; 

[02 ]
g
STP = oxygen concentration in atmosphere under standard conditions; 

[02 J = normalised concentration of oxygen in gas phase of dump defined by: 

fcY =[02]
8/[02]

g
STP (C.12) 

where, 

[02]
g = concentration of oxygen in gas phase of dump. 

Equations C.9 through Cll define a model for oxidation and leaching processes of a 

waste dump. 

The percent copper leached per month and the cumulative percentage leached are given 

by: 
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Fraction Cu 

month 
= 2.68xl06£-

(n dX'NS dX's 
KGNS — — + Gs - -<ft c/f 

) 

dump N(GS+GNS) 
(C.13) 

The cumulative percentage leached, (1 - XTot) is defined: 

Fraction Cu leached = 1 -
GNS + GS 

(C.14) 

where, 

N = number of layers of dump; 

XL = fraction of sulphide copper remaining in the i"' layer of the dump 

Figure C.3 compares the observed and predicted leaching process of the Midas test 

dump (Cathles and Apps, 1975). 

MIDAS TEST DUMP 5 MONTH RUNNING AVERAGE 

O A OBSERVED 

CALCULATED 

24.0 

23.0 

22.0 

21.0 

20.0 

19.0 

18.0 

17.0 

16.0 

15.0 

14.0 

13.0 

12.0 

11.0 

10.0 

9.0 

B.0 

7.0 

6.0 

5.0 

4.0 

3.0 

2.0 

1.0 

6 8 

Figure C.3. Comparison of observed and predicted copper leaching process in Midas 

test waste dump (after Cathles and Apps, 1975). 
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Cathles and Apps (1975) concluded that air convection plays an important part in both 

oxygen movement and the dump oxidation and leaching process. Furthermore the 

sulphide minerals were oxidised primarily byFe + + + , with a constant concentration of 

ferric ions maintained by bacterial activity. These conditions are reasonable for the very 

coarse copper-waste dumps. According to Jaynes et al. (1984a) such conditions could 

not be applied well to reclaimed open cut coalmines where diffusion is a dominant 

process and the role of iron-oxidising bacteria in the oxidation reaction is unclear. 

C.2 POLS 

Jaynes et al. (1984a, b) developed a mathematical model for simulation of the long-term 

oxidation of pyrite and leachate generation from reclaimed coal strip mines. The model 

takes into account pyrite oxidation by both direct-oxygen and ferric iron within spoil. 

The model combined chemical kinetics and oxygen diffusion with the activity of T. 

ferrooxidans to mediate pyrite oxidation rate. The bacterial activity depends on the pH, 

temperature, and oxygen. A schematic diagram of the model is presented in Figure C.4. 

Figure C.4 Schematic diagram of acid mine drainage model (POLS) presented by 

Jaynes etal. (1984a). 
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The pyrite oxidation process was determined by use of the shrinking core model, 

assuming that the fragments containing pyrite were thin plates. The rate of pyrite 

oxidation per unit area of pyrite within a fragment was reduced to: 

dX -1 __N 
— = 7 x (C15) 
dt 2tD(l-X) + tc 

where, 

X = fraction of pyrite remaining in a fragment; 

t = time; 

tD = total time required for complete oxidation of pyrite within a fragment when the 

diffusion processes control the oxidation rate; 

tc = total time required for full leaching of pyrite where the chemical reactions were 

the rate controlling process. 

tD can be computed from the following equation: 

OV/2 

tD=—± (C16) 
2bDcC0 

where, 

<r/ = molar density of pyrite within the fragment; 

/ = one-half thickness of a thin plate fragment; 

b = stoichiometric ratio that relates pyrite and oxidant consumption; 

Dc = effective diffusion coefficient of oxidant in water; 

C0 = oxidant concentration at fragment surface. 

tc is obtained from: 

a•,/ 

~bKsC0da 
tr= ^ r - <c-17) 
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where, 

Ks = first-order surface reaction rate constant per unit surface area of pyrite; 

a = effective thickness of the fragment in which pyrite is oxidised; 

a = surface area of pyrite per unit volume of fragment. 

According to Jaynes et al. (1984a) for tc <tD diffusion processes will control the 

reaction rate and for tc>tD, the chemical reactions will become the rate controlling 

process. 

When both oxygen and ferric iron act as reactant, the total oxidation rate will be the sum 

of the rates of each of them and Equation C.15 is modified to Equation C.18: 

dX -1 -1 

dt tDi0i) (i-x) + tC{02) tD{Fe,+) (i-x) + tC(Fe,+) 
(C.18) 

The model assumes that the diffusion process is the main mechanism for oxygen 

transport from the spoil surface to the fragment surface. The governing equation for this 

process reduces to: 

A d l vl p d A > <t>a dY0 
Tr dz 

+ Q0 (C.19) 

where, 

<j)a = air-filled porosity; 

aa = molar density of air; 

Y0 = mole fraction of oxygen in gas; 

P = atmospheric pressure; 

R = gas constant; 

T= temperature; 
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T = tortuosity of diffusion channels; 

Q0= oxygen consumption term. The term Q0 could be partitioned into three 

components: 

Qo = QP+QA+Qc (C.20) 

where, 

Qp = rate of oxygen consumption by the oxygen-pyrite reaction; 

Qc = oxygen consumption rate due to chemical oxidation of ferrous iron; 

QA = consumption term for oxygen by bacteria while oxidising ferrous iron. 

The model also takes into account the complexation and precipitation reactions of ferric 

iron. Jaynes et al. (1984a) noted that ferric iron forms strong complexes with hydroxides 

and sulphates, which can raise total dissolved ferric iron concentration. Thus the 

complexation reactions of ferric iron must be incorporated in the model. 

Furthermore, the ferric iron produced by the oxidation of ferrous iron may precipitate as 

described in Chapter 2 (Reaction 2.11, Section 2.5.3, Page 50). The ferric iron 

precipitation reaction removes the Fe3' ions and raises the H' concentration. 

Therefore, the precipitation reaction must be also incorporated in the model. 

The model termed POLS also takes into account the acid neutralisation reaction taking 

place within the spoils of the strip mine. Acid generated by pyrite oxidation is 

consumed or transformed into reserve forms of acidity by reaction with the spoil matrix. 

The effect of acid neutralisation reaction was expressed by a simple empirical equation. 

Jaynes et al. (1984b) assessed the sensitivity of the POLS model by simulating a series 

of eight cases for two magnitudes of pore space tortuosity, and air-filled porosity, in the 

presence of iron-oxidising bacteria as well as H' - gangue interactions. They found that 
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for systems without iron-oxidising bacteria, oxygen is the only important oxidant for 

pyrite oxidation. In conditions where there is an unconstrained oxygen supply the pyrite 

oxidation rate by the iron-oxidising bacteria increases. The model predicts that pH 

neutralisation reactions are important in maintaining the pH of the solution in the range 

where both the bacterial activity and the solubility of ferric iron are reasonably high 

(2.0<pH<3.0). In this pH range, the pyrite oxidation rate is increased by ferric iron 

produced by bacterial oxidation of ferrous iron. Jaynes et al. (1984b) also concluded 

that the rate of pyrite oxidation decreased by a reducing the air-filled pore space and an 

increase in pore space tortuosity. 

C.3 Model developed by Davis and Ritchie (1986a) and Davis et al. (1986b) 

Davis and Ritchie (1986a) and Davis et al. (1986b) developed a model for pyrite 

oxidation within the White's overburden dump at Rum Jungle, Australia. The model 

assumed that oxygen transport is the rate-limiting step in the oxidation of pyrite and that 

oxygen transport is taking place by gaseous diffusion through the pore space of the 

dump. Oxygen is supplied by a diffusion process to oxidation sites within the particles 

in the dump. Figure C5 shows a schematic diagram of the model described by Davis 

and Ritchie (1986a). The dump was modelled as a porous slab with the surface open to 

the atmosphere while the base of the dump was assumed impermeable to oxygen 

transport. 

The model assumed that pyrite is uniformly distributed throughout the particles of the 

dump. Further, the model ignores the roles of bacteria in the oxidation process. 
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Ca) 

Original ground surface 

Figure C.5. Pyrite oxidation model within waste rock dump, (a) simple homogeneous 

slab model (b) model proposed by Davis and Ritchie (1986a). 

The equation governing oxygen diffusion into the pore space of the dump was given 

by: 

P^L = Di^i-q\ 0<x*<L (C.21) 
* dx 

where, 

u = oxygen concentration within the pore space of the dump; 

q* = volumetric consumption of oxygen from the pore space of the dump; 

Px = porosity of the dump; 

L = height of the dump; 

Dx = effective diffusion coefficient of oxygen within the pore space of the dump; 

x* = vertical coordinate; 

t = time. 
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The following boundary conditions were specified for the model: 

1) The top surface of the dump was assigned a first-type boundary with the oxygen 

concentration equal to its atmospheric concentration: 

u(0,t*) = u0 (C.22) 

2) A no-flow boundary condition was maintained at the base of the dump: 

du* 
?—(L,t*) = 0 (C.23) 
dx 

3) The dump contained initially no oxygen concentration: 

u*(x\0) = 0 (C.24) 

The particles of the dump were assumed spherical and all particles have equal size. 

The volumetric consumption term was given by: 

qt(x,tt) = vD24Ka
2^T(a,x,t

t) (C.25) 
dr 

where, 

v(r*,x*,t*) = concentration of oxygen within a particle of the dump; 

r" = radial distance within a particle; 

a = radius of the particle; 

D2 = diffusion coefficient of oxygen in water; 

v = number of particles per unit volume of the dump. 

For spherical particles the constant V was given by: 

3(1 -P) 
v = (C.26) 

4m 

Combining Equations C.25 and C26, gives the oxygen consumption term q* 

q(x,t) = -—r(a,x ,t ) (C.27) 
a or 
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The partial differential equation of oxygen transport within the particle reduces to: 

dv * * * 
—~(r ,x ,t ) = D 
dt 

( -\2 * r\ -\ * ^ 

o v * * *. 2 dv . * * *. 
— j ( r ,x ,t ) + ——T(r ,x ,t ) 

ir 

(C.28) 

. * , * *. * 

£r* r dr 

For R\x\t*)<r* <a 

where, 

R*(x* ,t*) = location of the reaction front within particles of the dump. If depends 

on time and depth in the dump. 

As the rate of the reaction proceeds as quick as oxygen can transport from the dump 

surface, the oxygen concentration at the reaction front is zero, i.e. 

v*(R*,x*,t*) = 0 (C.29) 

A partial differential equation for oxygen transport within particle to the moving 

reaction front is given by: 

^ = y^(D2^(R\x\t*) + v*(R\x\t*)*f) (C.30) 
dt £ps dr dt 

By combining Equations C.29 and C.30 give the following relationship: 

Dl^(R\//) = -±E^- (C.31) 
2 dr (l-P)dt 

where, 

e = mass of oxygen used per mass of sulphur in the oxidation reaction; 

ps = density of sulphur in the dump. 

The initial condition is given by: 

R*(x*,0) = a (C.32) 

According to Davis and Ritchie (1986a), the model still needs another boundary 

condition at just outside the particle to link oxygen concentration in the pore spaces 
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of the dump with those within the particle. For this purpose, the Henry's law and the 

gas law were used: 

v (a,x ,t ) = yu (x J ) 

where, 

y = a constant and was set 0.03. 

(C.33) 

The equations written above define a model of the waste dump. 

The major chemical reaction for oxidation of pyrite was given as below to determine 

the ratio of the mass of oxygen to sulphur consumed during the oxidation process: 

FeS2 +H20 + -02-+ FeS04 + H2S04 (C.34) 

Figure C.6 shows oxygen concentration profile in the pore spaces of the dump and 

Figure C.7 illustrates the rate of sulphate generation as a function of time. 

Numerical 
Approximate 

— — Simple model 

3 4 5 6 
Depth Down the Dump (m) 

Figure C.6. Normalised oxygen concentration as a function 

of depth for various particle sizes (after Davis et al., 1986b). 
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Figure C.7. Total sulphate production rate as a function of time 

(after Davis et al., 1986b). 

C.4 Numerical model developed by Elberling et al. (1994) 

Elberling et al. (1994) developed a numerical model for the simulation of the pyrite 

oxidation in tailings. The model was formulated by combining the effect of oxygen 

diffusion to a depth where oxidation takes place with first-order kinetics with respect to 

oxygen. The rate of pyrite oxidation in the model is based on the continuity relationship 

for oxygen with both oxygen transport through the tailings and the consumption of 

oxygen at the surface of the sulphide minerals grains. The model assumes that the 

transport of oxygen takes place through the molecular diffusion and it can be modelled 

by Fick's first law as follows: 

JD=~De 
dC_ 

dz 
(C.35) 

where, 

JD = diffusive flux of oxygen in the gas phase; 
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De - effective diffusion coefficient within pore space of the tailings which is assumed 

to be constant with time and depth above the water table; 

C = oxygen concentration in the gas phase; 

z = depth. 

One-dimensional diffusion of oxygen into the tailings is given by: 

where, 

G = volumetric rate of oxygen consumption by the oxygen-pyrite reaction. 

Elberling et al. (1994) reported that although several sulphide minerals consist of pyrite, 

pyrrhotite, chalcopyrite, sphalerite and arsenopyrite can generate acidic drainage, but 

pyrite is assumed to be the major sulphide mineral in mine tailings reacting with 

oxygen. Furthermore, it was assumed that oxygen is the only oxidant causing pyrite 

oxidation and particles containing pyrite are equal in diameter. As the particles of pyrite 

react, they shrink in size resulting in smaller surface areas. As a consequence, the 

oxygen consumption term from the pyrite-oxygen reaction decreases with time. The 

reaction kinetics for pyrite oxidation is given by: 

-d[FeS2] = _±d\Q2] = KSC, (C37) 
dt 15 dt 

where, 

K = first order rate constant; 

S = surface area per unit volume of particle; 

C = oxygen concentration. 

367 



Using the assumption that the pyrite oxidation reaction is approximated by first-order 

kinetics (« = 1) at low concentrations of oxygen, and using experimentally obtained 

data for the rate constant, K, the consumption of oxygen due to the oxidation of pyrite 

is given by: 

dC 
f = 22.1xl0-'u Cz/C0 (C.38) 

where, 

Cz = concentration of oxygen at the depth, z, where the oxidation takes place; 

C0 = concentration of oxygen at the surface. 

The equation used to govern oxygen diffusion with first-order kinetics at steady-state 

conditions is as follows: 

De^--KC = 0 (C.39) 
az 

Since the pyrite surface area reduces with time, the K value should be recalculated for 

each time-step. The reduction in pyrite surface area S is approximated to a radial 

shrinkage rate equal to the oxidation rate — for one time-step over the molar 
dt 

density D^ using the following equation: 

S^S^-KJt/D^ (C.40) 

The length of the time-step was noted to be an important factor for given purposes: 

• To ensure that the change in surface area is unimportant in the selected time-step; 

• To establish the steady-state condition for the concentration of oxygen. 

A time-step of one month was set in the model developed by Elberling et al. (1994). 

One of the important features of the model proposed by Elberling et al. (1994) was that 

they assessed the sensitivity of the model against physical parameters related to the 

mine tailings, such as pyrite fraction, particle size, and the effective diffusion coefficient 
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using a series of simulation runs. The tailings were initially assumed unoxidised. They 

investigated that at the beginning of oxidation reaction, an oxidation front develops 

from the ground surface to a depth that depends on the effective diffusion coefficient for 

a specific rate constant AT. A s time progresses, the oxidation front shifts downward, 

causing a lower oxygen concentration to be available for the pyrite-oxygen reaction and 

a higher diffusion distance. A s a consequence, the rate of pyrite oxidation decreases 

with time. The results obtained showed that, although pyrite oxidation rate was 

significant for small-sized particles at early time (a few years) after beginning of the 

simulation but the overall oxidation rate was considerably independent of the grain size 

and the pyrite content after a long period (Figure C.8). Figure C.9 shows the pyrite 

oxidation rate as a function of time using a series of simulation runs. 

Figure C.8. Pyrite oxidation rate as a function of depth shown for different particle 

diameters (after Elberling et al., 1994). 
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Figure C.9. Pyrite oxidation rate as a function of time (after Elberling et al., 1994). 

The pyrite oxidation rate was very sensitive to the effective diffusion coefficient. As 

demonstrated in Figure C.10, the highest oxidation rate resulted from high diffusion 

coefficients, although the effect is reduced by time. 

Results showed that the oxygen concentration was most sensitive to the effective 

diffusion coefficient. A s shown in Figure C l 1 lower De values cause steeper gradients 

in oxygen concentration profiles. 

Elberling et al. (1994) concluded that for the sulphide mine tailings, after a few years 

the overall rate of oxidation is mostly controlled by the effective diffusion coefficient of 

oxygen in the tailings. Consecutively, the effective diffusion coefficient is mostly 

determined by the degree of saturation as well as the particle size of the tailings. 

According to Elberling et al. (1994) the high diffusion rate resulted from low saturation 

and coarse particle size in the tailings. In some tailings where the saturated thickness is 

important and consequently the effective diffusion coefficient is low, hence the rate of 

pyrite oxidation and acid generation are significantly reduced. 
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Figure C.10. Pyrite oxidation rate as a function of depth shown for different effective 

diffusion coefficients (after Elberling et al., 1994). 
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Figure C l 1. Oxygen concentration profiles as a function of depth shown for different 

effective diffusion coefficient (after Elberling et al., 1994). 

C.5 TOUGH AMD 

Lefebvre and Gelinas (1995) developed a numerical model for the simulation of acid 

mine drainage generation in waste rock dumps. The major processes incorporated in the 

model are hydrology, gas and heat transfer, geochemistry and mass transport process. 

The important features of the model were that it was multi-component, multiphase and 

non-isothermal and it was called a T O U G H A M D model. A reaction core model was 

used to take into account the rate of oxidation of pyrite within the waste rock dumps. 

Based on field observations made at La Mine Doyon, a zonation appears within waste 

rock blocks with the following characteristics: 
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• Exterior zone in which pyrite is completely depleted. 

• Interior core where pyrite remained unreacted 

According to Lefebvre and Gelinas (1995) the whole pyrite within a particle is not 

oxidised simultaneously because the oxidation reaction is restricted by the rate of 

diffusion of oxygen within the blocks. Furthermore, a reaction core model must also 

take into consideration the concentration and surface area of pyrite exposed within 

waste rocks. The reaction core model applied by Lefebvre and Gelinas (1995) presumes 

that oxygen is the only effective pyrite oxidant. In addition since the model does not 

directly take into account ferric iron as an oxidant, thus the leachate speciation was 

avoided. Similar to the works done by Levenspiel (1972); Jaynes et al. (1984a, b); and 

Elberling et al. (1994), the reaction core model takes into consideration the effects of 

both the surface reaction kinetics and the rate of oxygen diffusion. Lastly, high 

temperatures limited the bacterial activity. 

The reaction core model for pyrite oxidation was presented by: 

Qox =- Kox XT Xwo pfx f(X) (C.41) 

where, 

Kox = overall volumetric kinetic constant (1/ s); 

XT = temperature kinetic factor (between 0 and 1); 

Xwo = kinetic factor of oxygen in the liquid phase (between 0 and 1); 

Pox = oxygen concentration in the air (kg lm); 

f(x) = a geometric factor depending on the fraction of pyrite remaining, X (0 tol). 

The volumetric kinetic constant Kox was given by the following expression: 
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X\-n)k0Xa™
kY8 

Kox= — — (C.42) 
R 

where, 

n = porosity; 

kox = surface reaction kinetic constant (m/s); 

a™k = surface area of pyrite per unit volume of waste rock (m~x); 

y = conversion factor between the concentrations of oxygen in the gas and liquid 

phases; 

5 = thickness of the rock block in which pyrite oxidation occurs (m); 

R = radius of waste particle (m). 

The geometric factor f(x) which takes into consideration the relative effects of surface 

reaction kinetics and oxygen diffusion into the waste rock blocks was given by: 

2 

/(*) = f^ -x (C.43) 

6rd/TcX
3(l-X'3) + l 

where, 

nrock n 

,c= ^ t f . (C.44) 
hk nrock8vnmr 
OKoxaPy ° l Fox 

nrock p2 

_PSL±_ (C45) 
MD.rpZ 
where, 

X = fraction of pyrite remaining in waste rock blocks; 

Tc = total time required for complete oxidation of pyrite in waste rock particles if the 

oxidation process is only controlled by surface reaction (s); 
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Td = total time required for full oxidation of pyrite in waste rock blocks if the oxidation 

reaction is only limited by oxygen diffusion into the waste rock blocks (s); 

p™k = density of pyrite within the blocks (kglm3); 

b = stoichiometric ratio between the masses of oxygen and pyrite consumed; 

De = effective diffusion coefficient of oxygen within the rock blocks (m
2 Is). 

According to Lefebvre and Gelinas (1995), the reaction core model and the 

stoichiometric ratio between the masses of oxygen and pyrite can be used to calculate 

the volumetric oxygen consumption rate Qox (kg I m
3s) in a unit volume of waste rocks. 

It was concluded that the air convection process controlled the rate of the contaminant 

generation. A study of acid mine drainage is necessary for a better understanding and 

assessment of the processes involved in acid mine drainage generation. 

C.6 PYROX-MINTRAN-MINTOX model 

Wunderly et al. (1996) developed a numerical model referred to as PYROX that couples 

one-dimensional oxygen diffusion and sulphide mineral oxidation to simulate pyrite 

oxidation in the vadose zone (unsaturated zone) of mine tailings. For the simulation, a 

shrinking-core model and a finite element numerical approach were used to simulate the 

transport of oxygen and the oxidation of pyrite particles. Figure 8.12 represents a 

schematic diagram of the model. 

The PYROX model has been coupled with a two-dimensional finite element reactive 

transport model, MINTRAN, for contaminant transport and MINTEQA2 to solve the 

equilibrium geochemistry. The chemical reactions considered in the model are based on 

a local equilibrium assumption. The resulting model has been called MINTOX. A two-
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step equilibrium approach has been used for the simulation. In this approach, the 

solution is divided into the two separate parts: 

Oxidized coating Unreacted Core 

Water Film 

R* = a 
Radius 

Figure C.12. Schematic diagram representing the model 

developed by Wunderly et al. (1996). 
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a) Advection-dispersion transport and 

b) Chemical equilibrium 

These separate parts are then coupled together using various techniques. 

The mass balance governing equation for oxygen diffusion into the pore space of the 

tailings used in the PYROX model is given by: 

^,^^(^.^0 (C46) 
ot dx 

where, 

apor(x) = air-filled porosity of the tailings; 

Dx (x) = diffusion coefficient for the porous materials; 

U*A = oxygen concentration in the pore space of the tailings; 

q(x,t) = volumetric oxygen consumption term due to pyrite-oxygen reaction. 

The diffusion coefficient Dx (x), is calculated using an empirical expression: 

D,(x) = 3.98xl0->(apOr«)-0-05Tx(tempr (C.47) 
< 0.95 J 

where, 

temp = temperature (° K ). 

The PYROX model assumes that all particles are spherical, uniform in size and 

surrounded by an immobile water film. The model also assumes that pyrite is 

homogenously distributed within the particles and pyrite oxidation reactions take place 

in the aqueous phase in contact with or near a reacting solid. The oxygen diffuses from 

the outside of particle through the porous oxidised rim of the particle towards the 

unleached core of the particle where the oxidation reaction takes place. As the pyrite 
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oxidation reaction develops in the particles, the radius of the unreacted core will 

decrease while the thickness of the oxidised zone increases. According to Wunderly et 

al. (1996), the rate of shrinkage of the unoxidised core is approximately 1000 times 

slower than the flux of oxygen within the particle. Therefore the reaction front is 

immobile with regard to the oxygen concentration gradient between the outer surface of 

the particle and the reaction front and the concentration of oxygen within the oxidised 

rim of the particles decreases linearly from the outside of the particle to the unreacted 

core boundary. 

Considering the pseudo steady-state assumption described above, the sink term in the 

mass balance equation for oxygen representing oxygen consumption by pyrite oxidation 

within a unit volume of tailings, q(x,t) has been calculated by: 

^^l^.fiVw),;,,,,) (c.48) 

where, 

R* = radius of the particle; 

r*(x) = radius of the reaction front or the radius of the unreacted core; 

Uw* = oxygen concentration in the water film surrounding the particle; 

D2 = diffusion coefficient for the oxidised coating of the particle. 

By combining Equations C.46 and C.48, Equation C.49 describes oxygen diffusion into 

tailings with the consumption term represented as shrinking core particles: 

apor(x) A" ' ' = Dx(x) ^-^-- v ^ K "D 
dt dx R* 

» * 
dUA(x,t) _ n ( d

2 U A ( x , t ) 3(l-por(x))Tt R rc (x,t) 

R*-rc*(x,t) 
Uw (x,t) 

(C.49) 
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Equation C.49 describes the mass balance for oxygen diffusion into the pore space of 

the tailings incorporating the volumetric consumption of oxygen to the particles. 

Equation C.49 contains two variables, U *(x,t) ax\dr*(x,t). To attain a unique 

solution, another equation linking UA(x,t) and r*(x,t) was essential. This equation 

determines the radius of the reaction front within the tailings particles as follows: 

dr* D2 (1 - por) 
( n* * 

dt 

R rc (x) Uw\x,t) (C.50) 

epsK I* ~r< (x) 

where, 

e = mass ratio of oxygen to sulphur; 

ps is obtained using the following equation: 

ps=pbx fracsulf(x) (C.51) 

where, 

pb = bulk density of the tailings (kglm
3); 

fracsulf(x) = fraction of sulphur in the tailings materials (kg/kg) 

The dimensionless forms of Equations C.49 and C.50 were developed and solved using 

* 

the Galerkin finite element method for the variable UA (x,t) and a Newton-Raphson 

technique for the variable rc (x, t). 

The model was modified to take into account the speciation of iron into Fe" 

rndFe'", which is dependent on the geochemical conditions at each node of the finite 

element mesh in the simulation. The oxygen concentration calculated in PYROX is 

dependent on the speciation of iron. The following expression was derived based on the 

equilibrium assumption: 
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log 
(a ^ 

V Fe J 

= log{Keq)+Uog{P0i )-PH (C.52) 

where, 

aFei+ and aFg2+ = activities of ferric and ferrous iron respectively; 

Keq = equilibrium constant for iron. 

The total amount of iron produced is given by: 

Fe'otal = Fe( ferric) + Fe( ferrous) (C.53) 

The PYROX model was linked with the reactive transport model MINTRAN. The 

resulting model was called MINTOX. MINTOX was capable of running either a one-

dimensional or a two-dimensional simulation, while oxygen transport was assumed to 

occur only in the vertical direction. As the simulation by MINTOX is performed, the 

rate of pyrite oxidation occurring within the current time step is determined. The 

concentration of pyrite oxidation products such as H',S04 ~, Fe
2'and Fe3' are 

estimated at each node in the finite element grid within the unsaturated zone and then 

added to the equivalent spatial node in the reactive transport part of the model. 

Dissolved chemical species are transported individually and a new chemical condition is 

equilibrated at each node before moving on to the next time step and pyrite oxidation 

continues. When the pyrite at any node is completely depleted, the program computes a 

zero concentration increase at that node for all the oxidation products. 

In order to assess the MINTOX model, Wunderly et al. (1996) ran a one-dimensional 

simulation using field data monitored in the Nordic Main tailings impoundment near 

Elliot Lake, Ontario. 
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M I N T O X was validated by Wunderly et al. (1996) with field-monitored data. A 

simulation for the effects of 12 years of pyrite oxidation was performed based on 

physical and chemical data collected at the site. 

The general trends predicted in the one-dimensional simulation results report by 

Wunderly et al. (1996) matched closely with field data monitored at the above-

mentioned site. Figure C.13 shows the normalised oxygen concentration versus depth 

profile and Figure C.14 shows the normalised pyrite content versus depth profile for the 

modelled output and field data. Furthermore, The results of one-dimensional simulation 

are given in Figures C15 and C16. 
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Figure C.13. Normalised oxygen concentration for the model and field data from Elliot 

Lake, Ontario (after Wunderly et al., 1996). 
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Figure C.14. Normalised pyrite content for the simulation results and field data from 

Elliot Lake, Ontario (after Wunderly et al, 1996). 
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Figure C.15. One-dimensional modelling results in comparison to field data from Elliot 

Lake, Ontario (after Wunderly et al., 1996). 
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Figure C.16. One-dimensional simulation results in comparison to field data from Elliot 

Lake, Ontario (continued) (after Wunderly et al., 1996). 
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Wunderly et al. (1996) also performed a two-dimensional simulation to describe the 

capability of the MINTOX model to simulate physical and chemical changes enforced 

upon the tailings and demonstrate that these changes may have basic roles on the rate of 

acid and contaminant generation and subsequent leaching of contaminants caused by the 

oxidation of sulphide minerals, mainly pyrite. Furthermore, the results obtained from 

numerical simulation suggested that PYROX may be appropriate to predict the long-

term sulphide mineral oxidation and leaching of the oxidation products such asrY+, 

S04 ~ and Fe
2' to the pore waters of sulphide rich tailings. 
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APPENDIX D 

MASS TRANSPORT MECHANISMS 

D.l Physical mechanisms of mass transport 

D.l.l Dispersion 

The process of dispersion causes dilution of the contaminant and lowers its concentration. 

The dispersion process consists of two components. One component is an apparent mixing 

and another is molecular diffusion. As a contaminant moves through a groundwater system, 

it will mix with uncontaminated water resulting in dilution of the contaminant. This mixing 

component is often called mechanical dispersion and it arises from groundwater velocity 

variations in the porous media. These variations may occur on a microscopic scale due to 

the friction between the particles of medium and the fluid and also due to curvatures in the 

flow path as shown in Figure D. 1. 

friction in pore 

direction of average flow 

• 

Figure D.l. Factors causing mechanical dispersion. 

The mechanical dispersion is equal to the product of the average linear velocity and a factor 

named the dispersivity: 
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Dm=av (D.l) 

where, 

Dm = mechanical dispersion (m
2 Is); 

a = dispersivity (m); 

v = linear velocity (m/s). 

D.1.2 Diffusion 

Molecular diffusion results in the spreading of contaminant due to concentration gradients. 

By this process, both ionic and molecular species dissolved in groundwater move from 

areas of higher concentration to areas of lower concentration. The role of diffusion 

processes is to cause the solute to spread out in all directions in response to these 

concentration gradients. 

Diffusion processes can be mathematically formulated using Fick's laws. Fick's first law of 

diffusion describes the flux of a contaminant under steady-state conditions and can be 

written as follows: 

F=-Dx^ (D.2) 
dx 

where, 

Dx = diffusion coefficient (L
2 T~x); 

F= mass flux of contaminant per unit area per unit time (MLT2T~{); 

C = contaminant concentration (MU ); 

dC 
— = concentration gradient which is negative in the direction of diffusion. 
dx 
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For the major cations and anions in groundwater such as Na',K',Mg2', 

Ca2',Cl~ ,HC03~ and S04 ", the diffusion coefficient ranges from lxlO
-9 to 

2xl0~9 m2 Is at 25 °C (Freeze and Cherry, 1979). 

For systems where the solute concentrations may vary with time, Fick's second law can be 

applied: 

d£_nd^C 
dt dx —=Avr (DJ) 

where, 

dC . ., . 
— = change m concentration with time. 
dt 

In porous media, the diffusion coefficient for an ion is smaller than that in water because 

the ion must travelling a longer path around the mineral particle. To take this into 

consideration, an effective diffusion coefficient D* can be calculated in solids as given 

below: 

D*=cvDx (D.4) 

where, 

CO = an empirical constant ranging from 0.5 to 0.01 (Fetter, 1988). 

D.l.3 Hydrodynamic dispersion 

The combined effect of diffusion and mechanical dispersion is named hydrodynamic 

dispersion and can be formulated as: 

DL=ccLvx+Ddif (D.5) 

DT=aTvy+Ddif (D.6) 
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where, 

DL and DT = longitudinal and transverse dispersion coefficients respectively; 

aL and aT = longitudinal and transverse dispersivities of porous medium; 

vx and vy = average linear velocities in the x and y directions; 

Ddif = molecular diffusion coefficient. 

Dispersivity varies spatially with changes in the lithology of the porous medium. In 

laboratory studies using relatively homogeneous porous media, the longitudinal dispersion 

coefficient (DL) was reported (Pickens and lennox, 1976) to be greater than the transverse 

dispersion coefficient (DT) by a factor of 5-20. 

It should be noted that in systems where groundwater velocities are low, contaminant 

attenuation is mainly governed by molecular diffusion whereas at higher velocities 

mechanical dispersion (mixing) is dominant. 

D.l.4 Advection 

Advection is the process of transport of a contaminant due to motion of the groundwater. 

The velocities are derived from the potential (flow) equation using Darcy's law. The 

advection flux is given by: 

Fx (advection)=vx n C (D.7) 

where, 
v = linear groundwater velocity and is a vector with components vx and v in a two-
Xj 

dimensional case; 
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n = porosity. 

Coupling advection and dispersion, the mass fluxes in the two directions become: 

Fx=vxnC-nDx^- (D.8) 
ox 

ac 
dy 

Fy=vynC-nDy — (D.9) 

where, 

vx n C and vy n C = advection fluxes in x and y directions. 

D.l .5 The advection-diffusion equation 

For systems with groundwater movement, mass transport can be described by both 

advection and diffusion. The equation incorporating these processes is called the advection-

diffusion equation. The one-dimensional form of this equation can be written as: 

ac „ d2C dC 
— = n D , i f — - — n v r — — 
dt d,f dx2 x dx 

n—=nDdif—T-nvx— (D.10) 

or, 

ac tfc__ ac 
dt~ dif dx2 Vxdx = D*f-^r~^ <D-n) 

The first term on the right describes mass transport by advection and the second describes 

mass transport by diffusion. 

D.l.6 The advection-dispersion equation 

Diffusion alone does not fully account for mixing during contaminant transport. Hence, 

mechanical dispersion is considered to be important in many systems. The hydrodynamic 
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dispersion takes into account both the mechanical mixing and diffusion. The one-

dimensional equation incorporating hydrodynamic dispersion reduces to: 

d£=D <^c_ ac 
dt dx2 x dx 
^ - = ^ — - v , ^ (D.12) 

where, 

DL = longitudinal dispersion coefficient; 

vx = average ground water velocity in the x-direction; 

C = contaminant concentration; 

t = time. 

D.2 Mass transport with reaction 

Contaminant passage in a porous medium is diluted by chemical reactions taking place 

during transport. These reactions can occur between the solute and the porous media or 

between the solute mass and the pore fluid. A contaminant is produced or removed by 

chemical processes during the course of transport. Therefore, the mass transport equation 

has to be modified to incorporate the suitable source or sink terms. In the case of one-

dimensional transport, the conservation equation becomes: 

dt dx2 dx n 

where, 

r = mass produced or consumed per unit volume per unit time [moll m3s). 

According to Reddi and Inyang (2000), the mass transport mechanisms are categorised into 

two groups: 
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• abiotic processes 

• biotic processes 

Abiotic processes occur independent from biological activities. The biotic processes 

include those processes in which micro-organisms consume the mass of chemicals. The 

major abiotic processes are acid-base reactions, oxidation-reduction reactions, 

complexation, precipitation and dissolution, radioactive decay and sorption. 

The process of sorption is considered to be a dominant process in attenuating the transport 

of dissolved species in groundwater. Sorption is the phase-transfer process responsible for 

the transfer of contaminants from liquid to solid state. 

Sorption includes absorption, adsorption and ion exchange processes. In absorption 

processes the contaminant is included into the solid, but the adsorption process is 

responsible for the attraction of solutes to the solid surface. Ion exchange is the process at 

which the cations are substituted into the solids. 
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APPENDIX E 

CHEMICAL REACTIONS AND THE LAW OF MASS ACTION 

E.lChemical reactions 

Two principal chemical reactions that often take place in solute transport problems are as 

follows: 

(i) Irreversible kinetically controlled reactions 

Kinetically controlled reactions refer to the rates and mechanisms by which chemical 

reactions occur. Rate-controlling reactions are relatively slow. The examples of the kinetic 

reaction are the first-order decay of a radioactive species, biodegradation (Domenico and 

Schwartz, 1990), pyrite oxidation and ferrous iron oxidation (Jaynes et al., 1984a). 

(ii) Equilibrium-controlled reactions/ reversible reactions 

Reversible reactions are characterised by a mixture of products and reactants remaining at 

chemical equilibrium. An equilibrium-controlled reaction is relatively fast. Ion-exchange 

reactions, complexation, precipitation or dissolution, are considered to be equilibrium 

processes (Rubin and James, 1973; Jennings et al., 1982; Miller and Benson, 1983; Jaynes 

et al., 1984a; Walter et al., 1994a, b; and Schnoor, 1996). 

E.2 Law of mass-action 

Based on the law of mass action, a reversible chemical reaction will attempt to reach 

equilibrium (Fetter, 1988). In the law of mass action, the rate of a chemical reaction is 

proportional to the product of the concentration of each dissolved species participating in 

the reaction raised to the power of its stoichiometric coefficients (Schnoor, 1996). Consider 

a general reversible chemical reaction: 
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mM +nN <=> oO + pP (E.l) 

If the rate expression can be given by the following expressions: 

Rate of the forward reaction = Kf [M ]
m [N] " (E.2) 

Rate of the reverse reaction = K r [o ] ° [p ]
p (E.3) 

Then, overall rate of reaction reduces to: 

R0=Kf[M]
m[N]" -Kr[O]°[P]

p (E.4) 

If the reaction reaches chemical equilibrium, the rate of the forward reaction becomes equal 

to the rate of the reverse reaction, i.e. 

Kf[M]
m[N]H = Kr[0]°[p]

p (E.5) 

The ratio of the forward rate constant (Kf) divided by the reverse rate constant (Kr) of a 

chemical equilibrium is defined as the equilibrium constant: 

Kf [o].[p]> 

« ~ Kr ~ [M]"[NY
 l " ; 

In general, the mass-action expression can be written as: 

m=\ 

where, 

K, = equilibrium constant; 

a. = stoichiometric coefficient of dissolved species m in species/; 

Na = total number of aqueous species; 

] = activities in solution. 
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The activities can be related to the concentrations of dissolved species using the following 

equation (Miller and Benson, 1983; Fetter, 1988; and Walter et al., 1994a, b): 

Um]=rmcm (E.8) 

where, 

Cm = concentration of dissolved species; 

ym = activity coefficient. 

The activity coefficients of the dissolved species are functions of pressure, temperature and 

chemical composition (Miller and Benson, 1983). They can be calculated using the Davies 

equation (Miller and Benson, 1983; Jaynes, et al., 1984a; and Fetter, 1988). 

ym = exp 

where, 

0.5Z. 

( i 
I1 

l + I-

0.31 (E.9) 

Zm = charge of aqueous species m; 

I = ionic strength of the solution defined as (Fetter, 1988): 

1 laa 

i-- -ycmzm
2 (E.10) 

where, 

C = concentration of mth aqueous species; 

Z = charge of m'h species. 
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APPENDIX F 

THE COMPLEMENT OF THE ERROR FUNCTION 

The error function ' erf ' can be used to calculate its complement ' erfc' which in turn is 

used in analytical equations of solute transport (Equation 9.3, Chapter 9, Section 9.4, Page 

266). The complement of the error function is given in terms of its argument P as follows 

(Freeze and Cherry, 1979; Reddi and Inyang, 2000): 

erfc(p) = 1 - erf(p) = 1 - (-JL V e " " 2 du (F.l) 

Values for the error function (erf(B)) and its complement (erfc(p)) for different values of 

the argument /? are given in Table F.l which does not show the negative values of the 

argument/?. It may be calculated using the following expression: 

erfc(-P) = l + erf(P) (F.2) 

The following useful relationships in Equations F.3 and F4 can also be applied (Domenico 

and Schwartz, 1990): 

erf(-P) = -erf(P) (F.3) 

erfc(P) = l-erf(P) (F.4) 
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Table F.l. Values of erf(p) and erfc(p) (quoted in Domenico and Schwartz, 1990). 

p 
0 
0.05 

0.1 
0.15 

0.2 
0.25 
0.3 
0.35 
0.4 
0.45 
0.5 
0.55 
0.6 
0.65 
0.7 
0.75 
0.8 
0.85 
0.9 
0.95 
1.0 
1.1 
1.2 
1.3 
1.4 
1.5 
1.6 
1.7 
1.8 
1.9 
2.0 
2.1 
2.2 
2.3 
2.4 
2.5 
2.6 
2.7 
2.8 
2.9 
3.0 

erf(p) 
0.000000 
0.056372 
0.112463 
0.167996 
0.222703 
0.276326 
0.328627 
0.379382 
0.428392 
0.475482 
0.520500 
0.563323 
0.603856 
0.642029 
0.677801 
0.711156 
0.742101 
0.770668 
0.796908 
0.820891 
0.842701 
0.880205 
0.910314 
0.934008 
0.952285 
0.966105 
0.976348 
0.983790 
0.989091 
0.992790 
0.995322 
0.997021 
0.998137 
0.998857 
0.999311 
0.999593 
0.999764 
0.999866 
0.999925 
0.999959 
0.999978 

erfc(P) 
1.000000 
0.943628 
0.887537 
0.832004 
0.777297 
0.723674 
0.671373 
0.620618 
0.571608 
0.524518 
0.479500 
0.436677 
0.396144 
0.357971 
0.322199 
0.288844 
0.257899 
0.229332 
0.203092 
0.179109 
0.157299 
0.119795 
0.089686 
0.065992 
0.047715 
0.033895 
0.023652 
0.016210 
0.010909 
0.007210 
0.004678 
0.002979 
0.001863 
0.001143 
0.000689 
0.000407 
0.000236 
0.000134 
0.000075 
0.000041 
0.000022 
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APPENDIX G 

DERIVATION OF THE OPERATIONAL PARTIAL DIFFERENTIAL 

EQUATIONS FOR DIFFERENT CASES OF ION-EXCHANGE REACTIONS 

G.l Assumptions 

For the derivation of the transport equations incorporating ion exchange reactions the 

following assumptions were made (Rubin and James, 1973): 

(i) The activities of adsorbed species is assumed to be equal to their equivalent mole 

fraction: 

c;=£- (G-i) 

where, 

C, = concentration of species i on the surface phase; 

C," = equivalent mole fraction of species i in the sorbed phase; 

CT = cation exchange capacity (CEC) of the medium which is given by: 

Cr=£c, (0.2) 

where, 

nc = number of dissolved species participating in the ion exchange reactions. 

The mass action Equation 9.9 (Chapter 9, Page 270) can now be rewritten as: 

Kf = 
c, 

(G.3) 
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It should be noted that cation exchange capacity describes the quantity of exchangeable 

cations sorbed on the surface (Domenico and Schwartz, 1990). It varies considerably 

depending on the type of clay mineral. 

(ii) A local chemical equilibrium exists for ion exchange reaction at any point of the 

system. Among the nc exchanging species in the system, there are nc+\ equations with 

2ncunknown functions or dependent variables. Hence, nc-\ independent equilibrium 

relationships are required of the form of Equation G.3. One additional algebraic equation 

may be considered when the following conditions are met: 

(a) The total concentration (CT) of the species participating in the exchange reactions in 

the influx boundary remains constant with time and is defined by Equation G.4. 

Y C, = CT (G.4) 
i-U 'Mux 'influx v ' 

i=l 

where, 

C = influx concentration of ith dissolved species; 
'influx 

CT = influx total concentration of the aqueous species. 
* influx 

(b) At all points of the system, the initial total concentration of the aqueous species 

involving in the exchange process is given by: 

CT =£c, (G.5) 
' imt J—*t 'mil 

i=\ 

where, 

C • = initial concentration of /'* dissolved species; 
'Ml 

C T = initial total concentration of the aqueous species. 
'Ml 
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CT may also equals to CT . 
'"" " 'influx 

(c) The total concentration of pore fluid species CT can be defined as: 

CT = £ C, (G.6) 
i=i 

This means that total concentration of the dissolved species may be not changed by the 

exchange reaction alone. Equation G.6 can be applied to eliminate one of the variables C. 

from the set of nc partial differential equation presented by Equation 9.2 (Chapter 9, 

Section 9.2, Page 264). Hence, the new set of equations consists of nc -1 partial differential 

equations. 

G.2 Method 

The following technique of Rubin and James (1973) is used to derive the operational partial 

differential equations for the general case of a non-linear ion exchange. 

The following set of equations is solved: 

^+"'§ = Z)T^-«^+«-c'±s (a7) 
dt dt dx dxj 

K'j = 

fc.Vfc v 

KC'J S>J 
(G.8) 

%C,=CT (G.9) 
1=1 

where, 

Kj = a constant and i = 1,2,3,..., n c , j = 2,3,4,..., nt 
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For any given i species, C, may be eliminated from the derivatives of Equation G.7. 

Equation G.8 can be rewritten in the following form: 

fj=K)C^C;-C^C^=0 (G.10) 

Differentiating Equation G.10 with respect to t and dividing by -4dr- gives: 
dCj 

dfj/dc, ac, dfj/dc, acj | dfj/dc, dCj teJQ 
dfj/dCj dt dfj/dCj dt dfj/dC). dt dt 

where, dfj/dCj*0 

Equation G.9 yields: 

t^=-f, Jrt (0.12) 
pl dt dt 

For a given /, the following expression can be derived: 

£S. = ±rr ^-t f. ^ (°-13) 
a* g, dt % dt 

where, 

iJ^ZS (014) 

_^^/a^ (G.i5) 
Jii fidfj/dCj 

, -Jlil^L (G.16) 
JiJ Vj./dCj 
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Substituting Equation G.13 into Equation G.7 yields the following operational equation: 

(G.17) Pb 
Si 

o-C, Pbf
 dCJ=Dd

2Cj 

dt g,%JiJ dt 
-—>/"•• - = D^^L-q .^+- + q C±S 

dC, 

dx 

where, i = 1,2,3,..., nc 

Given appropriate initial and boundary conditions, the non-linear partial differential 

Equation G.17 is solved using the finite volume method. For any given /, Equation G.8 

gives: 

i (r Yj/Pi 

where, j - 1,2,3,..., nc and j*i 

(GAS) 

For all the values of j and considering Equation G.9, C, can be calculated from the 

following equation: 

(r \P>IP> 

KC'J 

(G.19) 

Based on the general Equation G.17 the governing equations can be developed for various 

cases of ion exchange reactions as given below: 

G.2.1 Binary homovalent exchange 

Binary homovalent exchange is noted to be the simplest case of two-species 

(n =2, P :P2 =1:1) exchange (Valocchi, et al., 1981). The general transport equations 

are developed for a one-dimensional problem, in both cases of constant CT and varying CT. 
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(a) Constant CT 

In this case the feed solution has the same concentration as the background solution. CT is 

constant. This simplification reduces the binary exchange problem to the well-known single 

ion adsorption problem (Rubin and James, 1973; and Valocchi, et al., 1981). The following 

set of the equations describe this problem: 

C, 

c, 

K2 = 

,+^lf-^/2f = ̂ -.f+.ec1±, 
g 

\: 
Pb r )9C2 Pb f 9 CI _ n

d C2 _ 9 C 2 , _ r + «/ 

'ci Y(c. V 
,C'v ̂ 2 

K 2 J 

C-r — ̂ i + C^2 

g = K2Cx+C2 

or K\CX(CT-CX)-CXC2 =0 

(G.20) 

(G.21) 

(G.22) 

(G.23) 

(G.24) 

f\ - %2 i^T ~ Cl ) 

f2=Ci 

CT = Cte ; 
dCx dC2 

dt dt 

(G.25) 

(G.26) 

(G.27) 

In this case C, is: 

— _ K2CXCT 

K2Cx + C7 

(G.28) 

Because CT is constant, thus, 

£-
ac, 
dt 
-f^+f 
~fi dt +h 

dCx 
dt 

(G.29) 
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The partial differential equations for species C. and C2 become, 

dt g h dt 
t + ^f 

g 
D-
dx2 

Q* 

( 

+^/ 2 

g 

A a q , P L , a c 2 _ _ a2c2 
^ ^ Jl -s. ~^ s •) H: dt g •" dt dx2 

ac, 
dx 

dC2 

dx 

+ 9„C,±S 

+ <lreC2±S' 

(G.30) 

(G.31) 

With rearranging above equations in a 'PHOENICS equivalent' the following equations 

can be obtained: 

dCx_d
2Cx 

dt 

ac 

= D 

= D 

dx2 

d2C 

dt dx2 

(b) Varying CT 

dCx 

dx 

2 qj^ 

+ (W) 
3C, f/7, 

a* 
+(i-*) 

a/ 

ac2 
a? 

g 
•I/1+/2] 

Vc, 

g 
•I/1+/2] 

a? 

ac 

+ ̂ C,±5 

—2- + <7 C,±S" 

a** re 2 

(G.32) 

(G.33) 

In a general case where the total concentration of exchangeable species, CT is different 

between the background and feed solutions, the transport equations for two species C, and 

C2 are as follows: 

*i=z££-,. 
dt dx2 dx dt g dt g dt 

(G.34) 

^ = ̂ _ , ^ + ( l_^_A/2^+A/i^ + ̂ 2±,, (G35) 
dr 3JC dx of g or g dt 

G.2.2 Binary heterovalent exchange 

In this case, the selectivity coefficient is assumed to be constant, and CT may vary. The 

non-linear ion exchange reaction taking place involves two species of unequal valence, 

C,(/^ =1) and C2 (P2 = 2). The chemical reaction describing the problem is: 
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2 C , + C 2 o 2 C . + C 2
2 (G.36) 

The selectivity relationship is given by the following equation: 

K\ = 
^ ^2fn V C 

vc^> 
(G.37) 

JX, 

Using relationships CT =2^Ct and CT=CX+C2, Equation G.37can be rewritten as a 
r=l 

quadratic equation for C, as follows: 

K\CX(CT -C,)-C
2C2 = 0 or C2CX + K\CXCX -K\C

2CT = 0 (G.38) 

The solution of the above quadratic equation gives the following expression for C, . 

C = -K
l
2C

2 ±CX(K
1
2
2C2 +4Ki2C2CTf

2
 (Q39) 

2C2 

Only one of the two roots in Equation G.39 will give physically meaningful Cx. 

The values of /,, f2 and g are given as follows: 

fx=2K\Cx{CT-Cx) (G.40) 

f2 = Cx
2 (G.41) 

g = ^C1
2+2C2C1 (G.42) 

The operational partial differential equations for the case of the binary heterovalent 

exchange, forCr as a constant or CT as a variable can be expressed as follows: 

(a) CT as a constant 

dCx _ dC2 
ifcr - a., tta.-£-—£-
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§-#-^(^-f^+/jK+?„c,± dt dx2 " dx 

ac a2c ac 

* \,« 

.dC, 
or dx dx dt 

P± 
g 
[fi+fi] 

J 

dt 

ac 
^areC2±S' 

(G.43) 

(G.44) 

(b) C r as a variable 

If CT * Cte, 

aq a2q aq , ,aq pb ,da ph rdc, 
(G.45) 

f^-.f+(W)f-^f+%f+.c2±, (G.46) 

G.2.3 Ternary homovalent exchange 

A system with a ternary ion exchange (nc =3, Px :P2 :P3 =1:1:1) has the following 

partial differential equations for transport of Cx, C2 and C3, 

= ̂ - ^ ^ + ( l - ^ - ^ ^ 1 ^ + ^ y ; 2 ^ + ^ 7 1 3 % + ̂C1±5(G.47) 
dt dx/ J dXj dt g dt gx dt gx dt 

= ̂ - ^ | ^ + ( l - ^ - ^ / 2 2 ^ + ̂ 7 2 3 ^ + ̂ 7 2 1 ^ + ̂ C 2+^ (G.48) 
dt dx dx dt g2 dt g2 dt g2 dt 

l^L = D^£l.q J£. + (l. 
dt dx/ ' dxj 

^ - ^ 7 3 3 ^ + ̂ 7 3 , ^ + ̂ 7 3 2 ^ + ̂ 1 5 ' (G.49) 
dt g3 dt g3 dt g3 dt 

where, 

, _q Q 
q c2 

(G.50) 
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Kl=^W (G.51) 

CT=CX+C2+ C3 (G.52) 

gx=Cx+K
2C2+KfC3 (G.53) 

g^Cj+^Ca+^JC, (G.54) 

g,=C,+K\Cx+KlC2 (G.55) 

/ll = C2 + C3 > /l2 = ^?C1 ' /l3 = K\C\ (G.56) 

722 = C3 +C, , /23 = A2C2 , J2X
 =-^-2^2 (G.57) 

fn =CX+C2, fiX = A"3C3, /32 = ^T3C3 (G.58) 

Considering Equations G.18 and G.19, for a ternary exchange, CX,C2 and C3 can be 

expressed as follows: 

C, = Cfr (G.59) 
(c,+ is:,2 C2+K

3C3) 

C2=-,
 CfT 3 . (G.60) 

and 

C3=C7.-(C,4-C2) (G.61) 

G.2.4 Ternary heterovalent exchange 

The main chemical mechanism involved is the heterovalent ion exchange of C,, C2 and 

C3. It is assumed that species C, is monovalent while species C2and C3 are 
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divalent (nc - 3, Px : P2 : P3 = 1:2:2). In such case, the following system of equations are to 

be solved as follows: 

dc, ac a2c ac 
dt 
L+Pblf = D^-q^+q"C<±s> i = w (G.62) 

(r X(' n \ 
K2 = 91 

KC*J 
(G.63) 

K\ = 
(cA'fcA 

v c ^ vC3y 

L^y ^~ ^'I i~ ^"y "• ^^l 

(G.64) 

(G.65) 

As for the ternary homovalent exchange, the partial differential equations are obtained as 

follows: 

dt dx/ dxj dt gx dt gx dt gx dt 

(G.66) 

dC2 d
2C2 dC2 , sdC2 pb dC^ PLf 3Q A. ^Q_ c +s, 

~^~-U^T~2 °j^. +V 9) - 722 - + 723 - + 721 3, +are^2±i:i 

dt dx/ dxj dt g2 dt g2 dt g2 dt 

(G.67) 

dc3 d
2c3 dc3 ( ,dc3 Pb ac3 Pb dcx Pb dc2 . r ,„, 

dt dx2 J dxj dt g3 dt g3 dt g3 dt 

(G.68) 
where, 

/ll="c7+"c7 
(G.69) 
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c2 

f = l 

1x2 K\C2 
-2^1 

(G.70) 

C 2 

/l3 ~K\CX
2 

(G.71) 

S,=l + 
2CC, 2CC '2^1 
•\n 2 

+ • 
3^1 

K2Cx
l K\C2 

(G.72) 

Cl C 3 

f = — — H 
/22 2C, C, 

(G.73) 

r c 
_ _ ^ 2 _ l 

/21 ry2 
Kx C2C, 

(G.74) 

r 2r 
723 v2r 2j; 

A-3<^2 ^3 

(G.75) 

g2=l + 
• + • 

C 2C 
^3 *-"2 
2^ 2; 2KX C2CX K3 C2 C3 

(G.76) 

y33 2C3 C3 

(G.77) 

731 KX
3C3CX 

(G.78) 

732 _ 
C c 
^ Q 2̂ 

(G.79) 

g3=l + 
C, 

+ • 
r 2r 
u2 ̂ 3 2A, C3CJ A2C3 C2 

(G.80) 



c> 2[c2+[Kirc^
 (G-82) 

where, 

D = {2CrC2(C2 + [K
3
2]

 1/2C3)+ K\C
2C2f -4Cr

2C2
2(c2 + \K\] %)

2 (G.83) 

and 

C3=CT-(CX+C2) (G.84) 

Only one of the two roots in Equations G.81and G.82 will give physically meaningful 

values of C, and C2. 

One of the most important examples of such a ternary heterovalent exchange reaction is the 

nonlinear ion exchange of Mg2' ,Ca2', and Na' which has been modelled by Valocchi et 

al. (1981) and the model validated using field experiment data observed in the Palo Alto 

Baylands, California. The data measured in this field experiment was also used for the 

validation of the present model as discussed in Chapter 9, Section 9.7.2 (a), Page 275. For 

detailed information related to this field test, the readers are referred to Valocchi et al. 

(1981); Miller and Benson (1983); and Walter et al. (1994a, b). 

G.2.5 Quaternary heterovalent ion exchange 

Another important example of the ion exchange process (Domenico and Schwartz, 1990) in 

groundwater flow systems is represented by the following reactions: 

Ca2+ + INa <=> 2Na+ + Ca (G.85) 

Mg2' + 2Na o 2Na' + Mg (G.86) 
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.2+ Fe1' +2Na<r*2Na' + Fe (G.87) 

Groundwater with relatively high concentrations of ions Ca1* ,Mg2+ and other ions such as 

Fe2'changes its composition as it flows into the clay or shale with Na' species on the 

exchange reaction sites. As the groundwater moves, Ca ,Mg as well as Fe ' are 

removed from the solution due to replacement by Na+ . 

In such cases the following general equations can be solved (nc - 4, Px: P2: P3: P4 =1:2:2:2). 

i 

= D a
2c A dCt dC 

* dt Hb dt dx, 

dC 
•qj^- + qnCt±S, i = l,2,3,4 (G.88) 

( Nn \2{ Ma2+ \ 
K2 = 

Na 
, Na' 

Mg' 
Mg 

(G.89) 

^ Y ^ , 2 + \ 
(G.90) 

(G.91) 

L^y — V-'i i V-^2 ' 3 4 (G.92) 

The partial differential equations describing transport of species Na', Ca ' ,Mg ' and 

Fe are given as: 

^ = D a « _ ^ + ( i - ^ 
dt dxj dx. dt 

(G.93) 
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dt D ar/ '' ̂  +(1 ® dt g/» dt +72
f»-dT+7/»-dr+T2

f»-dr+q"W l±s 

(G.94) 

d[Ca2+}_ diCa*} <fcj*\ , )3[Cfl
2+]_A a[ctf

+] A W A 3^] A ^
+] + /7 U ,+l+~ 

3/ ~D &/ *y a*, + l l ~ ^ r ft
yM_ar+ft/3,~ar+ft/j2_5_+ft/34~ar+^lprJ±r 

(G.95) 

a[^+]_ a^M d[ftf+] , ,3^] A 3^+1 A 3M.A , d\M£\pb a[oH r ,+1 
* dx, dx, dt g4 dt g4 dt g4 dt g4 dt 

where, 

(CV-^'jV^i i- L> -j *—• i ^V-^^V-^i 

A2C, A3C, A4C, 

L̂ i l/i 2 4 2 

,"2 

(G.96) 

S>=1 + ̂  + ̂  + T»77 (G-97) 

g2=l + — ' _ + 3 L + 4 2- (G.98) 
2A, C2C, K3C2 C3 K4C2 C4 

C2 C2C C2C 
g3=l + - 4

L — + -T-T^ + - T ^ (G-99) 
ZTv, ̂ 3 ^ ] A.2L/3 t_-2 7Y4Vx3 l^4 

g4=i+
 c/ _ + ^ i . + ^ i (G.IOO) 
ZA,C4C, A 2 C 4 C2 A 3 C 4 C3 

?r 2r 2C 
/; = f±± + ±hL + ±r± (G.101) 

c, c, c, 

r" = Cl (G.102) 
/l2 K\C2 

f - Ci (G.103) 
/l3" ^ C , 2 

/• - Ci (G.104) 
/l4" ^ C , 2 
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J 22 ~ 
q [ 3 j Q 

2C2 C2 C2 

(G.105) 

c c 
^21 ^2yi yT 

(G.106) 

/; 
C2 C3 

A 3C 2 C3 

(G.107) 

/; 
c c 

_ ^2 W 
24 ^r 2Fr 

A 4 U 2 C 4 

(G.108) 

i-'l ^ 2 4 
/ 3 3 = T ^ + ̂  + -

£*\r' •» ^"' 3 ^"^ 3 

(G.109) 

/• C 3 C -

A., v^3*-^i 

(G.110) 

/32 = 
^3 ^ 2 

A2C3 C2 
(G.lll) 

U-J \~SA f _ ^3 v 4 
734 — K4C3 C4 

(G.112) 

f - - ' 4- 2 I 3 (G.113) 

/« = 
c4c, 

A, C4C, 
(G.114) 

/42 = 
C C 
W ^2 

K2 C4 C2 

(G.115) 

C 2C 
f - 4 3 

J 43 „ 4 „ 2 tp7 
A 3 C 4 <-3 

(G.116) 

C 
-C2±4D 

2{K2C2+K
3
XC3+K

A
XC4) 

(G.117) 
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D = Cx + 4{cTC
2) {K2C2 + K

3
XC3 + KX

4C4) (G.l 18) 

c {2Crc2(c2 + fe]
1/2c3 + [ ^ ] 1 / 2 C 4 ) + ^ C ,

2 C 2 } + A
V 2
 (G U9) 

2(c2+k
3]1/2C3+fc]'

/2C4)
2 

where, 

A ={2QC2(c2 +{K
3
2Y

2C3 +{K*2Y
 2C4)+K\C

2C2)
2 -4CT

2C2
2(c2 +[K32\'2C3 +W2fc4)

7 

(G.l 20) 

- \2CTC3[c3+[K
2
3Y

2C2+[Kt\
l2C4)+K\C

2C3}±D2
x 1/2 

— _ ^v^7.^3yv^3 T ^ 3 j ^2 T ̂ 3 j v-4y i ̂ 3 ^ ^3 j^ ̂ 2 (G 121) 

'" ~ 2(cJ + fe]"
2c2+fc]'X4)

2 

where, 

D2 ={2CrC3(c3 +[K
2
3rC2 +[Ktrc4)+K\C

2C3)
2 -4Q2C3

2(c3 +fc]'
/2C2 +fe]

1/2C4)
2 

(G.122) 

and 

C4=CT- (C, +C2+C3) (G. 123) 
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APPENDIX H 

ACID NEUTRALISATION REACTIONS 

H' released by pyrite oxidation may be neutralised by carbonates or transformed into 

weaker acids by reaction with the spoil matrix or gangue material in the pyritic reaction 

sites (Rogowski et al., 1977; and Jaynes et al., 1984a) or with acid neutralisation 

reactions in the aquifer materials below the reaction site (Walter et al., 1994a, b). 

Neutralisation of H' when acid reacts with carbonate minerals is an important means 

of moderating acid generation (U.S Environmental Protection Agency, 1994). The most 

common carbonates are calcite (CaC03), dolomite (CaMg(C03)2) or 

siderite(FeC03). Carbonates may occur as layers of limestone or dolomite in the 

overburden above the coal seam or as cement in sandstone or shale. The pH of the 

drainage waters will generally rise with a corresponding increase in Ca2' ,Mg2', or 

possibly the Fe2' concentration, unless the Ca2' content exceeds the solubility of 

CaS04, or unless the Fe
2' is oxidised and exceeds the solubility of the Fe3' 

compounds (Rogowski et al., 1977). 

Blowes et al. (1994) found that the H' released by sulphide oxidation in inactive mine 

waste at the Nordic uranium tailings impoundment near Elliot lake, is neutralised by a 

series of mineral dissolution reactions. These are carbonate mineral dissolution, 

hydroxide mineral dissolution, and alumina silicate mineral dissolution. The authors 

also reported that acid consuming reactions that occur along the groundwater flow path 

affect the mobility of dissolved metals as they are transported through the mine wastes 

and through underlying aquifers. According to Destouni et al. (1998), reactions that tend 

to buffer the pore-water pH are therefore essential in decreasing or delaying the 
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transport of oxidation products. The initial reaction with an acid solution is given 

below: 

CaC03 + 2H' <=> Ca2' + H2C03 (H.l) 

Here, calcite is an H' neutralising mineral. 

Upon further neutralising acidic drainage with carbonates such as calcite and dolomite 

to pH values above 6-6.3 (see Blowes et al., 1994), the product is bicarbonate 

((HCO;). 

CaC03 + H' o Ca2' + HC03~ (H.2) 

CaMg(C03)2 + 2H' <^Ca2' + Mg2' + 2HC03~ (H.3) 

Silicate minerals, however, can buffer the pH. In this reaction, the transformation of 

H' are relatively very slow such as clay mineral transformation in the formation of 

kaolinite (Jaynes et al., 1984a): 

2KAlSi3Og + 2H' + 9H20 -> H4Al2Si209 + 4H4Si04 + 2K' (H.4) 

(Orthoclase) (Kaolinite) 

Or, the acidic dissolution of albite (Herbert, 1994) can transform H' through the 

following reaction: 

NaAlSi30, (s) + 4H' + 4H20 -> Al3' + Na' + 3H4Si04 (H.5) 

(albite) 

This reaction releases Al,Na, and silicate acid. Where Al may be subsequently 

removed from solution by substitution in the goethite mineral lattice or by precipitation 

as Al oxides, basic Al sulphates, or secondary alumina silicates such as kaolinite. The 

H' transformation may be more rapid if there are considerable amount of clay minerals 

(X) present, with an exchange capacity of kaolinite or greater (Rogowski et al., 1977) 
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for which the exchange complex is predominantly saturated with Ca and/or Mg, 

according to the following reaction: 

Ca-X + 2H' ^>H2-X + Ca
2' (H.6) 

where, 

X = clay mineral. 

Jaynes et al. (1984a) reported that in situ neutralisation reactions are important in strip 

mine sites studied in Pennsylvania. They noted that acid neutralisation and 

transformation to reserve forms of acidity of mostly aluminum species were observed in 

small column-leaching studies of sulphidic material. Therefore, i/+ neutralisation 

processes must be included in the model. All acid neutralisation due to reactions with 

carbonates, buffering and exchange reactions produce material which is called acidity. 

Changes in solution pH caused by the spoil would depend on the mineralogy of the 

spoil material and the initial pH oi the solution. Jaynes et al. (1984a) described a 

simple empirical expression in order to account for H' neutralisation reactions taking 

place in coal strip mine sites. This relationship divides the H' generated into active 

solution H' and the combined neutralised or reserve H'. The expression is: 

-^-- = {l.0-EXP(GA-pH)} (H.7) 
HGen 

where, 

H' = actual increase of hydrogen ion in solution (mol lm3); 

H+en = H' generated through chemical reactions (mol lm
3); 

GA = an empirical constant that defines the buffer system. 

Based on Equation H.7, when solution pH reaches the empirical constantGA, all the 

H' produced is consumed by surrounding spoil materials, and the pH remains 
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constant. The increase in the acidity term^r (Jaynes et al., 1984a) is then represented 

as: 

Ar-H^-H* (H-8) 

Rearranging Equation H.7 may yield the H' consumption per cubic meter of spoil per 

time and: 

dH' H' Gen exp(GA-PH) (H.9) 
dt At 

where, 

At = simulation time step (s). 

The equation H.9 was incorporated as a sink term in governing transport equation of 

hydrogen ion. 
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APPENDIX I 

MINERAL PRECIPITATION AND DISSOLUTION REACTIONS 

Mineral precipitation and dissolution reactions are described by the mass action law for a 

solid and the reacting ions. The general form of the dissolution reaction of a solid is 

CcDd(s)<r*cC(aq)+dD(aq) (1-1) 

where, 

(aq) = aqueous phase 

(s) = solid phase 

The reaction above is described by a solubility product of the form 

M'M' mK (I.2) 

where, 

Ks = solubility product which is an equilibrium constant specific to a solid. 

The left-hand side of Equation 1-2 is called the ion activity product (IAP). For a pure solid, 

[CcDd] = l. 

When a system is at equilibrium, then, 

K„=IAP 
sp 

If system is not at equilibrium, the degree of disequilibrium can then be given by the 

following expression (Walter et al., 1994a, b): 

57 = log 

where, 

(IAP} 

\K* J 

(1-3) 
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57 = saturation index. 

(i) In the case of supersaturation, 57 > 0, the mineral tends to precipitate; 

(ii) When 57 = 0, the mineral and the solution are in equilibrium; 

(iii) When SI < 0 , the solution is under saturation and mineral tends to dissolve. 

It should be mentioned that the dissolution and precipitation of minerals are two of the 

important chemical reactions in terms of their control on chemistry of groundwater that 

affect solute transport (Domenico and Schwartz, 1990). These processes have significant 

effects on the mass transfer taking place in groundwater systems (Reddi and Inyang, 2000). 

Dissolution reaction supplies dissolved material into the pore water whereas a precipitation 

process removes it from pore water (Lerman, 1979; Reddi and Inyang, 2000). Hence, these 

reactions must be considered in the model. 

1.1 Precipitation reaction for Fe ' species 

In strip mine spoil the only important source of Fe3' is the in situ oxidation of ferrous iron 

(Reaction 2.9, Chapter 2, Section 2.5.3, Page 50). Fe3' formed by this reaction may react 

with pyrite to produce additional Fe2',S04
2~,and H'. Alternatively, the Fe3' released 

may be hydrolysed and precipitated as amorphous ferrihydrite (Jaynes et al., 1984a, Walter 

et al., 1994a, b) according to Equation 2.11 (Chapter 2, Section 2.5.3, Page 50) as again 

given below: 

Fe3' + 3H20 o Fe(OH)3 (s) + 3H' (1-4) 

1.2 Modelling of precipitation reactions 

All reactions will be assumed to be relatively fast so that local chemical equilibrium always 

exists at every point of the system (Rubin and James, 1973). 
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The solubility product for Equation 1.4 ma y be expressed as: 

K=[Fe3')l[H'Y (1-5) 

where, 

K = solubility product of amorphous ferrihydrite based on the stoichiometric relationship (1-4). 

The rate of dissolution or precipitation of a solid phase can be estimated by the rate of 

rac^ 
change of concentration in pore fluid 

Kdt , 
(Lerman, 1979). Thus to incorporate an 

equilibrium precipitation-dissolution reaction, the following transport equations can then be 

written to describe the system in question: 

jW+] ZCJH „d2[Fe3'] a[Fe3+l r_ , i n ,. 
<h-± ^ + — — = D—L J -q.-1 ±[Source terms\x,3+j (1-6) 
dt dt dxf dxj 

,a[/7+] dC^ d2[H'} d[H']r„ t n nr. 
<f>-± i — = D—L^-J -qj — -± [Source terms\[ff+] (1-7) 
dt dt dxj dxj 

where, 

Cp, = amount of precipitated ferrihydrite per bulk volume of solids; 

<j> = porosity; 

i ] = concentration operator. 

It is assumed that the precipitate occurs as very thin layers on non-reacting surfaces, thus 

not affecting the other processes or the groundwater flow (Rubin, 1983; and Eriksson and 

Destouni, 1997). 

Adding Equations 1-6 and 1-7 and rearranging the new equation gives: 
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0 - 4 p = D — ^ - q. J ^ ± [Source terms\Fe^ ± [Source terms\H^ (1-8) 

where, 

M=hH +[H'\ (1-9) 

Equation 1-8 now can be solved by defining the appropriate initial and boundary conditions. 

The required [Fe
3+] and [H '] concentrations can then be obtained from [y/\ by combining 

and rewriting Equations 1-5 and 1-9 as follows: 

4i7+]3+M-H a-10) 

[iV+]=H-M a-ii) 

1.3 Initial and boundary conditions 

The following initial and boundary conditions can be specified for problem at hand: 

t = 0 , Xj > 0 , [if/] = [Fe3' ] init + [H' ] m 

t>0 , Xj = 0 , W = qre ([Fe
3' ] +[H'\ )influx (1-12) 

t > 0 , Xj = OO , M = [Fe3' ] init + [H' ] init 

The nonlinear Equation I-10 was first solved for [H ' ] using the Secant method (Yakowitz 

and Szidarovszky, 1989). The ferric iron concentrations were then calculated from 

Equation 1-11. The calculation were done with FORTRAN language and supplied in group 

19 of GROUND subroutine (Appendix M). 
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APPENDIX J 

FERRIC IRON COMPLEXATION REACTIONS 

Complexation involves reaction between simple cations (usually metallic), and anions 

called ligands (Reddi and Inyang, 2000). Complexation facilitates the transport of 

potentially toxic metals such as cadmium, chromium, copper, lead, uranium, or plutonium. 

Such reaction also influences some types of surface reactions. 

A complex is an ion that forms by combining simpler cations, anions, and sometimes 

molecules. The ligand includes many of the common inorganic species found in 

groundwater such as OH~,CV,F~,Br~,S02~,P04~ andC03
2~. The ligand might also 

comprise various organic molecules such as amino acids. It should be noted that OH ~ is a 

very important ligand in aqueous solutions (Pankow, 1991). The simplest complexation 

reaction involves the combination of a metal and ligand as follows: 

M + IL&ML, (J.l) 

Examples of such reactions are: 

Mn2' + CV o MnCl' (J-2) 

Fe3' +S04- <^FeS04 (J-3) 

A more complicated case of complexation reaction is the reaction series that forms when 

complexes themselves combine with ligands. An example is the hydrolysis reaction of 

Cr3': 

Cr3' +OH- <r>Cr(OH)2' (J-4) 
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Cr(OH)2' + 0H~ o Cr(OH)2 (J.5) 

Cr(OH)2 + OH~ <?> Cr(OH)3 (J.6) 

The metal is distributed among at least three complexes. Such series involve not only 

hydrolysis reactions but also other ligands such as Cl~, F~ and Br~ (Domenico and 

Schwartz, 1990). 

Complexation reactions are important in studying the transport of metals in the subsurface. 

In assessing the total metal concentration in the pore fluid, the complexes must be 

considered in addition to the free metal ion concentration. Because of the complexation 

reactions the actual quantities of metal transported downstream in the pore fluid might be 

more than the concentrations of metal ions alone might indicate (Reddi and Inyang, 2000). 

J.l Stability of complexes and speciation modelling 

Most inorganic reactions involving complexes are kinetically fast. Thus, equilibrium 

concepts can be used to examine these reactions quantitatively. For example, the mass-law 

relationships for Reactions J.4 to J.6 may be expressed as: 

[cr(OH)2+] [cr(OH)2
+] [cr(OH\°] 

« W =[Cra+] [QH-] > K^-[Cr(OH)
2'] [OH-] ' Cr(°H)° ~[cr(OH)2'} [0H~] 

(J.7) 

where, 

K = stability constant. 

Calculation of the distribution of metals among various complexes involves the solution of 

a series of mass-action equations. 
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J.2 Mononuclear complexation reactions 

Mononuclear complexation reactions have the following general form: 

M + lL + hH = MLlHl , B, = ^f^y (
J-8) 

where, 

M = a metal; 

L = a ligand; 

H = a hydrogen ion. 

The stability constants B,, for the reaction determine the strength of the complex. Large 

values of B, are associated with stronger or more stable complexes. Stability constants are 

related to the equilibrium constants for the series of reactions. The stability constants for a 

series of metal ligand reactions provide the basic information necessary to determine how 

the total concentration of a metal in solution (M)T is distributed as a metal ion and various 

complexes. 

J.3 Polynuclear hydroxide complexes 

A Polynuclear complex is a complex containing more than one metal centre. The most 

important polynuclear complexes are those involving the ligand OH' together with high-

oxidation state metals like Fe3',Cr3', and Al3'. 

For Fe3', the most important polynuclear Fe3' species is Fe2{OH)2'. Like most other 

M(III) polynuclear species, Fe2(OH)2
4+ is characterised by OH bridges between the 
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metal centres. W h e n H20 ligand molecules surrounding the Fe (III) centres are neglected, 

the Fe2 {OH)2 ' species may be represented as: 

H 

A 
\ / F -

O 

I 
H 

J.4 Ferric iron complexation reactions 

One of the most important metals, which forms relatively strong complexes with ligands of 

OH~ (hydroxides) and S04
2~ is ferric iron. Ferric complexation raises the total dissolved 

concentration of Fe3' a hundred to a thousand times in particular at pH ~ 5 (Jaynes et al., 

1984a). Therefore, the ferric complexation reaction is noted to be an important reaction, 

which affects transport of dissolved ferric iron and must be considered in the present 

model. Furthermore, total dissolved ferric iron in the aqueous phase is used to determine 

the rate of pyrite oxidation, hence the calculation of the actual values of ferric ions is 

necessary. Table J.l shows the ferric iron complexes, their mass action and equilibrium 

constants included in this model (Jaynes et al., 1984a; Pankow, 1991; Walter et al., 1994a, 

b; Stumm and Morgan, 1996; and Wunderly et al., 1996). 

Instantaneous equilibrium is assumed for all of these Fe3' complexation reactions 

according to the appropriate mass action expressions. In the case of non-equilibrium, 

kinetic expressions m a y be substituted for any reaction by adding terms to the differential 

rather than algebraic equation set (Jennings et al., 1982). 
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The mole balance equation for (Fe)T is: 

* 

(Fe)T ={Fe
3'}+{Fe{OH)2'} +{Fe(OH)2'} +{Fe(OH)3°} +{Fe(OH)4~} + 2^e2(OH)2

4'} 

+ {FeS04'} + {Fe{S04)2~} 

(J.9) 

By substitution of the appropriate mass action equations, the concentrations of all complex 

species may be eliminated as follows: 

(Fp) Jr,3+1, Xfc
3+}, 'Afo*}, 'A^}, '&{**}, 2{Fe3Tp22 

(Fe)T-{Fe j + - ^ - + -^- + -^- + - ^ - + {^+}2 

+ {504
2-}{Fe3+}^ +{504

2-}2{Fe3+}A2 (J.10) 

where, 

*A,, Kx, K2, *P2, *P3, *P4, and *P22 = stability constants for Fe
3' complexes. 

Equation J. 10 can be rearranged as follows: 

_22 
2 " (Fe)T={Fe }{l + _ + _ + — + — + ^ - j r -

+ {S02-}KX+{S0
2-}2 K2) 

(J.ll) 

Now consider the following mass transport partial differential equation: 

R dCL = D^£L_ |S_+^C/±5 , / = l,2,...,ne (J.12) 
^ a? a*,, dxj 

Substitution of Equation J.l 1 into the mass transport equation for C. = Fe3' yields 

Noted that a factor of 2 is included since there are two Fe3' in each Fe2 {OH)2 ' species 
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v({^}.{^})-*/%^=i>3!M-.^+,„{p^}±rr dt dx. J dxj m 
(i 
A 

^ 4 2 " } , f l 
dt A 

1 |{^}(*, +K2{sO-})
d-l?£n+{±)D{Fe»}(Kl ^{sorffM 

dx, 

-(-

where, 

{ F e 3 ' } ( K x + K 2 { s 0
2 - } ) U j ^ (J.13) 

A = 
{ T T } 1 {tf+}2 {/Tj {tf+}4 {77+}2 l J £, 

(J. 14) 

Table (J.l). Ferric iron complexes, Log of the equilibrium constants and their mass action 

expressions (Jaynes et al., 1984a; Pankow, 1991; Walter et al., 1994a, b; Stumm and 

Morgan, 1996; and Wunderly et al., 1996). 

1 

2 

3 

4 

5 

6 

7 

Reaction 

Fe3' + H 2 0 <=> Fe(OT7)
2+ + H' 

Fe3' + 2H20 <=> Fe(OH) 2 + 2H' 

Fe3' + 3H20 <=> Fe(OH)3 + 3H' 

Fe3' + 4H2G <=> Fe(OH)~ + 4H' 

2Fe3' +2H20 «=> Fe2(OH)2
4* +2H' 

Fe3'+S02~ &FeS04 

Fe3' +2S02' <r*Fe{S04)2 

logK 

-2.2 

-5.7 

-13.6 

-21.6 

-2.9 

3.92 

5.42 

Mass action 
. _{Fe{pHf*\{H*\ 

. {Fe(OH);}{H*}2 

. \Fe(OH);}{H+Y 
A {Fe^} 

. _{Fe(OH)i}{H*}' 
A {Fe-} 

""- fa-}-

r _ {FeSO;} 

' {FX}{SOX} 

{Mso4\-} 
1''{Fe-}\S04~Y 
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J.5 Modified transport equation of S04 

Because the ligand S04 is involved in ferric complexation reaction, modification must be 

made to take this into account in the transport equation of S04
2~. By assumption that the 

ligand SOA only forms complexes with ferric iron (Table J.l, Reactions 6 and 7), the 

mole balance equation for (S04) T will be: 

{S04)T ={s04
2-} + {FeS04'} + \Fe{S04)2-} (J.15) 

Substitution of mass action equations into Equation J.15 yield: 

(S04) T = {SO
2- }(l + Kx {Fe

3' } + K2 {Fe
3' } {s02~ }) (J. 16) 

Substitution of Equation J. 16 into the mass transport Equation J. 12 gives: 

-(£)Mfc+KM
2-})^{^O/-IK,+KM>-})^ 

(J. 17) 

where, 

C=[l + {Fe3'}Kx+{s0
2-\Fe3'}K2] (J.18) 
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APPENDIX K 

THE ROLE OF BACTERIA 

K.1 Iron-oxidising bacteria 

Chemical reactions that involve certain types of bacteria play an important role in the 

oxidation processes taking place in pyritic environments. Literature considering the 

influence of microbiological activities on the sulphide oxidation processes include 

Malouf and prater (1961); Schnaitman et al. (1969); Singer and stumm (1970); Cathles 

and Apps (1975); Cathles (1979); Arkesteyn (1980); Hoffmann et al. (1981); Jaynes et 

al. (1984a, b); Rossi (1990); Scharer et al. (1994a, b); Nordstrom and Southam (1997); 

Sasaki et al. (1998); Salmon (1999); and McKnight et al. (2001). Bacteria may 

accelerate the rate of pyrite oxidation and subsequently the rate of acid generation by 

increasing the ferric iron concentration in accordance with the stoichiometric Equations 

2.9 and 2.10 (Chapter 2, Section 2.5.3, Page 50) (Hoffmann et al., 1981). 

K.1.1 Bacterial model used in this study 

In this thesis the approach presented by Jaynes et al. (1984a, b) was used to determine 

the rate at which bacteria oxidise Fe2'. In this method the rate at which bacteria oxidise 

ferrous iron and consume oxygen is represented by KB. Between the upper and lower 

limits of KB (described in Chapter 8, Page 242), the value of KB is determined by the 

bacterial activity, which in turn depends on the energy available to the bacteria and the 

quality of their environment. 

This bacterial model incorporated the bacterial kinetics of indirect oxidation. In this 

approach there is no need to know the exact bacterial population size or metabolic 

kinetics. Energy available from the environment and inhibition factors were used to 
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calculate the activity which yields the rate of ferric iron production. The bacterial 

activity was expressed as being dependant on pH, temperature, and oxygen 

concentration. The effects of these factors were determined empirically based on 

experimental data. Except in the early stages of the bacterial reaction when the bacteria 

grow and extend more rapidly than the environmental factors would indicate, the 

bacterial activity was considered to be in dynamic equilibrium with the bacterial 

environment. It was observed that in those parts of the spoil where the oxygen is readily 

available, bacterial activity can greatly increase the rate of pyrite oxidation. 

K.1.2 The value of KB 

In the case where iron oxidising bacteria are active, the value of KB must be calculated. 

The ferric/ferrous ratio can be predicted in the spoil solution from the following 

equation (Jaynes et al., 1984a): 

Fe3' V r»\[H
+] v ~(0A6~EM' } 

YFJ+ 
,4 exp 5. 8.6xl0_37 

(K.1) 
[Fe2'_ 

where, 

T = absolute temperature (°K); 

Y i+,Y 2+,andr + = activity coefficients for Fe
3',Fe2', and H' respectively; 

' Fe' Fe H 

Y0 = mole fraction of oxygen; 

EM. = energy per mole of electrons oxidised used by the bacterial population. 

The bacterial system is assumed to be in dynamic equilibrium with the oxidising pyrite, 

the rates at which the two systems consume and produce Fe2' and Fe3' must be 

predicted if the condition in Equation K.l is met. 
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KB essentially needs to be found iteratively by adjusting its magnitude until the 

condition in Equation K.l is met. In the model this was done iteratively by estimating 

the magnitude of KB at the next time step, running the model to find the predicted 

Fe3' I Fe2' ratio and adjusting the value of KB until this ratio is in agreement with 

Equation K.l. For a full description of the bacterial activity model, the reader is referred 

to Jaynes et al. (1984a). 

K.2 Sulphate reduction bacteria 

Mine drainage containing relatively low S04
2~ concentration could be caused by 

sulphate reduction, which involves the reaction of acid mine water with bacteria (Rose 

and Cravotta III, 1998). Sulphate reduction plays an important role in pH neutralisation 

and sulphate and toxic metals removal (Drury, 2000). Bacterial sulphate reduction 

produces approximately two moles of alkalinity per mole of sulphate that is reduced, 

according to Reaction 2.12 (Chapter 2, Section 2.5.3, Page 50). Sulphate and acidity in 

the solution are consumed by this reaction (Hammack et al., 1998). Evidence for 

sulphate reduction is the fact that H2S or similar sulphur containing gases can be 

smelled at some mine sites. According to Reaction 2.12, one mole of sulphide is 

generated per mole of sulphate reduction and the sulphide may precipitate heavy metals 

with low metal sulphide solubility products (Hammack et al., 1998): 

M2'+H2S-*MS + 2H' (K.2) 

where, 

M2+ = a divalent heavy metal. 

Reaction 2.12 (Chapter 2, Section 2.5.3, Page 50) may take place in wetlands and other 

natural environments where SOA bearing water encounters organic matter. In most acid 
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mine drainage, the H2S will react immediately with iron to precipitate FeS. Because 

most AMD originates from pyrite oxidation containing more 5 than Fe, it is unlikely 

that S04 reduction will form an effluent with low S04 and high Fe. However, any 

unreacted H2S can be oxidised to form H2S04H where oxygen is available (Rose and 

Cravottalll, 1998). 

Some research work taking into account the role of sulphate reduction bacteria is 

presented by Berner (1964); Gardner and Lerche (1987); Middelburg (1989); Drury 

(2000); and Serrat et al. (2000). 

According to Drury (2000) in his development of a model for bacterial sulphate 

reduction, the effects of substrate degradability, temperature and hydraulic retention 

time should be taken into account. 

Gardner and Lerche (1987) reported that the dependence of the rate of sulphate 

reduction on sulphate concentration can be described accurately by the Monod equation. 

The amount of sulphate reduction by bacteria depends on the availability of an electron 

donor at a low oxidation-reduction potential to deliver electrons to the sulphate (Drury, 

2000). 

The rate of degradation of organic matter via sulphate reduction can be modelled using 

simple first-order kinetics (Berner, 1964; Gardner and Lerche, 1987; Middelburg, 1989; 

and Drury, 2000): 

^-=-k(t)G(t) (K.3) 
dt 

where, 

G = concentration of organic carbon; 
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k - time-dependent first-order rate parameter. 

k(t) will decrease with time because as time progresses, the remaining organic carbon 

will be less biodegradable and will therefore decay more slowly than at earlier times. 

Consequently, bacterial sulphate reduction will decrease with time. According to Drury 

(2000), Equation K.3 can predict the electrons released over time, in carbon equivalents. 

The rate of biodegradation of the original organic matter can be better described by 

incorporating an apparent initial age 'a' in the expression of k(t) (Middelburg, 1989; 

and Drury, 2000): 

k(t)=b(a + t)m (K.4) 

where, 

b and m = empirical coefficients (0.16 and -1 respectively, Middelburg, 1989; and 

Drury, 2000). 

Gardner and Lerche (1987) developed a model using the Monod kinetics for the 

sulphate reduction process. The non-dimensional equations of the model are given 

below: 

(K.5) dT aT0_Q 
az K+0 

d2e i de Td -0 (K.6) 

az2 adZ K + 0 

Dimensionless parameters Z, T, 0, and a are obtained from the following equations: 

Z= \±z <K-7> 

T= 
fG_ (K.8) 

*o 
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a S 

9=— (K.9) 
^o 

4b~^k 
a=^ (K.10) 

w 

where, 

50 = concentration of S04 at Z = 0; 

Ds - diffusion coefficient for sulphate ion; 

/ = stoichiometric coefficient that relates degradation of organic carbon to consumption 

of sulphate. Based on Reaction 2.12 (Chapter 2, Section 2.5.3, Page 50), /is set equal 

to 0.5 (Berner, 1964); 

w = pore water velocity; 

5 = sulphate concentration; 

z = depth; 

The boundary conditions for Equations K.5 and K.6 are: 

T=T(0) at Z = 0 

0=1 at Z = 0 (K.11) 

0->O at Z->°° 

In this present study the Monod model was used to describe sulphate reduction process. 

Therefore, the rate of decay of organic matter and the overall rate for sulphate reduction 

can be expressed as: 

^-=-b(a+tf G(t) V°/ * 1 (K.12) 

* Ks+[S04
2-\ 

^-fPrjbia+tT G(t) *°/\, (K-13) 
dt Ks+[S04] 

where, 

433 



Ks - concentration at which rate of reduction is half of maximum reduction rate 

(mollm3). Serrat et al. (2000) found Rvalues of 0.25-0.37mollm3 in Aydat Lake 

sediments. 

r] = conversion factor accounts the number of electrons released by organic carbon 

decay to those electrons actually used in sulphate reduction process. Drury (2000) used 

an rj of 0.75 in the model; 

P = ratio of solid volume to water volume is given by: 

(K.14) P--

<t>-

_l-<t> 
<l> 

= porosity. 

Incorporating Monod model into transport equation of sulphate ion yields: 

,afej+ftEBl^kl - qj^+qrech WYfp^a+ty GWJ^LW.O 
dt dt dx; dxj Ks+[S04

2~] 

(K.15) 

In order to show the capability of the present finite volume model using the P H O E N I C S 

package for the simulation of Monod kinetics, the non-dimensional model developed by 

Gardner and Lerche (1987) (Equations K.5 and K.6) was run with the same parameter 

values shown in Figure 1, page 228 (Gardner and Lerche, 1987), i.e., T(0)=10, K=0.05, 

a = 0.1, 0.2, 0.5,1.0, 2.0, 2.5, 3.0, and 5.0. The agreement was very close. Such 

comparisons are presented in Figure K.l. 
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Figure K.l. Model profiles of the dimensionless SOA concentration vs. dimensionless 

depth for various values of parameter a with a dimensionless initial organic matter 
concentration T(0) and a saturation constant K of 0.05 using Monod model. 
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