





hFACULTY OF ENGINEERING
Il 1 AND ARCHITECTURE

Topological Inference in Graphs and Images
Robin Vandaele

Doctoral dissertation submitted to obtain the academic degree of
Doctor of Computer Science Engineering

Supervisors
Prof. Tijl De Bie, PhD* - Prof. Yvan Saeys, PhD**

* Department of Electronics and Information Systems
Faculty of Engineering and Architecture, Ghent University

** Department of Applied Mathematics, Computer Science and Statistics
Faculty of Sciences, Ghent University

December 2020

GHENT
UNIVERSITY



ISBN 978-94-6355-450-3
NUR 919, 958
Wettelijk depot: D/2020/10.500/127



Members of the Examination Board

Chair

Prof. Gert De Cooman, PhD, Ghent University

Other members entitled to vote

Prof. Olivier Gevaert, PhD, Stanford University, USA

Bo Kang, PhD, Ghent University

Prof. Jefrey Lijffijt, PhD, Ghent University

Jan Ramon, PhD, INRIA Lille, France

Bastian Rieck, PhD, Eidgendssische Technische Hochschule Ziirich, Switzerland

Supervisors

Prof. Tijl De Bie, PhD, Ghent University
Prof. Yvan Saeys, PhD, Ghent University






Acknowledgements

“Well, why don’t you do both?”, is what my supervisor, Tijl De Bie, asked me
when I told him I was still in doubt whether I should first do an additional Master
in Statistical Data Analysis, rather than starting a PhD. Looking back to this, I
don’t think he will ask this a second time to someone else.

With a Master of Science in Mathematics from Ghent University, you are not
qualified to directly enroll for a PhD in Computer Science at Ghent University.
You have to enroll in an additional doctoral training program consisting of—brace
yourselves—courses in mathematics. Yes. I was such a (proud) mathematician
enrolled for a PhD in Computer Science, a doctoral training program, and a MSc
in Stastical Data Analysis. I furthermore had the brilliant idea to start working on
a topic on which neither I nor my supervisors knew anything about in advance.
Last but not least, I combined this with multiple (and awesome) teaching responsi-
bilities during the first three years of my research. Coming from a Master program
where the only time I needed to use a computer was to write my thesis, it is safe to
assume that it took some time—as in years—for my research finally took off. I'm
not even sure if my ‘plane’ is fully airborne to this day.

The fact that I did not give up after what might be the roughest start of a PhD
compared to all of my friends and colleagues, would never have been possible
without having such a great mentor as Tijl. Hence, undoubtedly he deserves the
first ‘thank you’ in this acknowledgments. Thank you Tijl, for your guidance,
patience, kindness, and hospitality.

I furthermore would like to thank my other supervisor Yvan Saeys, who also
stated one of my favorite quotes: “well, when is your sandwich ever not full?”.
Apart from his excellent guidance, he ensured the possibility of investigating many
biological research topics and applications, which are among my favorite. I defi-
nitely look forward to our future collaborations.

I also thank the members of the examination board for accepting to be part
of the jury, thoroughly reading and evaluating my work, and providing me with
useful and critical feedback that had a noticeable positive impact on this thesis. I
highly appreciate the time and effort you have all voluntarily put into this.

Naturally, my gratitude is not restricted to persons in my professional life.
There is someone in my personal life who I would also like to thank deeply. So-
meone who chose to stick by me during my entire career as a PhD researcher,



in good times and bad times. Someone who showed unconditional love during
these past few months of working late, during the weekends, and holidays. Of
course, I’'m talking about my rabbit Smoef. It should be mentioned that the same
applies to my girlfriend Sarah, although she appreciated the working late, during
the weekends, and holidays a tad less.

I would also like to express my gratitude to many of my former and current
colleagues at the AIDA research group (in alphabetical order): Ahmad, Alex,
Bo, Dieter, Edith, Jefrey, Lemon, Len, Maarten, Paolo, Raphaél, Sander, Xi, and
Yoosof, for the enjoyable times we shared and those that are yet to come. Simi-
larly, I would like to thank all my many other former and current colleagues at
the DaMBIi research group, with a special thanks to Wouter Saelens and Robrecht
Cannoodt for guiding me through my cell trajectory inference experiments, and
Jonathan Peck, with whom I experienced great times both during my former life
as a mathematics student, as well as during my time as a PhD researcher.

I furthermore thank some of my external colleague researchers, namely Olivier
Gevaert who showed to be a great mentor during my stay at Stanford University
and remains such to this day, Bastian Rieck with whom I can actually discuss
topological data analysis in full mathematical detail, as well as Gert De Cooman
and his entire research group with whom I experienced amazing times teaching and
in Pizzeria La Rustica. Gert, if you are reading this thesis, note that it is important
to realize that we consider O a natural number. Of course, this applies to anybody
else reading this thesis as well.

A special thanks goes to my high school teacher in mathematics Jan Van Lan-
genhove, who enriched me with the beautiful world of mathematics. He lies at the
roots of my journey that started off by choosing to become a mathematician rather
than an engineer. No regrets.

Finally, I deeply thank my (step)parents, family members, and friends, for their
thorough support during this tremendous journey.

Oh wait! I forgot someone! I furthermore thank one of my dearest former
colleagues, Florian Adriaens, with whom I experienced some of the most fun times
during my time as a PhD researcher, such as during our trip to Alaska. Similar to
how Bo always welcomed me with a pretty smile when I arrived at work around
8.30am, I welcomed Florian with the same smile when he arrived at noon.

Damn you coronavirus for making me miss these smiles.

Gent, oktober 2020
Robin Vandaele



Samenvatting

Grafen zijn naar voren gekomen als krachtige datarepresentaties, van voor de
hand liggende voorbeelden zoals sociale netwerken tot nabijheidsgrafen van hoog-
dimensionale metrische data. Het begrijpen van de topologische structuren van
deze grafen geeft ons cruciale inzichten in hun globale relationele eigenschap-
pen. Ze leren ons hoe verschillende sociale gemeenschappen met elkaar verbonden
zijn door middel van sleutelfiguren, hoe verschillende biologische cellen uit elkaar
evolueren tijdens celdifferentiatie, of welke groepen knooppunten samenhangende
objecten vormen in biomedische afbeeldingen.

Een eerste voorbeeld van een dergelijke topologische structuur vind je op de
omslag van dit proefschrift,! alsook in Figuur 1, die de distributie van aardbe-

"'Mogelijks ontbreekt de omslag in een online versie van dit proefschrift. In dit geval verwijzen we
de lezer naar Figuur 1.

Figuur 1: (Nederlands). De meeste aarbevingen vinden plaats nabij de randen waar
tektonische platen samenkomen, die een graafgestructureerd model vormen.

(English). Most earthquakes occur at the boundaries where tectonic plates meet, forming a
graph-structured topology.



vingslocaties op aarde laat zien. De meeste aardbevingen vinden plaats nabij een
grens tussen twee tektonische platen. Het zijn zelfs deze locaties die geologen
helpen de grenzen van deze platen te bepalen. Deze grenzen kunnen worden weer-
gegeven door verschillende lijnsegmenten op (een kaart van) de aarde, en samen
vormen ze het onderliggende graafgestructureerd topologisch model van de aard-
bevingslocaties. Dit model wordt benaderd door de oranje graaf op de omslag van
dit proefschrift.

Merk op dat dit formeel gezien geen topologisch model in een graaf is, maar
eerder een graafgestructureerd model op zichzelf. Men kan echter eerst een boven-
liggende graaf construeren uit de aardbevingslocaties, door elke aardbevingsloca-
tie z met elk van diens ‘naburige’ aardbevingslocaties y te verbinden door middel
van een boog {x, y}. Deze bogen kunnen formeel bepaald worden door middel van
een afstandsmetriek tussen de aardbevingslocaties, bijvoorbeeld door middel van
de sferische (geografische) afstanden op aarde, en een nabijheidsregel dat specifi-
ceert wanneer twee locaties (lokaal) dichtbij genoeg zijn volgens deze afstanden
om verbonden te worden met een boog. Het onderliggende model van de originele
data (de aardbevingslocaties), valt dan samen met het onderliggende model van
dergelijke nabijheidgraaf geconstrueerd uit deze data. Zoals bovendien zal blijken
uit dit proefschrift, is dit precies hoe we te werk zullen gaan voor het bepalen van
graafgestructureerde modellen in puntenwolken, d.w.z. eindige metrische ruimten
die overeenkomen met onze waargenomen data, zoals de aardbevingslocaties.

Merk op dat hier sprake is van nogal verwarrende terminologie: we beschou-
wen graafgestructureerde modellen in grafen, die als het ware zelf als graafge-
structureerde modellen kunnen worden beschouwd. In dit proefschrift zullen we
dit conceptueel duidelijk maken door middel van veel verschillende voorbeelden,
waarvan de eerste al gegeven wordt op de omslag van dit proefschrift. Een van
de belangrijkste doelen van dit proefschrift, alsook wat we als onze belangrijk-
ste bijdrage beschouwen, is dan ook dat we op een overtuigende manier aantonen
dat graafgestructureerde modellen in veel grafen voorkomen en een veel lagere
topologische complexiteit (in termen van hoeveel knooppunten, cycli, bladeren,
multifurcaties, .. .,) hebben dan de originele bovenliggende graaf.

Een tweede voorbeeld wordt gegeven in Figuur 2. Hier zien we een graaf die
weergeeft hoe verschillende karakters uit de Harry Potter-serie met elkaar verbon-
den zijn door middel van vriendschappelijke relaties. Elk personage kan nauw ver-
bonden worden met, d.w.z. is hoogstens een paar vriendschappen verwijderd van,
één van de hoofdpersonages, zoals Perkamentus, Voldermort of natuurlijk Harry
Potter zelf. Verder zijn er ook directe en indirecte verbanden tussen deze hoofd-
personages. Het is waarschijnlijk voldoende dat u zich ervan bewust bent dat de
serie bestaat, om te weten dat Harry Potter en Voldermort niet de beste vrienden
zijn. Desalniettemin toonde Bartemis Crouch Jr. (niet de vriendelijkste van alle
personages voor degenen die minder bekend zijn met de serie), die rechtstreeks
verbonden is met Voldermort, een bijzondere interesse in Marcel Lubbermans (be-
slist een vriendelijker personage), die op zijn beurt rechtstreeks is verbonden met
Harry door middel van een vriendschappelijke relatie. Het zijn precies die directe
en indirecte verbanden tussen deze hoofdpersonages die het model vormen dat
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Figuur 2: (Nederlands). Een circulair topologisch model (rood) in de Harry Potter graaf
(blauw), die vrienschappelijke relaties tussen personages uit de sage weergeeft. De layout
van de graaf is gegeven door een krachtgestuurd layout algoritme.

(English). A circular topological model (red) in the Harry Potter network (blue), which
displays friendly relationships between characters of the saga. The graph layout is
provided through a force-directed layout algorithm.

ten gronde ligt aan de originele graaf, hier benaderd door de rode graaf in Figuur
2. Niettemin hoeven niet alle hoofdpersonages noodzakelijkerwijs in dit model te
worden opgenomen. Zo zijn bijvoorbeeld Harry Potter, Ron Wemel en Hermelien
Griffel zo nauw met elkaar verbonden, dat één van hen (zoals Harry) voldoende is
om dit cluster van personages in het model te representeren.

Merk op dat we in tegenstelling tot het voorgaande voorbeeld van aardbe-
vingslocaties, nu een expliciet gegeven graaf beschouwden en het dan ook inge-
wikkelder is om over een continue versie van dit model spreken, of over een extrin-
sieke ruimte waarin het zich bevindt. Bovendien zijn de aardbevingslocaties een
gevolg van hun onderliggend graafgestructureerd model, d.w.z. de verdeling van
aardbevingen is het resultaat van de positionering van de tektonische platen (en de
wrijving daartussen) en niet andersom. Het is voor discussie vatbaar of soortgelijk
causaal verband tussen het ‘model’ en de ‘data’ geldt voor de Harry Potter graaf,
waarbij J.K. Rowling, de schrijfster van de serie, eerst de globale relaties tussen
‘goed’ en ‘kwaad’ zou kunnen hebben vastgelegd, om pas nadien de karakters hier
omheen te plaatsen (onwaarschijnlijk met grafentheorie in gedachten). Echter,
voor een groot aantal andere realistische grafen zou dergelijke analoge interpre-
tatie minder steek houden. Een goed voorbeeld hiervan zal geillustreerd worden
in Hoofdstuk 3, door middel van de Karate graaf, een welbekende graaf binnen
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het domein van graafdelving. Zoals we in Hoofdstuk 3 zullen bespreken, kan
deze graaf eenvoudig gemodelleerd worden door middel van een lineaire verbin-
ding tussen twee afzonderlijke gemeenschappen. Echter, gezien dit een voorbeeld
is van een volledig non-fictieve graaf—waarbij we filosofische vragen zoals “of
er goddelijke entiteiten aan het werk zijn” en “of we allemaal in een gigantische
computersimulatie leven, waarin we een virtuele wereld in Matrix-stijl ervaren
waarvan we denken dat die echt is” achterwege laten—was dit lineaire model in
de Karate graaf niet aanwezig voor de werkelijke data, d.w.z. de entiteiten in de
graaf. Doorheen dit proefschrift bespreken we dan ook dat vereenvoudigde graaf-
gestructureerde modellen van nature voorkomen in veel realistische grafen, maar
omgekeerd zijn niet al deze grafen het causaal gevolg van een dergelijk model.

In het eerste en grootste deel van dit proefschrift (hoofdstukken 3-6) bestuderen
we het probleem van topologische inferentie van graafgestructureerde modellen in
grafen, hetgeen overeenkomt met het identificeren van de modellen zoals we hier-
boven besproken hebben. Daartoe onderzoeken we bestaande en ontwikkelen we
nieuwe methoden binnen het opkomende gebied van de topologische data-analyse
(TDA). Merk op dat ons gebruik van de term TDA moet worden geinterpreteerd in
de zin dat we de onderliggende ‘vorm’ van onze data bestuderen, zonder ons daar-
voor noodzakelijk te beperken tot methoden uit de topologie. Dergelijke methoden
worden evenals gecategoriseerd binnen (of worden soms zelfs beschouwd als een
synoniem voor) TDA, zelfs wanneer hun einddoel niet specifiek topologische infe-
rentie is. Inderdaad, de meest prominent gebruikte en bestudeerde methode binnen
TDA onder de naam van persistente homologie—die ook een belangrijke rol zal
spelen in meerdere van onze hoofdstukken—heeft recent geleid tot veel nieuwe
toepassingen binnen machinaal leren, zoals voor regressie- en classificatieproble-
men. Echter, in dit proefschrift zullen we ons niet beperken tot louter methodes
uit de topologie om topologische inferentie uit te voeren, maar zullen we hiervoor
ook een groot aantal methodes uit de grafentheorie en optimalisatie bestuderen en
ontwikkelen.

Doorheen dit proefschrift zullen we ons in het bijzonder focussen op directe
toepassingen van topologische inferentie in grafen voor celtraject-inferentie (CTI),
hetgeen formeel zal worden geintroduceerd in Hoofdstuk 3. Hier is het de taak om
het graafgestructureerd model dat het differentiatieproces voorstelt dat biologische
cellen ondergaan tijdens cellulaire ontwikkelingen, te bepalen . Denk bijvoorbeeld
aan gezonde cellen die plotseling evolueren tot kankercellen, of immuuncellen die
zich moeten aanpassen om ons lichaam te beschermen tegen nieuwe interne geva-
ren. Het meten van de gen- of eiwitexpressie van vele individuele cellen op een
bepaald moment en positie in een dergelijk differentiatieproces, leidt tot hoogdi-
mensionale puntenwolkgegevens (elk punt komt overeen met één cel) waarbij elke
dimensie overeenkomt met de expressie van een bepaald gen of eiwit. Net als bij
de aardbevingslocaties die we hierboven beschreven, is ons doel om het model dat
het biologische differentiatieproces van de cellen voorstelt te bepalen uit een na-
bijheidsgraaf opgebouwd uit deze (in dit geval hoogdimensionale) data. Het zal
echter blijken dat dit een enorm moeilijk probleem is, met veelal slechte resultaten
in de praktijk, zowel voor de methoden die wij zullen ontwikkelen alsook de an-
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dere huidige methoden die hiervoor worden toegepast. Een belangrijk onderdeel
van ons proefschrift is dan ook dat we de inherente moeilijkheden waarmee CTI
wordt geconfronteerd in een wiskundig geformaliseerde manier zullen beschrijven
en aantonen. Dit is het onderwerp van Hoofdstuk 6.

In het tweede deel van ons proefschrift (Hoofdstuk 7) bestuderen we het pro-
bleem van topologische inferentie in afbeeldingen. Zoals we zullen bespreken,
kan dit wiskundig gezien ook als een ‘topologische inferentie in grafen’-probleem
worden beschouwd. We maken dit onderscheid dan ook vooral voor de duide-
lijkheid. Echter zullen we geen graafgestructureerde modellen afleiden in dit deel,
maar meer bepaald goed gedefinieerde 2D-vormen en objecten die worden weerge-
geven door de afbeelding. Daartoe breiden we de toepasbaarheid van persistente
homologie uit tot realistische afbeelding, door middel van een casestudy waarin
we biomedische huidlaesiebeelden beschouwen binnen de context van ongesuper-
viseerde segmentatie.

Onze belangrijkste bijdragen in dit proefschrift (en het werk dat ertoe geleid
heeft,) zijn als volgt.

e Zoals hierboven vermeld, beschouwen we het feit dat we op een overtui-
gende manier aantonen dat topologische modellen in veel verschillende gra-
fen voorkomen als de belangrijkste bijdrage van dit werk. Ons werk zal
daarom vergezeld zijn van vele en grondige visualisaties van dergelijke mo-
dellen, met toepassingen die vari€ren van simplistische voorbeelden zoals
het modelleren van onze geliefde vriend Pikachu, tot meer serieuzere toe-
passingen zoals sociale netwerken en CTL.

* We voorzien een autonome inleiding tot de gebieden van grafentheorie, to-
pologie en TDA, in Hoofdstuk 2.

* We voorzien een inleiding tot topologische inferentie in grafen en bespre-
ken de moeilijkheden met betrekking tot het wiskundig formaliseren van dit
probleem in Hoofdstuk 3.

* We ontwikkelen en bestuderen een methode voor topologische inferentie
uit nabijheidsgrafen (meer specifiek uit Rips-grafen opgebouwd uit punten-
wolkgegevens) gebaseerd op locale topologische informatie (Hoofdstuk 4).

* We ontwikkelen en bestuderen een methode voor topologische inferentie
uit meer algemeen gegeven grafen met behulp van tussenliggende woud-
representaties, waarvoor we ook het concept van een f-den introduceren
(Hoofdstuk 5).

¢ We introduceren een nieuwe functie ge€valueerd op knopen in grafen, ge-
naamd de grenscoéfficiént, die intuitief de binnen- en buitenkant van een ge-
geven graaf aangeeft door middel van meetkundige informatie (Hoofdstuk
5).

* We introduceren een nieuw optimalisatieprobleem in grafen voor topologi-
sche inferentie door middel van woudrepresentaties. Verder leiden we veel
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belangrijke theoretische resultaten af uit dit probleem, waaruit blijkt dat deze
enorm interessant is vanuit zowel een wiskundig als computationeel stand-
punt (Hoofdstuk 5).

We tonen dat zelfs de meest performante onder de huidige CTI-methoden
nog steeds slecht presteren voor veel celtraject-datasets, of het aantal blade-
ren, d.w.z. de begin- en eindstadia, binnen boomgestructureerde biologische
differentiatieprocessen onderschatten (Hoofdstuk 5). Verder verantwoorden
we het gebruik van een topologische afstandsmetriek om deze moeilijkhe-
den in een wiskundig geformaliseerde manier te beschrijven (Hoofdstuk 6).

We breiden de toepasbaarheid van TDA uit tot ongesuperviseerde object-
detectie in realistische aftbeelding door middel van topologische beeldmo-
dificatie. Alsook ontwikkelen we een methode die dergelijke topologische
informatie gebruikt voor fopologische beeldverwerking, waarbij de topolo-
gische objecten van belang worden gemarkeerd op de afbeelding. We tonen
zowel kwalitatief als kwantitatief aan dat topologische beeldverwerking in
staat is om verschillende methoden voor ongesuperviseerde binaire segmen-
tatie, oversegmentatie, alsook randdetectie te verbeteren, door middel van
een casestudy van biomedische huidlaesiebeelden (Hoofdstuk 7).

Ten slotte en gerelateerd aan onze eerstgenoemde bijdrage, door aan te to-
nen dat topologisch modellen voorkomen in enorm veel verschillende gra-
fen, ongeacht of ze gegeven zijn of afgeleid uit puntenwolken, stimuleren we
nieuw onderzoek naar het formaliseren van deze modellen, nieuwe en effec-
tievere methoden om deze te infereren, alsook nieuwe toepassingen van deze
modellen zoals visualisatie, graafinbedding en graaf-neurale-netwerken. We
bespreken deze onderwerpen in detail als toekomstig werk en geven alvast
enkele concrete aanwijzingen hiervoor (Hoofdstuk 8).



Summary

Graphs have emerged as powerful representations of data, from obvious examples
such as social networks, to proximity graphs of high-dimensional metric data. Un-
derstanding the ropological structures of these graphs provides us crucial insights
into their global relational properties. They teach us how different social commu-
nities are connected through key figures, how different biological cells evolve from
each other during cell differentiation, or which groups of nodes form coherent ob-
jects in biomedical images.

A first example of such topological structure is illustrated on the cover of this
thesis,? as well as in Figure (Figuur) 1 in the Dutch summary of this thesis above,
which shows the distribution of earthquake locations on the Earth. Most earthqua-
kes tend to occur at the boundaries where the tectonic plates meet. As a matter
of fact, the locations of earthquakes actually help geologists to define the boun-
daries of these tectonic plates. These boundaries can be displayed by various line
segments on (a map of) the Earth, and together, they form the underlying graph-
structured topological model of earthquake locations. This model is approximated
by the orange graph on the cover of this thesis.

Note that this is not formally a topological model in a graph, but rather a graph-
structured model itself. However, one may first construct a superimposed graph
from the earthquake locations, by connecting each earthquake location = to each
one of its ‘neighboring’ earthquake locations y by an edge {x,y}. These edges
may formally be defined through a distance measure between the earthquake lo-
cations, e.g., the great-circle (geographic) distances, and a neighborhood rule that
specifies when two locations are (locally) close enough according to these distan-
ces to be connected by an edge. The underlying model of the original data (the
set of earthquake locations), then coincides with the underlying model of such a
proximity graph constructed thereof. Moreover, as we will show in this thesis, this
is exactly how we proceed for inferring graph-structured models in point clouds,
i.e., finite metric spaces corresponding to our observed data, such as the earthquake
locations.

Remark the rather confusing mix of terminology here: we are considering
graph-structured models in graphs, which can be regarded as graph-structured mo-

ZPossibly the cover is missing from an online version of this thesis. In this case we refer the reader
to Figure (Figuur) 1.



dels themselves. Throughout this thesis, we will make this conceptually clear by
means of many different examples, the first of which is already illustrated on the
cover of this thesis. Indeed, one of the main purposes of this thesis, as well what we
consider our main contribution, is that we convincingly show that graph-structured
models occur in many graphs, and have a far lower topological complexity (in
terms of how many nodes, cycles, leaves, multifurcations, ...,) than the original
superimposed graph.

A second example is given in Figure (Figuur) 2 in the Dutch summary. Here,
we are given a graph that captures how different characters from the Harry Potter
series are linked to each other by means of friendly relations. Every single charac-
ter can be closely connected to, i.e., is at most a few friendships away, from one of
the main characters, such as Dumbledore, Voldermort, or of course, Harry Potter
himself. Furthermore, there are also direct and indirect connections between these
main characters. E.g., it is likely to be sufficient that you are aware that the series
exists, to know that Harry Potter and Voldermort are not the dearest friends. Ne-
vertheless, Bartemis Crouch Jr. (not the kindest of all characters for those who are
less familiar with the series), who is directly connected to Voldermort, showed a
particular interest in Neville Longbottom (definitely a more kind character), who
in turn is directly connected to Harry through friendship. It are exactly those di-
rect and indirect links between these main characters that make up the topological
model underlying the original graph, in this case, represented by the red graph in
Figure (Figuur) 2. Nevertheless, not all main characters must necessarily be in-
cluded in this model. E.g., Harry Potter, Ron Weasley, and Hermione Granger are
all so closely connected to each other, that one of them (such as Harry) suffices to
represent this cluster in the model.

Observe that unlike the former example of earthquake locations, we now con-
sidered a directly given graph, and it is far more complicated to talk about a con-
tinuous version of this model, or an extrinsic space in which it resides in. Fur-
thermore, the earthquake locations are a consequence of their underlying graph-
structured model, i.e., the distribution of earthquakes is a result from the positi-
oning of the tectonic plates (and the friction between them), and not vice versa.
Arguably, a similar causal relationship between the ‘model’ and ‘data’ may hold
for the Harry Potter network, where J.K. Rowling, the writer of the series, might
have derived the global high-level relationships between ‘good’ and ‘evil’ first, and
only then placed the actual characters around it (although unlikely keeping graph
theory in mind). However, for a wide variety of other real-world graphs, such an
analogous interpretation would make far less sense. A good example of this will
be illustrated in Chapter 3 through the Karate network, a well-known graph within
the field of graph mining. As we will discuss in Chapter 3, this graph can be mo-
deled well by a linear connection between two separate communities. However, as
this is an example of a real-world graph—neglecting philosophical questions such
as “whether there are any divine entities at work™ or “whether we are all living in-
side a gigantic computer simulation, experiencing a Matrix-style virtual world that
we think is real”—this linear model in the Karate network was not present before
the actual data, i.e., the entities in the graph. Hence, throughout this thesis, we
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argue that simplified graph-structured models occur naturally in many real-world
graphs, but conversely, not all of these graphs are the causal result of such model.

In the first and major part of our thesis (Chapters 3-6), we consider the pro-
blem of topological inference of graph-structured models in graphs, which coinci-
des with inferring the models as discussed above from our data. To this end, we
investigate existing and develop new methods within the rising field of topological
data analysis (TDA). Note that our use of the term TDA should be interpreted in
the sense that we are studying the underlying ‘shape’ of our data, without neces-
sarily restricting to techniques from topology for this purpose. These techniques
are also categorized into (or sometimes even considered synonym to) the field
TDA, even though their end goal may be different from actual topological infe-
rence. Indeed, the most prominently used and studied method within TDA under
the name of persistent homology—which will also play a major role in multiple of
our chapters—has led to many recent advantages within general machine learning
problems such as regression and classification. However, we will not restrict to
purely techniques from topology for performing topological inference throughout
this thesis, but will also study and develop a vast amount of techniques from graph
theory and optimization for this purpose.

Throughout this thesis, we will particularly focus on direct applications of to-
pological inference in graphs within the field of cell trajectory inference (CTI),
which will be formally introduced in Chapter 3. Here, the task is to infer the
graph-structured model that represents the differentiation process the biological
cells undergo during cellular development. Think of normal cells that suddenly
evolve into a cancer cells, or immune cells that need to adapt to protect our body
against new internal threats. Measuring the gene or protein expression of many in-
dividual cells at a particular time and point in such a differentiation process, leads
to high-dimensional point cloud data (each point corresponding to one cell) where
each dimension corresponds to the expression of one particular gene or protein.
Similar to the earthquake locations above, the model representing the biological
differentiation process of the cells is then to be inferred from a proximity graph
constructed from this (in this case high-dimensional) data. It turns out that this is
a very difficult problem, with often poor results in practice, both for the methods
we will develop as well as for the state-of-the-art. An important part of our the-
sis will hence be explaining the inherent difficulties CTI is confronted with in a
mathematically formalized manner. This is the topic of Chapter 6.

In the second part of our thesis (Chapter 7), we consider the problem of to-
pological inference in images. As we will discuss, this can mathematically be
considered to be a problem of topological inference in graphs as well, and we
make this distinction mainly for clarity. However, we will not be inferring graph-
structured models in this part, but rather well-defined 2D shapes and objects that
are displayed by the image. To this end, we will extend the applicability of per-
sistent homology to real-world images, by considering a case-study of biomedical
skin lesion images within an unsupervised segmentation context.

Our main contributions in this thesis (and the work that led to it) are as follows.

¢ As mentioned above, what we consider the main contribution of our work is
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that we convincingly show that topological models occur in many different
types of graphs. One will therefore find our work accompanied by many
and thorough visualizations of such models, with applications ranging from
toy examples such as modeling our beloved friend Pikachu, to more serious
applications such as social networks and CTI.

We provide a self-contained introduction to the fields of graph theory, topo-
logy, and TDA in Chapter 2.

We provide an introduction to topological inference in graphs, and discuss
the difficulties in terms of providing a mathematical formalization of this
problem (Chapter 3).

We develop and study a method for topological inference from proximity
graphs (more specifically from Rips graphs constructed from point cloud
data) based on local topological information (Chapter 4).

We develop and study a method for topological inference from general gi-
ven graphs by using intermediate forest representations, for which we also
introduce the concept of an f-pine (Chapter 5).

We introduce a new vertex-valued function termed the boundary coefficient
(BC), that intuitively marks the inside and the outside of a given graph based
on geometrical information (Chapter 5).

We introduce a new graph optimization problem termed Constrained Leaves
Optimal subForest (CLOF) for performing topological inference through
forest representations. Furthermore, we derive many important theoretical
results from this problem, showing that CLOF is highly interesting from
both a mathematical as well as a computational perspective (Chapter 5).
We show that even the highest ranked CTI methods still lead to a low per-
formance on many cell trajectory data sets, or commonly underestimate the
number of leaves, i.e., the start and end states, within tree-structured biolo-
gical differentiation processes (Chapter 5). We furthermore justify the usage
of a topological distance metric to explain these difficulties in a mathemati-
cally formalized manner (Chapter 6).

We extend the applicability of TDA to improve unsupervised object detec-
tion in real-world images through ropological image modification (TIM). We
furthermore develop a method that uses such topological information for zo-
pological image processing (TIP), highlighting the topological objects of
interest on the image. We qualitatively and quantitatively show that TIP im-
proves various unsupervised methods for binary segmentation, oversegmen-
tation, and edge detection, through a case-study of biomedical skin lesion
images (Chapter 7).

Finally, and related to our first stated contribution, by showing that topologi-
cal models occur in a wide variety of graphs, whether given or derived from
point clouds, we aim to stimulate new research into how to formalize these
models, more effective methods for inferring these, as well as new appli-
cations of these models such as visualization, graph embedding, and graph
neural networks. We discuss these topics more concretely as future work,
and provide some first directions to these (Chapter 8).
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Contributions Outside of this Thesis

A particular type of topological structures, termed metric graphs, will play an im-
portant role throughout this thesis. The task of cell trajectory inference (CTI) is to
infer such models from high-dimensional expression data, where each observation
corresponds to a cell at some time during a biological differentiation process, and
each feature (dimension) corresponds to how much a particular gene or protein
is expressed by such cell. As we will see in Chapter 5, even the highest ranked
state-of-the-art methods for performing CTI still struggle to infer the models in
many cases. This will then be further explored in Chapter 6 in a mathematically
formalized manner.

These observations also led to new contributions that are not contained within
this thesis. First, we studied in which way we can and cannot extend the existing
theoretical results for preserving geodesic distances on smooth manifolds [5], to
the case of metric graphs. These results led to a recent paper, that is planned for
presentation during the International Conference on Pattern Recognition (2020),
which will be published in archived proceedings:

* Robin Vandaele, Tijl De Bie, and Yvan Saeys. Graph Approximations to
Geodesics on Metric Graphs. In The International Conference on Pattern
Recognition (ICPR), 2020.

We then continued this research, by providing probabilistic results that state
how likely one will capture geometrical properties of metric graphs through Rips
or kNN graph representations. The results are based on geometrical characteristics
of the model relative to the (Euclidean) space it resides in. We furthermore studied
and discussed the effect of two different types of noise, i.e., low-dimensional and
high-dimensional, on the difficulty of this problem, connecting the latter to known
phenomena that fall under the curse of dimensionality. We concluded that—as
one would also intuitively expect—having a good representation of the data in
the Euclidean space that places regions that are far apart in the model far apart
in the Euclidean space as well (which is one of the main purposes of dimensio-
nality reduction methods) increases the likeliness of one to infer true geometrical
properties of the model through Rips or kNN graph representations. Furthermore,
we studied the use of persistent homology to provide topological signatures that
allows us to evaluate and compare different cell trajectory data representations (for
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varying dimensionality reduction methods or varying proximity graph constructi-
ons) in terms of how well they capture particular topological properties of interest
(components, cycles, or leaves). Note that this study was partially based on the
results from Chapter 6 of the current thesis, where we discuss these signatures in
particular for leaves. This research was then presented through our recent Master
thesis in Statistical Data Analysis:

* Robin Vandaele. Topological Data Analysis of Metric Graphs for Evalua-
ting Cell Trajectory Data Representations. Master’s thesis, Ghent Univer-
sity, 2020. [6]
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Introduction

The recent field of topological data analysis (TDA) aims to study the shape of
data. However, real world data is often accompanied by the presence of noise and
outliers. Furthermore, it is algorithmically difficult or even impossible to classify
topological spaces up to a homeomorphism (formally defined in Chapter 2) [7, 8],
and hence, through empirical data derived thereof. This limits the applications of
TDA, notably to graphs and images, in an unsupervised setting.

Nevertheless, topological information and models can provide us crucial in-
sights into such data. In biology, graphs inferred from high-dimensional cell tra-
jectory data model the dynamic changes immune cells undergo to protect our body
against environmental and internal threats [9]. In geoinformatics, inferring graphs
from GPS coordinates allows one to obtain up-to-date road maps, which are criti-
cal for many applications, such as GPS-based navigation services and autonomous
transportation [10]. In social sciences, graphs allow one to model how different
communities are connected, and identify which figures play a key role in these
connections [11]. In case of biomedical skin lesion images, extracting groups or
clusters of nodes that mark well-defined topological objects on the image allow
fast and automatic segmentation of the lesions.

We therefore study, extend, and develop new and existing methods within the
field of TDA for unsupervised learning, exploratory data analysis, and topological
inference in graphs and images. To this end, we develop the necessary theory and
algorithms, and include thorough verification on both artificial and real world data.



2 CHAPTER 1

1.1 Outline

Literature Overview: Topological Data Analysis and Graphs [Chapter 2]
We start by providing a self-contained, yet basic introduction to topology, graphs
(also called networks), and TDA. This chapter serves as a background chapter and
includes the necessary material, definitions, and results that will be used in the rest
of the thesis. Note that this chapter also touches on many aspects that may not
be required to fully understand all problems we consider and methods we develop
throughout this thesis. However, this chapter is of value to anyone who is inter-
ested in, but unfamiliar with the topic of TDA, and therefore can be considered
as a valid contribution on its own (even though none of the material presented in
this chapter is novel). Indeed, at the time of writing, the majority of the machine
learning community is still unaware of the wide variety of applications in which
TDA finds usage, or even unaware of the entire field of TDA. !

To help one decide whether one may skip (parts of) this chapter, we summarize
its key observations and material below.

* Section 2.2 contains a very brief introduction to category theory, providing
two of its most important definitions, i.e., categories and isomorphisms. Cat-
egory theory can be regarded as the branch of mathematics that formalizes
mathematical structures in a general setting. E.g., what are the homeomor-
phisms of topological spaces, and what are the isometries of metric spaces,
can all be considered as isomorphisms within their respective categories.
Nevertheless, category theory is rather unimportant throughout this thesis,
and this section mainly serves anyone interested in more fundamental re-
search in TDA.

Section 2.3 summarizes the basic concepts of topology and metric spaces.
The included definitions (e.g. a topological space in terms of open sets) are
often more complicated than the key ideas we wish to present. The main
takeaways of this section are as follows. Topology studies the properties of
geometric objects that are preserved under continuous deformations, such
as stretching, bending, and twisting. The term homeomorphism refers to a
bijective map between geometric objects that preserves all such topological
properties. It is important to realize that topology is often a rather weak
characterization of structure. E.g., a coffee mug and a donut are topolog-
ically equivalent, and so are any finite metric spaces (point clouds) of the
same size. Topological properties are therefore often much weaker than ge-
ometrical properties: although the spaces above may not be topologically
distinguished, they might based on a metric (distance) defined on them. The

! As was I before I started my PhD.
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term isometry refers to a bijective map between geometric objects that pre-
serves all distances, and how close two such objects are to being isometric
is expressed through the Gromov-Hausdorff distance between them.

 Section 2.4 presents the necessary definitions from graph theory, as well as
of two proximity graphs we often consider throughout this thesis, termed
the Rips graph (also known as the unit disk graph) and the kNN graph.
We furthermore define metric graphs, which can be regarded as continu-
ous drawings of graphs in some Euclidean space R?, and which will be the
topological models underlying all point cloud data considered in this thesis.

¢ Section 2.5 provides an introduction to persistent homology, which may be
considered the main tool of TDA. The first parts of this section (Sections
2.5.1-2.5.2.1) present fundamental results within the field of algebraic topol-
ogy in which persistent homology finds its roots, and how these relate to its
computation. Again, these parts mainly serve anyone interested in more
fundamental research in TDA, and someone unfamiliar with such abstract
mathematics might find them more challenging (yet perhaps, highly inter-
esting).

The following parts (Sections 2.5.2.2-2.5.2.4) illustrate the purpose of per-
sistent homology and what it computes, i.e., persistence diagrams, through
a variety of clear examples. For this thesis, it is more important to under-
stand what persistent homology computes, rather than the actual results from
algebraic topology on which is founded. Hence, we ensured that Sections
2.5.2.2-2.5.2.4 are sufficiently self-contained for this purpose.

Another important takeaway of Section 2.4 is that the information encoded
through (persistent) homology is generally weaker than the information en-
coded through topology, even though the latter was already relative weak
(e.g., when compared to geometry). Neither topology, nor homology can
distinguish between a coffee mug and a donut. However, unlike homology,
topology can e.g. distinguish between a circle and a cylinder, which have
distinct intrinsic dimensions. Fortunately, unlike topology, homology does
admit effective computation and comparison algorithms.

* Section 2.6 presents the mapper algorithm, another extensively studied and
applied method within the field of TDA, that furthermore strongly connects
to graphs as well. We mainly include it because of its importance within
TDA, but also use it for a baseline comparison in Chapter 4. For our purpose,
it is more important to understand the intuitive working of the algorithm
(illustrated in Figure 2.14), rather than the theory behind it, which we mainly
include for completeness.
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* Finally, Section 2.7 discusses the concept of a merge tree, which is studied
much less commonly than persistent homology and the mapper algorithm
by the current TDA community. The only reason we include it, is because
the concepts and results from this section will play an important role in a
proof of one of our results, i.e., Theorem 6.3.1 in Chapter 6. Apart from this
result, the material in Section 2.7 will not be used in this thesis.

Introduction to Topological Models in Graphs [Chapter 3] In this chapter,
we first present the problem of topological inference from and of graphs on an
intuitive level. We will show this through an example of the Karate network, a
well-known graph within the field of graph mining and analysis [12]. On both an
intuitive and visual level, a linear graph model will fit this network well (Section
3.2). We discuss why it is however difficult to provide a theoretical formalization
of this observation (Section 3.4). Indeed, we emphasize that

simplified graph-structured models occur naturally in many real-world graphs,
but conversely, many graphs are not the causal result of such model.

Hence, although a linear graph model fits the Karate network well, this does not
necessarily mean that the graph itself is a result of a linear graph model.

In contrast to this, the field of cell trajectory inference (CTI) considers high
dimensional point cloud data that is derived from ground-truth graph-structured
models. One of the most important applications we will consider multiple through-
out this thesis is to infer these models from proximity graphs (Section 2.4.1) con-
structed from this data. Hence, a similar to all proximity graphs constructed from
point cloud data throughout this thesis, these graphs will have (and result from) a
ground truth graph-structured model, as we discuss in Section 3.3.

Models from Local Topological Data Analysis [Chapter 4] In this chapter,
we present methods that reconstruct a global non-subgraph model from metric
data based on local topological information obtained through local topological
data analysis (LTDA) [3]. We briefly discuss their connection to persistent local
homology in Section 4.2. These methods are inspired on the fact that for metric
graphs (Section 2.4.2), it suffices to know the degree (Section 2.4.2) of each point
locally everywhere to be able to reconstruct the entire topology. Even more than
this, it suffices to know whether these degree are different from 2 or not [13]. These
properties hold on a theoretical level, and are inferred in a (metric) data setting
through clustering algorithms. In Section 4.3, we show how these are used to infer
degrees and hence multifurcations underlying metric data. Furthermore, in Section
4.4, we show how we can use a similar procedure to infer the presence of cycles
without the need of /-dimensional (persistent) homology (Section 2.5). In Section
4.5, we introduce a reconstruction algorithm that uses this inferred information to
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reconstruct the entire global model. We also discuss how storing and using inferred
degrees improves our method over an existing reconstruction method that only
classifies nodes according to their degree being different from 2 or not [13]. We
evaluate our method for various synthetic and real-world metric data throughout
this entire chapter, and conclude upon our work in Section 4.6.

Inferring Topological Models through Forest Representations [Chapter 5]
In this chapter, we present a completely different approach towards inferring graph-
structured models in graphs. These models will be subgraphs—which we term
backbones—of the original given graphs. Unlike the reconstruction methods dis-
cussed in Chapter 4, our backbone inference method will be based on the assump-
tions that real world graphs contain ‘noise’ and ‘outliers’, instead of properties of
the underlying ground truth model (if there even is such a model). Note that the
concepts of noise and outliers may not be well-defined in any given graph. How-
ever, in terms of backbones, there interpretation will be intuitively the same as for
point cloud data, being that they surround the underlying model of the graph.

We introduce the boundary coefficient (BC) [4] for quantifying core nodes in
a graph in Section 5.2. This coefficient is used to construct a forest representa-
tion—in our case termed an f-pine [4]—of the original graph from which we can
much more efficiently infer the backbone. This inference is performed by solving
the Constrained Leaves Optimal subForest (CLOF) problem, which we present in
Section 5.4. We summarize how these three puzzle pieces, being the BC, f-pines,
and CLOF, fit together and form an effective method for inferring backbones in
given graphs (whether metric or non-metric) in Section 5.5. We also show how we
can regard our method as a facility location problem in networks, and discuss its
advantages over existing such methods in Section 5.6. In Section 5.7, we quali-
tatively and quantitatively confirm the applicability, effectiveness, and scalability
of our method for discovering backbones in a variety of graph-structured data,
such as social networks, earthquake locations scattered across the Earth, and high-
dimensional cell trajectory data. We furthermore focus on the use of our method
for the particular case of CTI in Section 5.8. We show it is competitive with the
state-of-the-art through a large scale analysis of 333 cell trajectory data sets, even
though our method was not particularly designed for this task. We conclude upon
the work in this chapter in Section 5.9.

Topological Signatures through Graph Approximations [Chapter 6] In this
chapter, we build further upon our conclusions from Section 5.8. More specifically,
in Section 5.8 we will show that accurately performing CTI is a difficult problem to
this day, and that high-ranked state-of-the-art approaches still struggle to infer cell
trajectories in many data sets, as well as to correctly infer the number of leaves,
i.e., start or end states, of the model. The purpose of Chapter 6 is hence to provide
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theoretical and practical insights into why this is the case. However, the results
in this chapter extend to any other application considering metric trees (Section
24.2).

In Section 6.2 we point out the difference between preserving geometrical and
topological properties further, which we initially started in Section 2.3. Although
preserving geometry is much stronger than preserving topology, the former allows
some form of quantization under which we fail to do this, through the Gromov-
Hausdorff distance (Definition 2.3.14). This means that we can empirically ap-
proximate the geometry of our model arbitrarily well, even when our inferred
topology is incorrect. In Section 6.3, we build upon this fact and provide fopolog-
ical signatures for metric trees that capture the underlying topological properties
of these models well whenever we compute these signatures from graph approxi-
mations that preserve the geometry well. In Section 6.4, we use these signatures to
provide a charting of cell trajectory data sets with an underlying metric tree model,
through which we confirm our observations in the field of CTI on both a theoret-
ical and practical level, providing novel insights into this field. We furthermore
explain how our signatures lead to a new method for quality control within the
field of CTI. We conclude upon the work in this chapter in Section 6.5.

Topological Object Detection in Images [Chapter 7] This Chapter—which
came to existence through a three month research visit to the Gevaert lab on mul-
tiscale data fusion at Stanford University School of Medicine—will be notably
different from the previous chapters. We will be considering the problem of topo-
logical inference in images, more specifically for the particular task of object de-
tection. This can still be regarded as a topological inference problem defined on
graphs, as for object detection it suffices to restrict to O-dimensional (persistent)
homology (Section 2.5). Nevertheless, we will not be inferring graph-structured
models similar as in our previous chapters, but rather well-defined real world 2D
shapes and objects.

In Section 7.2 we discuss how 0-dimensional persistent homology can be used
for the task of object detection, as well as the difficulties that accompany this ap-
proach in case of real-world images. In Section 7.3, we introduce topological
image modification (TIM), in order to overcome these difficulties and enhance the
ability to extract relevant topological information from images. We present two
topological image modifiers, namely smoothing and border modification for this
purpose. In Section 7.4, we discuss how this topological information can be used
to process images in a completely unsupervised way, as to enhance the ability of
segmenting the objects from the images. We qualitatively and quantitatively con-
firm the effectiveness of our approach for improving three different generic and
unsupervised methods for providing binary segmentations of biomedical skin le-
sion images in Section 7.5. We qualitatively confirm that our approach improves
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three other algorithms for oversegmentation, edge detection, and binary segmen-
tation in Section 7.6. We conclude upon the work in this chapter in Section 7.7.

1.2 Visualizations

(Graph) visualizations will be tremendously important throughout this entire the-
sis, both for explaining our methods as well for qualitative analysis of our results.
Indeed, given how difficult it is to mathematically formalize topological models
(as we will discuss in Section 3.4), thoroughly illustrating their existence is neces-
sary to understand these models. We therefore emphasize how these visualizations
were obtained right from the start. For this, we distinguish between two cases.

* Graphs with an extrinsic space will correspond to proximity graphs (Rips
or kNN) constructed from Euclidean point cloud data. We therefore always
use the coordinates from the original data to provide the layout of the nodes.
These are either given explicitly if the data lies in R? or R3, or derived
from a dimensionality reduction method. This will be clear from context, or
specified in the main text and/or figure caption.

* Graphs without an extrinsic space correspond to graphs given at hand
(e.g. social networks). These graphs will always be plotted using layout al-
gorithms from the igraph library in R [14]. Unless the layout algorithm has
been specified, we use the standard setting. This means that the algorithm
is chosen through the layout_nicely function, a smart function that chooses
the layouter based on the graph itself.

1.3 Code

R (Chapters 4 & 6), R and Python (Chapter 5), and Python (Chapter 7) code for
this entire thesis organized with README:s per chapter can be found on https:
//github.com/aida-ugent/PhD_Code_Robin_Vandaele.



CHAPTER 2




Literature Overview: Topological Data
Analysis and Graphs

2.1 Introduction

The emergent area of fopological data analysis (TDA) aims to understand the
shape of data [15,16]. Its tools are increasingly being applied to supervised and
unsupervised machine learning problems [17-21]. The most prominently applied
and studied methods are persistent homology and the Mapper algorithm. In this
chapter, we introduce these methods, the mathematical background on which they
are founded, and other concepts and results that will be used throughout this thesis.

Note that not all of the material presented in this chapter will be equally es-
sential for the rest of this thesis. A concise overview of the key observations and
material per section is therefore provided in Section 1.1.

2.2 Introduction to Category Theory

Category Theory is the branch of mathematics that formalizes mathematical struc-
tures. Many mathematical structures, such as topological spaces, groups, and
graphs, can be studied in a generic setting through category theory.

Categories contain classes, which are collections of mathematical objects that
can be unambiguously defined by a property shared by its members. As not un-
common in mathematics, our notion of class is informal. Classes differ from sets
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in that the latter can be formally defined through the systematic axiomatic rules
provided by Zermelo—Fraenkel set theory [22]. In contrast to this, classes are very
generic in terms of the mathematical objects they may include.

Definition 2.2.1. (Category). A category C consists of the following three mathe-
matical entities:

* A class Obj(C) whose elements are called the objects;

* A class hom(C) of morphisms, also called arrows or maps. Each morphism
f has a source object a € Obj(C) and a target object b € Obj(C). We write
f :a — band say that { is a morphism from a to b. We write Hom¢ (a, b),
or Hom(a, b) when C'is clear from the context, to denote the hom-class of
all morphisms from a to b.

 Forevery a,b,c € Obj(C), a binary operation
o : Hom(a,b) x Hom(b, c) — Hom(a,c) : (f,g9) — o(f,g9) = go f,

(one may read ‘g after f’,) called composition of morphisms, such that the
following axioms hold:

1. For all x € Obj(C), there exists a morhpism W, : x — x, called
the identity morphism for x, such that for all f € Hom(a,z), and
g € Hom(x,b), we have

Weof=Ffandgol, =g (identity).
2. Forall f € Hom(a,b), g € Hom(b, c), and h € Hom(c, d), we have
ho(gof)=(hog)of (associativity).

Isomorphism are formalized in category theory as the functions that preserve
all mathematical structure of the considered spaces. They are the homeomor-
phisms in the category of topological spaces, the isometries in the category of
metric spaces, and so on.

Definition 2.2.2. (Isomorphism). Let C be a category and f € Homeg (a,b). f is
called an isomorphism if there exists g € Homeg (b, a) such that g o f = W, and
f o g =Wy Inthis case, g is called the inverse of f, and is also denoted by .

2.3 Basic Concepts of Topology

Topology is the branch of mathematics concerned with the properties of particular
structured spaces, more specifically, fopological spaces, that are preserved un-
der continuous deformations, i.e., homeomorphisms. These deformations include
stretching, twisting, crumpling and bending, but not tearing or gluing.
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The focus of this section is to introduce the basic concepts of topology used in
this thesis.

There are several equivalent definitions of a topological space. One may choose
the axiomatisation that is best suited for the application. The choice will have no
significant impact on this thesis. We will use the most commonly used definition
in terms of open sets [23].

Definition 2.3.1. (Topological Space). A Topological Space is an ordered set
(X, 7), where X is a set and T is a collection of subsets of X, i.e., 7 C P(X),
satisfying the following axioms:

1. DeThNX €ET.

2. Any union of members of T belongs to T. This union can be taken over
finitely or infinitely many sets.

3. The intersection of any finite number of members of T belongs to T.

The elements of T are called open sets, and the collection T is called a topology
on X.

If (X, 7) is a topological space, then for any subset S C X, 7 straightforwardly
induces a topology on S as follows.

Definition 2.3.2. (Subspace Topology). Let (X, T) be a topological space and
S C X. Letting s = {SNU : U € 7}, the tuple (S, 7s) forms a topological
space, called the subspace topology on S.

In a sense, topological spaces (X, 7) are some of the weakest structured spaces.
E.g., they do not impose any proximity measure between the points contained in
X. This leads to the rather famous and traditional joke that a topologist cannot
distinguish a coffee mug from a donut (the variant of the pastry with the hole in
the center). This is because either shape can be continuously deformed into the
other.

Definition 2.3.3. (Continuous Function). Let (X,7x) and (Y, Ty) be two topo-
logical spaces. A function f : X — Y is said to be continuous, if

Verny = fH(V)={zecX: f(z)eV}erx.

Hence, f is said to be continuous if the inverse image f~*(V) of every open set V
inY is an open setin X.

Definition 2.3.4. (Category of Topological Spaces). The category of topological
spaces Top is the category whose objects are topological spaces and whose mor-
phisms are continuous maps.
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Homeomorphisms are known as the isomorphisms for the category of topolog-
ical spaces: they preserve all the topological structure of a given topological space.
Due to their importance within the field of topology, we provide their definition—
which also easily follows from Definition 2.2.2—separately.

Definition 2.3.5. (Homeomorphism). Let (X, Tx ) and (Y, 1y) be two topological
spaces. A function f : X — Y is said to be a homeomorphism if it has the
following properties:

* fis a bijection.
 f is continuous.
o The inverse function f~* : Y — X is continuous.

Hence, the joke that a topologist cannot distinguish a coffee mug from a donut,
is mathematically formalized through the fact that there exists a homeomorphism
between these shapes.

One of the many topological properties preserved through such homeomor-
phisms, are the connected components of a topological space.

Definition 2.3.6. (Connectedness in Topological Spaces). A topological space
(X, 7) is said to be connected if X cannot be represented as the union of two or
more disjoint nonempty open subsets in 7. The maximal connected subsets (in the
sense of Definition 2.3.2) are called the connected components of X.

Topologists are brilliant when it comes to finding counterintuitive examples
that contradict what one might believe. Hence, contrary to what one may sus-
pect, if (X, 7) is a connected topological space, then not necessarily every two
points z,y € X are connected by a path. For this we have the separate notion
of path connectedness, which can easily be shown a strictly stronger concept than
connectedness.

Definition 2.3.7. (Path Connectedness in Topological Spaces). Let (X, T) be a
topological space. A path in X is a continuous function ¢ : [a,b] — X, for some
a < b e R. Two points x,y € X are said to be path connected, denoted x ~ v,
if there exists a path ¢ : [a,b] — X such that p(a) = x and p(b) = y. (X, 7) is
said to be path connected if every two points in X are path connected.

The definition above requires that R can be regarded as a topological space.
Indeed, it is a metric space for the metric d : R x R : (z,y) — |z — y|. Below,
we will show that metric spaces are a special type of topological spaces, that have
additional structure imposed on them. Note that when working with data, we most
often deal with metric spaces.
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Definition 2.3.8. (Metric Space). A metric space is an ordered pair (X, d) where
X is a set and d is a metric on X, i.e., a function d : X x X — R, such that for
any x,y, 2z € X, the following holds:

dz,y) =0 < z=y (identity of indiscernibles)
d(z,y) = d(y, z) (symmetry)
d(z,z) < d(z,y) + d(x, 2) (triangle inequality).

Definition 2.3.9. (Metric Map). Let (X,dx) and (Y, dy) be two metric spaces.
A metric map from X to'Y is a function f : X — Y that does not increase any
distance, i.e., for all x1,x2 € X, we have

dy (f(z1), f(z2)) < dx(71,72).

Definition 2.3.10. (Category of Metric Spaces). The category of metric spaces
Met is the category whose objects are metric spaces and whose morphisms are
metric maps.

Isometries are the isomorphism of metric spaces (Definition 2.2.2), they pre-
serve all distances between points. Hence, although a coffee mug and a donut may
be topologically equivalent, they are not in the sense of metric spaces, i.e., isome-
tries. Thankfully, for this very reason, humanity is unlikely to pour their morning
drink into their breakfast.

The fact that metric spaces may be regarded topological spaces, is because they
admit an intuitive concept of open sets.

Definition 2.3.11. (Open Sets in Metric Spaces). Let (X, d) be a metric space. A
subset U C X is said to be open, if

(Vo € U)(3e €]0,00[)(Vy € X)(d(z,y) <e = y e U).

By letting 7 be the set of open sets according to this definition, one easily
shows that (X, 7) forms a topological space.

In data science, we often deal with finite metric spaces, which we term point
clouds.

Definition 2.3.12. (Point cloud). A point cloud is a metric space (X, d) for which
|X| eN.

In practice, point clouds (X, d) often arise from some (unknown and infinite)
metric space (M, d’). The restriction of d’ to X x X must not necessarily be equal
to d, and the purpose of d may be to provide an estimate of d’ [6].

Remark 2.3.13. According Definition 2.3.11, any two point clouds (X,dx) and
(Y, dy) for which | X| = |Y| are topologically equivalent. By this, we mean there
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Figure 2.1: Two equally sized point cloud samples X (Left) and 'Y (Right) from the metric
space (R?, dgz2), where for d > 1, we denote dga for the Euclidean distance metric in R%.
Although X visually resembles a bifurcating structure, according to Definition 2.3.11 it
cannot be topologically distinguished from'Y (which resembles more of a ‘blob’).

exists a homeomorphism between the topological spaces (X, 14, ) and (Y, 7q,)
induced by the metrics dx and dy, respectively. Indeed, observe that for every
reRt, 7y  contains the open ball

By, (z,7) ={z € X :dx(z,2) <r}.

By taking v = e€x = mingz.cx dx(x,2), for every x € X, it follows that
By (x,ex) = {x} € 14, The second axiom of a topological space in Definition
2.3.1, now shows that P(X) C 74, so that necessarily P(X) = 74,. Anal-
ogously P(Y) = 74,. According to Definitions 2.3.3 & 2.3.5, every bijection
f + X = Y then trivially defines a homeomorphism between the topological
spaces (X, 714, ) and (Y, 7q,. ). Figure 2.1 shows that this is yet another example of
how weak topology may be (e.g. in comparison to geometry). Indeed, although the
two data sets in Figure 2.1 cannot be topologically distinguished according to the
Euclidean distance metric, they can be clearly geometrically distinguished for the
same metric (in the sense that there does not exist an isometry between the metric
spaces). Note that it is important to say that these spaces cannot be topologically
distinguished according to the metrics, as one may define other topologies on the
finite sets such that they can indeed be topologically distinguished. An example
of this would be taking the topology 74, induced by the metric dx for the metric
space (X, dx), and the trivial topology 7 = {0, Y'} for the metric space (Y,dy).

The Gromov-Hausdorff distance quantifies how ‘close’ two metric spaces are
to being isometric.

Definition 2.3.14. Let (X,dx) and (Y, dy) be two metric spaces. A correspon-
dence is a set C C X X Y, such that for any x € X, there exists y € Y such
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that (z,y) € C, and vice versa. Given € > 0, a correspondence C' is an e-
correspondence if (z,y), (¢',y") € C implies that |dx (x,z') — dy (y,y")] < e
The Gromov-Hausdorff distance day (X, Y') is the infimum of the € for which there
exists an e-correspondence between (X, dx ) and (Y, dy).

Remark 2.3.15. Below we will informally regard certain spaces (X, d) that define
a metric space apart from the requirement that d is real-valued, as metric spaces
as well. More specifically, we will consider metric spaces (X, d) for which we may
have d(x,y) = oo for some x,y € X. We then take |oo—oo| = 0 when this occurs
in the definition of an e-correspondence as a result.

Finally, the definition of totally bounded metric spaces will be important for
introducing the stability results in Section 2.5.

Definition 2.3.16. A metric space (X,d) is called totally bounded if for every
€ > 0 there exists a finite collection of open balls in X of radius ¢ whose union
contains X.

2.4 Graphs, Proximity Graphs, and Metric Graphs

Graphs, also often called networks, will be the most important mathematical ob-
jects in this thesis. They are widely used for representing relations, information,
and structure in various fields of science. Some examples include:

 gene regulation networks and protein interaction networks in biology [24,
25];

* co-authorship networks and social networks in social sciences [26,27];
* road networks in geoinformatics [28];

* proximity graphs (Section 2.4.1) constructed from point cloud data, such as
earthquake locations in geology [4], galaxies in space in astrophysics [29],
or cell trajectory data in biology [9];

* graphs modeling partially structured data, such as images [30].

Figure 2.2 shows an example of a graph from social sciences.

As mathematical objects themselves, graphs are commonly studied in the fields
of graph theory, combinatorics, and optimization [31]. They are formally defined
as follows.

Definition 2.4.1. (Graph). An undirected finite graph is a pair G = (V, E), where
V' is a finite set whose elements are called the vertices of G, and

EC{SePV):|8 =2}
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Figure 2.2: A well-known example of a graph is the Karate network [12]. This graph
models 34 members of a karate club, and connects members who interacted outside the
club. A conflict between the administrator “John A” (A) and instructor “Mr. Hi” (H) led
to splitting the club into two communities, corresponding to the blue and yellow nodes.

is a set whose elements are called the edges of G. Here, P(V') denotes the power
set of V, i.e., the set of all subsets of V. We also denote V(G) to refer to the set
of vertices of G, and E(QG) to refer to the set of edges of G. We say that G is
positively weighted, if we have a weighting function w : E(G) — R*. For any
v eV, wecall 5(v) = {e € E : v € e} the degree of v. We call v a leaf of G if
0(v) = 1, and a multifurcation if §(v) > 3.

When referring to any graph in this thesis, we mean in the sense of Definition
2.4.1. Hence, we always consider finite, undirected, positively weighted graphs,
without selfloops (since e € E implies that e is a set for which |e| = 2) or parallel
edges (since F is a set). In the case we have no explicit weighting function w, i.e.,
for unweighted graphs, we implicitly let w = 1, i.e., w equals the constant function
that maps every edge to weight 1. For both weighted and unweighted graphs, the
weighting function will often remain unmentioned, unless specifically required so.

Similar to topological spaces, graphs have a notion of connectedness defined
on them. This is closely related to the concept of paths.

Definition 2.4.2. (Paths in Graphs). Let G = (V, E) be a graph. A walk in G
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is sequence vy, €1,v1,. ..,V k € N, of verticesv; € V, 0 < i < k, and edges
e; € B, 1 <i <k, suchthat e; = {v;_1,v;}. Awalk vy, ey,v1,...,uv is called
a path (from vq to vy) if all vertices vy, . . ., vy are distinct. Note that the edges
€1,...,€ex inapath vy, ey,v1,...,v are all distinct, and we sometimes identify
a path with the set of edges it contains. If there exists a path from u to v, then we
say that u and v are connected in G. Note that by taking k = 0 in the definition of
a path, it follows that each node is connected to itself. A walk vg,e1,v1, ..., Vg, is
called a cycle, if k > 2, vg = v, and all vertices vy, . . . , Vi1 are distinct.

Definition 2.4.3. (Connectedness in Graphs). Denote by u ~ v that there exists a
path fromu to v in G. Otherwise, we denote u ~ v. Then ~ defines an equivalence
relation V// ~ on 'V, whose equivalence classes are determined by the sets

W ={veV:iu~uv}

forv € V. The elements in V/ ~ are called the connected components of G, and
[v] € V/ ~ is called the connected component of v. We denote 3y(G) = |V/ ~ |
for the number of connected components of G. We say that G is connected if
Bo(G) = 1, and disconnected if Bo(G) > 1. Note that for the empty graph
G = ({},{}), it holds that By(G) = 0.

The concepts of paths and connectedness allow us to define a notion of distance
between nodes in a graph as follows.

Definition 2.4.4. (Shortest Path Distance). Let G = (V,E) be a graph with
weighting function w, and u,v € V. The shortest path distance between u and v is
defined as

00 if u o~ v;

d =
ol {min{C(P) : P isapath fromutovin G} ifu~ v,

where

ecP

is the length of the path P. The tuple (V,dq) is called the metric space induced
by G. We also denote d" for the metric that is obtained on G by letting w = 1.

By letting a + co = oo fora € R, co + 0o = 00, and co < o0, the tuple
(V(@G),d¢) satisfies the three axioms of a metric space given in Definition 2.3.8.
However, d is not necessarily a real-valued function whenever G is disconnected,
as formally required by this definition. Nevertheless, we will often regard the tuple
(V(G), dg) as a metric space for any graph G. It would be unnecessary to formally
introduce a separate definition for metric spaces with possibly infinite distances
between points for this thesis. Note that this space does however formally defines



18 CHAPTER 2

a topological space (V' (G),7) in the sense of Definition 2.3.11. However, even
though the presence of edges in the defining graph might make it apparent that
we also impose some additional continuous segments in this space, this is not the
case, and one would still not be able to distinguish this topological space from
any other point cloud (X, d) for which |X| = |V(G)|, as explained in Remark
2.3.13. Hence, the notions of connectedness in G (Definition 2.4.3) and (V(G), 7)
(Definition 2.3.6) do not coincide.

2.4.1 Proximity Graphs

For a large part of this thesis, we will study data which has an underlying graph-
structured topology, which will be further clarified in Chapter 3. This data may
come in the form of a graph itself, and the task may then be to infer a much simpler
topological graph representation that models the data well. In other cases, we only
have a point cloud available. The data may then resemble a graph when looking
to the data ‘from far away’ (Figure 2.1 Left). However, as the topological space
induced by the metric on the data (Definition 2.3.11), it cannot be distinguished
from any arbitrary metric space containing an equal number of points, as also
discussed in Remark 2.3.13.

Nevertheless, on a point cloud (X, d), we can impose at least some non-trivial
notion of connectedness, i.e., in the sense of Definition 2.4.3, by constructing a
proximity graph on X . These graphs are constructed according to particular neigh-
borhood rules, which specify when two points in X should be connected by an
edge in the resulting graph. The type of neighborhood rule defines the class of the
considered proximity graph. We will consider two of the most commonly used
proximity graphs, namely the (Vietoris-)Rips graph, also known as the unit disk

Figure 2.3: A collection of fixed radius closed ball neighborhoods, and the corresponding
Rips graph. Image from [32].
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graph [33], and the (undirected) kNN graph [34].

Definition 2.4.5. (Rips graph). Let (X, d) be a finite metric space, and € € Rx.
The Rips graph R.(X) is defined as the graph G = (V, E), for which V. = X,
E={{z,y} e X:0<d(z,y) <e},andw: E — R : {z,y} — d(z,y).

Figure 2.3 illustrates how a Rips graph is constructed. These graphs will be
used extensively in Chapter 4 to infer graph-structured models underlying point
cloud data, but find other applications such as representing the bonds between
atoms in complex molecules as well [35].

Unlike the Rips graphs, where the ‘scope’ around each point is kept fixed, the
kNN graph allows one to vary this scope according to the local data density.

Definition 2.4.6. (kNN graph). Let (X, d) be a finite metric space, and € € R,
and k € N. Suppose for each x € X, its set of k closest neighbors (distinct from x)
according to d, denoted Ny (), is uniquely defined. The (undirected) kNN graph
NNy (X) is defined as the graph G = (V, E), for which V = X, E = {{z,y} C
X:yeN(z) Ve e Np(y)}, andw : E — RT : {x,y} — d(z,y).

It is a natural assumption that the set of &k closest neighbors for any point is
uniquely defined in practice. Nonzero distances between different pairs of points
sampled from a continuous space are generally equal with zero probability.

Figure 2.4 illustrates a point cloud data set X C R2, that resembles a graph-
structured topology (containing one edge and one isolated node), as well as both

Rips graph (e =2) kNN graph (k=5)

Figure 2.4: An example of a Rips graph (left) and a kNN graph (right). Rips graphs tend to
deal better with outliers, while kNN graphs tend to deal better with non-uniform density,
requiring less edges to truthfully represent the geometry of the model in this case.
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a Rips graph (e = 2) and a kNN graph (k = 5) are constructed from X. From
this example, one can immediately deduce important properties of these classes of
proximity graphs. Rips graphs are more robust to outliers, but may include many
edges in dense regions of the data. In contrast to this, kNN graphs often force
outliers to connect to far away regions. However, they generally require less edges
to truthfully represent dense regions, only depending on the local scale of the data.

By constructing a proximity graph G on a finite point cloud X, we essentially
do not resolve our issue that X cannot be topologically distinguished from an ar-
bitrary point cloud that consists of an equal number of points. Indeed, the identity
map from X to itself (or even any permutation) induces a homeomorphism be-
tween the topological spaces induced my the metric spaces (X, d) and (X, d¢)
(Definition 2.3.11). This is why the notions of connectedness in graphs and topo-
logical spaces are distinct. Nevertheless, proximity graphs serve as geometrical
approximations of metric graphs, which will be introduced in the following sec-
tion. This allows one to study relevant topological properties of continuous models
through discrete proximity graph representations [6].

2.4.2 Metric Graphs

Metric graphs will be some of the most important topological spaces handled in
this thesis. They are metric spaces that generally consist of an uncountable number
of points, but can be modeled through a (finite) graph. They are formally defined
as follows.

Definition 2.4.7. (Metric Graph). A metric graph M in R? is the union of the
images of a set of smooth curves {(pi s [ai, b)) — Rd}izl o With the following
properties

* (join at endpoints) for every 1 < i < j < m, ¢;(Ja;, b;[) N ¢;(Jas,b;[) =0
and the cardinality of ;([a;, b;]) N ¢;([a;, b;]) is either 0 or 1,

* (no self-intersections) for every 1 < i < m, ; is injective.

The points in V(M) = U,_; . {vi(ai), pi(bi)} are called the nodes of M.
Note that M may have isolated nodes, as our definition allows the necessary con-
dition a; = b; for some 1 < i < m for this to hold. We also sometimes simply
identify M with the set {902- : [ai, b;] — Rd}i:l,“.,m' We denote by Ty the set of
maximal connected components of M, where M is seen as the topological space
induced by the standard topology on R%. We call M connected if [T ¢| = 1. For
a node v € V(M), we define the degree of v as §(v) == [{1 < i <m: {v} C
Im(p;)}|. For1 < i <mandapoint x € Im(p;)\{pi(a;:), vi(b;)}, we define the
degree of z as 6(x) = 2. x € M is called a leaf of M if 6(x) = 1. We call x and
y connected, denoted by x ~ v, if there exists a path from x to y in M, otherwise
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we call x and y disconnected, denoted by ©: ~ y. A path vy : [a,b] — M is called
acycle if b > a, y(a) = (b), and vy is injective on |a, b].

If M is a metric graph, then each connected component C' € I' ¢ defines a
metric space (C, d ), where for 2,y € C, the geodesic distance dq(x,y) equals
the minimum of the arc lengths of all piecewise smooth curves ¢ : [a,b] — C for
which ¢¥(a) = x and ¢(b) = y. We can extend these metrics to M x M by letting
dpm(x,y) = oo if = and y are not connected. Similar to the discussion above,
it follows that (M, dq) satisfies all axioms of a metric space, apart from the
requirement that d o4 is a real-valued function if M is not connected. Nevertheless,
as we did for the metric spaces induced by graphs (Definition 2.4.4), we will regard
these spaces informally as metric spaces as well, and directly identify these with
the metric graphs themselves. Note that this metric always induces a topology on
a M in the formal sense. Moreover, degrees, paths, connectedness, as well as
cycles, are all preserved under homeomorphisms of M, so that we regard these as
topological properties of M.

Having a distance measure defined on a metric graph M, we are able to define
the diameter and radius of M as follows.

Definition 2.4.8. Let M be a metric graph. The diameter of a metric graph M is
defined as diam(M) = max, ye pm daa(z,y) € [0,00], and its radius is defined
as rad(d ) = minge p maxye x da(z,y) € [0, 00).

Note that the diameter and radius of a metric graph M are metric properties
and generally are not preserved under homeomorphisms of M.

From our discussion above it easily follows that each connected component of
a metric graph is path connected. This leads us to the definition of metric trees,
which will be important in Chapter 6.

Definition 2.4.9. (Metric Tree). A metric tree is a metric graph for which there is
a unique path between every two points.
2.4.2.1 Geometric Realization of a Graph

Let G = (V, E) be a graph, and suppose we have a function ¢ : V — R% and a
smooth curve o, : [ac,b.] — R? for each edge e € E, such that the following
properties are valid.

* 1) is injective.
ife = {u,v} € B, then {:(u), ()} = {vc(a.), we(be)}.

* forevery e # €' € E, @c(Jae, be]) N e (Jaer, ber[) = 0.
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(a) A graph G. (b) A geometric realization M of G in R3.

Figure 2.5: A geometric realization M of a graph G. Whereas the metric space induced
by G is a discrete space, M is a continuous space containing uncountable many points.

It can be easily verified that the union of the images of ¢ and {®.}.cp defines a
metric graph M. We call any such metric graph M a geometric realization of G.
A geometric realization of a graph G can be seen as a ‘drawing’ of G in R¢, such
that no two edges intersect at interior points.

Conversely, every metric graph M = {¢; : [a;, b;] — Rd}i:l,...,m defines a
graph G = (V, E) for which M is a geometric realization of G. This graph G
can be constructing by letting V' be the set of nodes of M, and letting {u,v} € E
iff u # v and {u,v} = {pi(a;),i(b;)} for some 1 < i < m. Graph theo-
retical ‘topological’ properties of GG, such as connected components, leaves, and
cycles, then coincide with the corresponding topological properties of a geometric
realization M of G, and conversely.

It is known that every graph G has a geometric realization in R¢ whenever
d > 3 [36, Geometric Realization Theorem]. If M is a geometric realization
of a graph G in R?, then M is called a planar embedding of G. G is called a
planar graph whenever it has a planar embedding. Not every graph admits a planar
embedding, and the problem whether a given graph G is planar is computationally
easy to solve [31].

Figure 2.5 illustrates a graph G' and a geometric realization M of G in R3.
Note that G clearly also admits a geometric realization in R? (as a matter of fact,
the visualization in Figure 2.5a directly corresponds to such a realization), and
hence, that G is planar.
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2.5 Introduction to Topological Persistence

Persistent homology [37] can easily be said to the most profoundly used and stud-
ied tool in TDA. It is being increasingly and successfully applied to a wide variety
of practical machine learning problems [38—43]. Nevertheless, it has a rather ab-
stract mathematical foundation, most notably in the fields of category theory and
algebraic topology [44]. For this reason, at the present day of writing, it is still
considered more of a niche and lesser known topic within machine learning.

In the following sections, we will introduce the most important concepts of
persistent homology and explain its purpose. As mentioned in the outline of this
thesis, the first parts of this section will touch on the many theoretical aspects
of (persistent) homology (Section 2.5.1 and the start of Section 2.5.2), and how
these relate to its computation (Section 2.5.2.1). Although we ensured that these
sections are sufficiently self-contained, they are—even though this might appear
not to be the case at first sight—rather concise.! Someone unfamiliar with topics
such as TDA and algebraic topology may therefore find them more challenging.
However, we ensured that the following parts (Sections 2.5.2.2-2.5.2.4)—which
are less abstract than the former sections—are sufficiently self-contained for one
to comprehend the purpose of persistent homology and what it computes, i.e.,
persistence diagrams. One is therefore freely able to skip to these sections, which
are more important for one to comprehend the rest of this thesis.

2.5.1 Simplicial Homology

Simplicial Homology is a way to study topological properties of topological spaces
whose ‘building blocks’ are n-simplices, i.e., the n-dimensional analogs of tri-
angles. These are spaces that—by definition—are homeomorphic to simplicial
complexes (Figure 2.6). Such a homeomorphism is then also called a triangula-
tion. Note that the majority of the topological models that occur in data science—
including metric graphs—can be triangulated. We formalize these concepts below.

Definition 2.5.1. (Abstract Simplicial Complex). A family of finite sets A is called
an abstract simplicial complex if for every o € A and o' C o it holds that ¢’ € A.
The finite sets that belong to A are called faces or simplices of the complex. The
dimension of a face 0 € A is defined as |o|—1, and o is called a (|o|—1)-simplex.
An abstract simplicial k-complex is a simplicial complex /A where the largest di-
mension of any face in A equals k. The vertex set V(A) of an abstract simplicial
complex A is the set of 0-simplices in /. Two abstract simplicial complexes /A and
A’ are called isomorphic if there exists a bijection ¢ : V(A) — V(A') for which
o€ Aiffo(o) = {6(v) v e o} € A

'For a more detailed description we recommend [44].
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/N
A

Figure 2.6: A simplicial 3-complex. Image from [45].

Any graph G = (V, E) straightforwardly induces an abstract simplicial com-
plex VU E,sincev € e € E = v € V. Hence, an abstract simplicial complex
lies somewhere between a graph and a hypergraph. Similar to a graph, the latter
is also a tuple H = (V, E)—where the elements in £ C P(V) are called the
hyperedges of H—Dbut without the additional restriction thate € E —> |e| = 2.
Hence, hypergraphs admit higher-order relations than graphs. Abstract simplicial
complex can then be seen as hypergraphs, with the additional constraint that its hy-
peredges are closed under inclusion. Intuitively, we thus have the following class
relationships

{graphs} C {abstract simiplicial complexes} C {hypergraphs}.

As the name suggests, there is also a ‘less abstract’ definition of simplicial
complexes.

Definition 2.5.2. (Simplicial Complex). A k-simplex o is the convex hull

k k
o= {Z)\ivi:Z)\i:]-/\AO7'-'>)\kZO}
=0 =0

of k + 1 affinely independent points v, . .. ,v, € R% d > k. k is then called the
dimension of 0. The convex hull of any nonempty subset of the k + 1 points that
define a k-simplex is called a face of the simplex. A simplicial complex K is a set
of simplices, satisfying the following conditions:

1. every face of a simplex in K is also in K;

2. the non-empty intersection of any two simplices 0,0’ € K is a face of both
oando’.
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A simplicial k-complex is a simplicial complex K where the largest dimension of
any simplex in K equals k.

Let K be a simplicial k-complex. Denote V' (o), for the finite set of points in
R4, d > k, of which the convex hull equals ¢. It can then be easily seen that
the set A = {V(o) : 0 € K} is an abstract simplicial complex. Conversely, it
is known that every abstract simplicial k-complex A is isomorphic to an abstract
simplicial complex A = {V(¢) : o € K} for some simplicial d-complex K for
which d > 2k + 1 [36, Geometric Realization Theorem]. We then call |A| = K
a geometric realization of A. Loosely speaking, an abstract simplicial complex
is a simplicial complex without associated geometry. Note that this concept of
geometric realization coincides with the one for graphs and metric graphs defined
in Section 3.2.

The Euclidean space in which a simplicial complex (geometric realization) |A|
is embedded, induces a topology on |A| (Definition 2.3.2). Most often, these are
the topological properties we are interested in, and not the topological properties
of the ‘isolated points’ in A (see also the discussion Section 2.4.1). However, in a
computational setting—similar to (metric) graphs—topological properties of |A|
are studied through their discrete counterparts of the finite representation A. We
now formalize what these topological properties correspond to.

Suppose that A is a finite abstract simplicial complex. By definition, an orien-
tation of a simplex o € A is given by an ordering (v, . .., v} ) of the vertices in o,
with the convention that two orderings define the same orientation if they differ by
an even permutation. This means that every simplex o admits exactly two distinct
orientations, and by convention, they are each other negatives. Note that we omit
a more formal definition of an orientation, as the fact that simplices with an op-
posite orientation cancel each other out in summation will be more important than
the exact choice which orientation is positive and which is negative. Intuitively, if
o is a 1-simplex, which can be visualized through a line segment, then choosing
the orientation coincides with choosing one of the two possible directions to tra-
verse this segment. If o is a 2-simplex, which can be visualized through a triangle,
then choosing an orientation coincides with what the choice between clockwise
and counterclockwise means. Note that providing a similar intuitive meaning of
choosing the orientation is rather difficult for higher-dimensional simplices.

Before we proceed with introducing the concept of homology, we require the
introduction of a fundamental algebraic structure, known as a ring. As we will see
below, fixing a ring will be important when computing topological properties from
finite abstract simplicial complexes.

Definition 2.5.3. A ring is a set R equipped with two binary operations + and
-, respectively termed the addition and multiplication, satisfying the following ax-
ioms:
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1. R is an abelian group under the addition, meaning that

o foralla,b,c € R, (a+b) 4+ ¢ = a+ (b+ c), that is, + is associative;
e forall a,b € R, a + b= b+ a, that is, + is commutative;

e there exists an element 0 € R such that a + 0 = a for all a € R, that
is, 0 is the additive identity;

* for every a € R there exists —a € R such that a + (—a) = 0 for all
a € R, that is, —a is the additive inverse of a;

2. R is monoid under multiplication, meaning that

e foralla,b,c € R, (a-b)-c=a- (b-c), that is, - is associative;

e there exists an element 1 € R suchthata-1=1-a =aforalla € R,
that is, 1 is the multiplicative identity;

3. the multiplication is distributive with respect to the addition, meaning that

o forall a,b,c € R, a-(b+c¢) = (a-b)+ (a-c), that is, - is left
distributive;

o forall a,b,c € R, (b+¢)-a = (b-a)+ (c-a), that is, - is right
distributive.

We also sometimes denote a — b for a + (—b), and ab for a - b. If furthermore the
multiplication R is commutative, i.e., a-b =b-a forall a,b € R, then R is called
a commutative ring. Finally, if R is a commutative ring in which each 0 # a € R
has a multiplicative inverse a~! € R, i.e., for which it holds that aa™' = 1, then
R is called a field.

The concept of a ring only plays a minor role in this thesis, and we mainly
include its definition for completeness. Note that many known structures, such as
Z, Q, R, and C equipped with their standard addition and multiplication are (com-
mutative) rings. However, the natural numbers N is not, as the addition generally
has no inverse.

Choosing a commutative ring R is albeit important for (persistent) homology
and its computation, and—as we will discuss below—the obtained results may
depend on this choice. A popular choice in TDA is taking R = Fo, i.e., the (small-
est) Galois field of two elements {0, 1} in which the addition and multiplication
are performed modulo 2. The benefit of taking R = [, is that one does not have
to bother with orientations of simplices: positive and negative are then the same.
As a matter of fact, for all persistent homology computations within this thesis we
take R = 5. (At least) for all of our considered data, this choice will not matter.
Furthermore, the fact that one requires choosing such ring to compute topological



LITERATURE OVERVIEW: TOPOLOGICAL DATA ANALYSIS AND GRAPHS 27

properties of a space defined independently from any ring may be rather confus-
ing. One will therefore find that starting from Section 2.5.2.2, we will no longer
talk about these rings.

Given a simplicial complex A in which each complex has an orientation, and
a commutative ring R, a simplicial k-chain is a finite formal sum

Ao1+ ...+ Anon,

where each o; is an oriented k-simplex in A and \; € R, 1 <i < N € N, and (as
discussed above) each orientation is declared equal to the negative of the simplex
with the opposite orientation. By a formal sum we mean that even if it doesn’t
make sense to add things, we do it anyway. One should not bother too much with
trying to interpret these sums. E.g, if o # o’ are two k-simplices in A, then o + o’
is just o + o, and nothing else. It does not equal o U ¢, nor does it equal & for
any other & € A\{o,0’}. As some fictional Disney character might say: “let it
g0”. Welcome to the wonderful world of abstract mathematics.

Nevertheless, the operations permitted by such formal sums are not much dif-
ferent from those by more well-known structures, such as vector spaces. Indeed,
considering the basic vectors e; = (1,0) and ez = (0, 1) in R, there is no ‘eas-
ier’ way to write e; + eo. Yet, there is ‘another’ way, i.e., e; +ex = (1,1), and
one may use similar notations for formal sums as well. Furthermore, similar to
vector spaces, operations such as 0 + 0 = 20, 0 — o = 0, 10 - (420) = 4200
are all permitted, but operations such as multiplying two simplices o; and o are
not straightforwardly defined. The fact that such formal sums are very similar in
behavior to vector spaces, is because the set of all k-chains with the formal addi-
tion over R forms an R-module, which is a weaker variant of a K-vector space (K
being a field).

Definition 2.5.4. (Module). Let R be a ring and 1 its multiplicative identity. A left
R-module M consists of an abelian group (M, +) and an operation - : R x M —
M, such that for all v, s € R and x,y € M, we have

~

r-(z+y)=r-ax+r-y;

N

(r+s)-z=r-z+s-x;
3. (rs)-x=r-(s-x);
4 1-z==.

Forr € Rand x € M, we also sometimes denote rx for r - x. The elements in
R are called the scalars. A right R-module is defined analogously, except that the
ring acts on the right, i.e., - : M x R — M, and the above axioms are written with
the scalars on the right. If R is commutative, then left R-modules are the same as
right R-modules, and are simply called R-modules.
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The set of all k-chains, denoted A}, hence forms an R-module for the chosen
commutative ring R (one may assume all the axioms in Definition 2.5.4 and their
right hand counterparts to hold by definition). A natural set of generators of Ay—
which are to be interpreted similarly as basis vectors of a vector space—is then the
set of all k-simplices in A.

Similar to linear maps between vector spaces, we can have linear maps between
modules, which are completely determined by the image of the generators. These
are the (homo)morphisms in the category of R-modules.

Definition 2.5.5. (Boundary Map). Given a simplicial complex A and a ring R,
the boundary map Oy : A — Ag_1 between the R-modules Ay, and Ay_1 is
defined by letting for each simplex 0 = (xo, ..., xy),

k
Or(0) =D (1) (0, .-, iy, Tk),
i=0
where (xo, ..., Z;,...,xk) is the (k — 1)-face of o obtained by omitting the vertex

x;, while preserving the ordering of the remaining vertices. The boundary map ex-
tends linearly to all k-chains in Ay. By convention, we let 9y = 0. This coincides
with taking ‘empty sums’ in the definition of 0y, and letting A_1 = 0. If C is a
k-chain in Ay, we also sometimes refer to Oy, (C') as the boundary of C.

Chain complexes are algebraic structures that consist of a sequence of abelian
groups of modules and a sequence of homomorphisms between consecutive groups
such that the image of each homomorphism is included in the kernel of the next.
Note that throughout this section, by kernel we mean the algebraic structure that
consists of all elements mapped to 0, i.e., the neutral element for the addition.
Chain complexes can be defined and studied more generally in the field of category
theory. As we have not—and will not require to have—specified (homo)morphisms
in the case of (abelian) groups, we will only provide the definition for modules.

Definition 2.5.6. (Chain Complex). A chain complex (A, d,) is a sequence of
modules . . ., Ay, A1, . .., also called boundary operators, connected by homomor-
phisms d,, : A, — Ay, _1, such that the composition of any two consecutive maps
dy, and d,,_1 is the zeromap d,,_10dy : Ay, — Ap_o: 2 +— 0.

The collection of R-modules Ay, connected by the boundary maps 0;, forms a
chain complex (A,, ds). This is easy to see whenever we take R = I3, as for any
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o= (vg,...,v;) € A, we have

k
8k,1(8k(a)) = 6,@,1 (Z(’Uo, . 7’[31', . ,Uk)>

=0
k
= 01 ((vo,. .-, Biy .. 08))
=0

i—1

k
:Z Z(Uo,...,U}‘,...,ﬁi,...,vk) +

i=0 \ j=0
k
E (V0 ey Uiy oy Ujyov o, U)
j=it1
=2 g (o, -3 Uiy ooy gy, v) = 0.
0<i<j<k

A more general proof for rings R # Fs can be found in [46, Lemma 2.7.]. As a
consequence, it holds that Im(9j41) C ker(dy).

Definition 2.5.7. Let A be an abstract simplicial complex, R a ring, and Oy, the
corresponding boundary maps. We call the kernel ker(0y,) the k-th cycle module,
and the image Im(0y,) the k-th boundary module.

The relation Im(941) C ker(dx) has a geometric interpretation. It implies
that every (k + 1)-boundary, which is a k-chain that is the image of some (k + 1)-
chain under Oy, has zero boundary under J, and hence, by definition, is a k-
cycle. However, the reverse inclusion does generally not hold. In this case, there
exist k-cycles that are not the boundary of any (k + 1)-chain. These correspond to
‘holes’ in the simplicial complex, as illustrated by Figure 2.7.

Definition 2.5.8. (Homology Module). Let A be an abstract simplicial complex,
R a ring, and Oy, the corresponding boundary maps. The k-th homology module
of A is the R-module

Hj, = ker(0)/ITm(0k41)-

The k-th Betti number of A, denoted By, is the rank of Hy, i.e., its number of
generators.

The k-th Betti-number [ quantifies the extend to which the reverse inclusion
ker(9y) C Im(0k1) fails. Following the conventing in Definition 2.5.5, in case
of the 0-th Betti-number, we find that

Bo = rank(Hy) = rank(ker(dp)/Im(0;)) = rank(Ag/Im(1)),
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Figure 2.7: Geometric interpretation of the boundary operator. The boundary operator
Ok+1 maps a (k + 1)-chain to a k-cycle. However, some k-cycles, such as the red chain in
the bottom simplicial complex, are not the boundary of any (k + 1)-chain. These
correspond to ‘holes’ in our simplicial complex.

Now consider the graph that results from A after discarding all but the nodes (0-
simplices) and edges (1-simplices), as well as discarding the orientation of all the
edges. We call this graph the I-skeleton or graph skeleton of A, and call two
nodes of A connected whenever they are connected in this graph, and identify
(connected) components of this graph with connected components of A. Now
take

x+Im(01) = A (v1) + ... An(vn) + Im(91) € Ao/Im(y).

Suppose that 1 < i < j < N, v; and v; are connected through a path that goes
consecutively through the points v; = ug, w1, ..., u—1,u; = v; in the 1-skeleton
of A. Each (ug, ug+1) and (ug41,ug) isin Aq for 0 < k < I. Hence, we find that

)\z(vz) + Im(al) = )\i('Ui) + X\;O1 ((vi,ul) 4+ ...+ (ul_l,vj)) + Im(&l)
= Ai(vi) + A ((03) = (ur) + ...+ (w-1) — (v;)) + Im(0y)

Hence, we are allowed to substitute the term A; (v;) + A; (v;) +Im(0; ) by the term
(Aj — Ai)(vj) + Im(0) in the expression for « + Im(0;). By induction, it holds
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that
z+Im(01) = X} (vi,) + ... A}, (viy,) +Im(d1) € Ag/Im(dy),

where each v;, belongs to a different component of A, and there is no ‘simpler’
way to write « 4+ Im(0 ). It follows that /3y equals the number of connected com-
ponents of A. If & > 1, then 35 expresses the number of k-dimensional holes.
1-dimensional holes correspond to ‘circular’ holes, whereas 2-dimensional holes
coorespond to ‘voids’ or ‘cavities’. These types holes can be straightforwardly
visualized. In general, for £ > 1, a k-dimensional hole is to be interpreted as the
inside of a k-dimensional sphere. The core power of (persistent) homology is that
it allows one to exactly quantify the number of such holes in |A|[, through its dis-
crete representation A. E.g., in the bottom simplicial complex in Figure 2.7, there
are essentially many cycles, in a graph theoretical sense. However, there is only
one 1-dimensional hole in the topological space |A|, so that 51 (A) = 1.

Although we have only introduced simplicial homology, expressing holes (topo-
logical properties) in simplicial complexes, homology can be defined for any topo-
logical space. This is known as singular homology. Instead of considering sim-
plices, one considers singular simplices, which are injective continuous functions
from the standard d-simplex (the convex hull of the d 4 1 unit vectors in R4+1)
to a topological space. Boundary operators and chain complex are then defined
analogously as for simplicial homology. Simplicial homology and singular ho-
mology agree for spaces that can be triangulated. This allows one to talk about the
homology, and in following sections, filtrations, persistent homology, and persis-
tence diagrams, of any topological space occurring in data science, whether these
are geometric realizations of abstract simplicial complexes constructed from data,
or topological models that underlie the observed data. For more information on
this topic, we refer to Hatcher, 2020 [44].

As also commented above, at first reading one might consider it strange that
Betti-numbers, which quantify topological properties, i.e., ‘holes’, depend on a
choice of ring R, which may be completely unrelated to the actual topological
space |A|. Indeed, there exist topological spaces with different Betti-numbers
when computed over different rings. An example is the Klein bottle K, for which
we would find 81 (K) = 2 over R = Fy, and 51 (K) = 1 over R = F,, for any
prime number p > 2 [47]. This is related to the fact that the Klein bottle is an ex-
ample of a non-orientable surface. This is beyond the scope of this thesis however,
and we refer the interested reader to Hatcher, 2020 [44]. For our topological spaces
of interest—most notably (metric) graphs—one may unambiguously interpret the
Betti number [, as the number of k-dimensional holes in the space, not requiring
the ring R to be specified. Without further specification, all (persistent) homology
computations in this thesis are performed over R = Fy, as also mentioned above.

Finally, one should be aware that ‘having the same Betti-numbers’ is a strictly



32 CHAPTER 2

weaker concept than ‘having the same topology’. More formally, Betti-numbers
are topological invariants, i.e., they are preserved under homeomorpishms of topo-
logical spaces (keeping the ring R fixed), but not conversely. E.g., a circle is not
homeomorphic to a cylinder, but both topological spaces consist of one connected
component, have one 1-cycle (more formally one equivalence class of such cycles),
and do not include any higher dimensional cycles. One cannot discern between
these spaces based on homology. It is important to realize this. As we discussed
above, topology does not allow us to distinguish a coffee mug from a donut. Ho-
mology thus allows one to distinguish between even less spaces. However, it is
known that there cannot exist an algorithm to determine when arbitrary topologi-
cal spaces are homeomorphic [48]. Hence, in some sense, we are lucky that there
exists something like (persistent) homology which we can actually compute, as
will be discussed in the following section.

2.5.2 Persistent Homology

Persistent homology can be regarded as simplicial homology at varying scales.
Instead of identifying the Betti-numbers of one given simplicial complex, we track
the change in Betti-numbers across a varying sequence of simplicial complexes.
This is formalized through the concept of a filtration.

Definition 2.5.9. (Filtration). Let /A be an abstract simplicial complex. A filtration
is a sequence F = (A");en of subcomplexes of A, such that A* C AJ whenever
i <.

The i-th simplicial complex A’ in a filtration F gives rise to its own chain
complex (A%, di). Now consider the inclusion maps ¢* : A? — AL for a given
filtration F. Each inclusion map (¢ induces a chain map (1%) = (1!);cn between
the chain complexes (A%, 9%) and (AL 9iT1). More formally, for z € Al and
k € N, it holds that

0} o' (x) = Op(x) = 1" 0 9} ().
This is written out in the commutative diagram in Figure 2.8.

Definition 2.5.10. Let F = (A%);cn be a filtration defined on an abstract simpli-
cial complex A. The sequence of chain complexes ((A’;, 8ﬁ)) ien connected by the

chain maps ((11))._,, is called a persistence complex.

i€N
Now let F = (A?);en be a filtration defined on an abstract simplicial complex
A, and take
x4+ 1m(0; ) € Hy, = ker(0;,)/Im(0), ;).
It holds that z € A* C A**1, so that 8,1“ (z) is well-defined and must necessarily
equal 0,71 (x) = 03 (z) = 0. It follows that x € ker(9d;"'), so that

(@ +Im(0)41)) =2+ Im(94 1)) € Hi™' = ker(9;) /Im(9; 1))
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Figure 2.8: A persistence complex illustrated through a commutative diagram.

Hence, the inclusions (:?);cn, induce module homomorphisms 7, : Hf — H/ .

Definition 2.5.11. Let F = (A%);cz be a filtration defined on an abstract sim-
plicial complex A. The kth persistence module Hy, is the family of kth homology
modules H ,2 together with the module homomorphisms n,i c H }6 — H]iﬂ. A per-
sistence module is said to be of finite type if each component module is finitely
generated and there exists some integer z € 7. such that the maps n}. are isomor-
phisms for all 1 > z.

The finiteness of an abstract simplicial complex guarantees that the corre-
sponding persistence module is of finite type [46]. Indeed, in this case we can-
not indefinitely grow the simplicial complexes in (4;);en, and at some point, the
corresponding homology modules must remain fixed.

Similar to how simplicial homology generalizes to simplicial homology for
arbitrary topological spaces, all concepts defined in this section generalize to ar-
bitrary topological spaces as well. However, persistence modules of finite type—
which are those we deal with in practice—allow for a convenient decomposition
leading to the concept of a persistence diagram. First, we require some new defi-
nitions.

Definition 2.5.12. (Graded Ring) A graded ring R is a ring with a direct sum
decomposition into abelian groups

R=Pr,

€N

such that for each x € R' and y € R7, it holds that xy € R™7.
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An example of a graded ring is the polynomial ring

FIX] =@ X" -F,

ieN
where [ is a field.

Definition 2.5.13. A left graded module is a left module over a graded ring R,

such that
M=,
i€eN

such that for each X € R* and m € M7, it holds that \m € M7,

A kth persistence module 7{;, can be identified with a graded module over the
corresponding polynomial ring R[X], i.e.,

Hk = @H}Zw

1€EN

where we let
X mi = Y i),
ieN ieN

which inductively and linearly extends to H.

Theorem 2.5.14. [46, Theorem 4.8] Let Hy, be a persistence module of finite type
over a polynomial ring F[X|, where F is a field. Then there exists M, N € N, such
that up to a module homomorphism,

2, — <é_él(X)> ® (é_v? <))§Z>> '

If 7 = (Ai)iez is a filtration defined on an abstract simplicial complex A,
then the powers a;, b;,d;, in the decomposition of Hj, in Theorem 2.5.14 cap-
ture the birth and death of k-dimensional holes across the sequence of simplical
complexes (|A?|);cz [46]. The numbers b; and d; express that a k-dimensional
hole that appeared at complex Ay, disappears at complex Ag4;. The numbers a;
that a k-dimensional hole appeared at complex A,,, but never disappears. This
forms the basic idea behind persistent homology and persistence: k-dimensional
holes that persist over long intervals represent relevant topological properties of
the considered space. This will be made clear in the following sections, which
will visualize the information captured through persistent homology by means of
persistence diagrams.
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2.5.2.1 Computing Persistent Homology

In a practical setting, we are dealing with finite data. Corresponding simplicial
complexes and filtrations will then be finite as well. Instead of indexing filtrations
through integers, they are commonly indexed through an increasing sequence of
reals t1 < ... < t,, called times. The purpose of computing persistent homology
is then to obtain the times at which k-dimensional holes across a filtration

fZ@QAtlggAthA

are born and at which times they die, for a given upper bound on the dimension
k of the holes. Formally, this corresponds to indexing F through the integers
1 < i < n, extending F indefinitely through A, = A, C A1 = A C
Apto = A C ..., identifying the integer powers a;, b;, d; in Theorem 2.5.14
for each of the considered dimension of holes, and mapping them back to the
corresponding times ¢, ,tp,,tq;, < t,. For ease of explanation, we will assume
that we are considering the fixed field of coefficients Fo over which we compute
(persistent) homology (which is exactly our choice throughout this thesis).

First, we order the m = ||J A| simplices {01, ..., } in A, such that i < j
whenever t(0;) < t(o;), where t(c) denotes the time of appearance of o, defined
as

t(o) =min{t; : 0 € Ay, }.

Naturally, we only include simplices of which the cardinality is at most the dimen-
sion of holes we are interested plus two. We then construct a binary matrix M of
which the rows and columns correspond to the simplices in A, for which M;; = 1
iff o; C 0 and |o;| = |o;| — 1. The birth and death times can then be obtained
through simple linear and algebraic operations on A (modulo 2) [40, Algorithm
2.1].

The time complexity of this algorithm is cubic in the number of simplices m
[40]. This is still one of the major drawbacks of (computing) persistent homology
to this day. E.g., when one is interested in 1-dimensional holes, i.e., loops, one
requires to build 2-simplices, resulting in the number of simplices itself being
cubic in the number of data points. However, in case one is only interested in 0-
dimensional holes, persistent homology can be computed in O(na(n)) time—n
being the number of vertices, i.e., O-simplices, which equals the number of data
points in practice—using a union-find structure [36]. Here «(-) is the inverse of
the Ackermann function, which for all practical purposes may be considered a
constant no greater than 4 [49].

In general, efficiently computing or ‘approximating’ (through the bottleneck
distance metric which will be defined in the following section) persistent homol-
ogy is an active research topic at the time of writing [50,51].



36 CHAPTER 2

2.5.2.2 Introducing Persistent Homology through Euclidean Point Clouds

Although the fundamental results leading to persistent homology discussed in the
previous sections are rather abstract, its purpose and what it computes are actually
easy to visualize. As mentioned in the outline of this thesis, we will ensure that
this and the following sections are sufficiently self-contained for one to understand
the purpose of persistent homology, and the persistence diagrams it computes. For
this reason, some of the terminology we will introduce in this section may already
have been introduced (more formally) above.

A custom case in data science for illustrating how persistent homology works,
is that we have a point cloud data set X embedded in a Euclidean space R?. In
our case, we will take a look at the point cloud X that is visualized in left plot in
Figure 2.9. The task is then to infer topological properties of the model underlying
X, by means of persistent homology.

Looking at X (Figure 2.9 Left), the only topological information that can be
deduced from it is that it is a set of points, since no two point clouds of the same
size can be topologically distinguished as discussed in Remark 2.3.13 (at least
according to any metric defined on them, which we assume to be the Euclidean
distance metric here).

A partial solution to this can be obtained by constructing a simplicial complex
from X, for which one often considers the Vietoris-Rips complex

VRM(X) = {SCX:|X|§I€+1A£%)§S||$y||§e}. 2.1

Each element ¢ in such a simplicial complex is called a face or simplex. If
lo| = k + 1, it is also called a k-simplex, and k is called the dimension of o.
The dimension of a simplicial complex is the maximal dimension of its included
simplices, and is constrained by k for the Vietoris-Rips complex VR¥(X). Here,
€ is a parameter that specifies the upper bound on the diameter of subsets of X
which should be included in the simplicial complex. Note that VR! (X) = R(X)
(hence our chosen name for the Rips graph). VRE(X ) is then obtained through
R.(X) by “filling in” all cliques up to cardinality k¥ 4+ 1 in the graph through a
simplex. Six examples of such complexes VR? (X) (for varying €) are shown in
Figure 2.9.

In general, a simplicial complex can be seen as a generalization of a graph,
where apart from nodes (0-simplices) and edges (1-simplices), it may also include
triangles (2-simplices), tetrahedra (3-simplices), and so on. More specifically, the
two defining property of simplicial complex A are that

* A is a set of finite subsets of some given set X

e Ifo' Coc A, theno’ € A
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Figure 2.9: An example of six simplicial complexes VR? (X)) in the Vietoris-Rips filtration
of a point cloud data set X resembling two disconnected circles in the Euclidean plane.

However, one should note that technically this is the definition of an abstract sim-
plicial complex, and the term simplicial complex actually refers to a geometrical
realization of such a complex. Such realization can be seen as a continuous draw-
ing of the complex in some Euclidean space R?, such that the intersection of two
simplices ¢ and ¢’ corresponds to a common face of o and ¢’. This is similar to
how a metric graph is a geometric realization of a graph, but we also ‘fill in’ the 2-
simplices, 3-simplices, . .., which is usually how we visualize (abstract) simplicial
complexes (such as in Figure 2.9). Sometimes the term ‘simplex’ is only used to
refer to geometric realizations of their discrete counterparts, and the discrete coun-
terparts are only referred to as ‘faces’. However, throughout the rest of this thesis,
it will not really be a problem for one to mix up this terminology, i.e., to identify
simplicial complexes with their discrete counterparts, and we will often proceed
to do this. The most important thing to be aware of, is that (persistent) homology
is concerned with topological properties of the ‘continuous versions’ (geometric
realizations) of simplicial complexes, which are computed through their ‘discrete’
(abstract) counterparts. Compare this to how the connectedness of a graph (as
a graph) determines the connectedness of any of its geometric realizations (as a
topological space).

Once we have constructed a (Vietoris-Rips) complex VR’: (X) from X, we can
now infer more interesting topological properties. E.g., in Figure 2.9, we see that
VR3_75 (X)) captures the two most important topological properties of the model
underlying X, which consists of two disconnected circles. Homology exactly cap-
tures such information by associating Betti numbers (3, to our simplicial complex.
By corresponds to how many k-dimensional holes there are in the complex. In this
sense, a O-dimensional hole correspond to a gap between two components, and
equals the number of connected components. A 1-dimensional hole corresponds
to a loop (which can be seen as a circle, ring, or a handle of a coffee mug), and a
2-dimensional hole corresponds to a void (which can be seen as the inside of a bal-
loon). In general, an n-dimensional hole corresponds to the interior of a n-sphere
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in R"*1. Note that no n-dimensional holes can occur in the Euclidean space R?
whenever d < n, and therefore (as well as for computational purposes) one often
restricts the dimension k of the simplicial complexes that are constructed from the
data. E.g., in Figure 2.9, we restrict to the case k = d = 2.

The difficulty lies in pinpointing an exact value for € for which VR’; (X) truth-
fully captures the topological properties of the model M underlying X. E.g.,
VRZ 5 (X) correctly captures that there are two components in the underlying
model, but not that there are two loops (Figure 2.9). VR?(X ) does correctly cap-
tures that there are two loops in the underlying model, but then captures that there
is only one connected component. This is where ‘persistent’ homology comes into
play. Rather than inferring these topological properties (holes) for one particular
simplicial complex, the task of persistent homology is to track the change of these
topological properties across a varying sequence of simplicial complexes

AgC AL C...CA,,

called a filtration. A commonly used example for Euclidean point cloud data is the
Vietoris-Rips filtration

VRE(X) = (VR’;(X)) ,
where € is considered a time parameter that parameterizes the filtration. Note that
for a point cloud X, VR’: (X) can only change at finitely many times €, so that we
may indeed regard this filtration to be of the (finite) form Ag C A; C ... C A,,.

The information captured by persistent homology is often visualized by means
of a persistence diagram, which is a set

Dgmy, = {(ta,,00) : 1 <i < NYU{(ty, tq,) : 1 < j < M}U{(z,2) : © € R},

where tag by ta;, 1 <0 < N, 1 < 5 < N, correspond to the birth and death
2 Points (t,,,00) are usually
displayed on top of the diagram. They correspond to holes that never die across
the (Vietoris-Rips) filtration.

Figure 2.10 shows the persistence diagrams Dgm,, and Dgm, of the Vietoris-
Rips filtration for our considered point cloud data X (on top of each other, which
is common in TDA). Note that all points in Dgm,, have 0 as a first coordinate. This
corresponds to the fact that all connected components are born at time € = 0 in
the filtration, at which time all points are added but no edges between them. At
around e = 0.5, all but two components have died, i.e., merged with previously
existing components. One can deduce from Dgm,, that there are still two com-
ponents alive at this time that merge together at around ¢ = 0.8, after which one

times of k-dimensional holes across the filtration.

2See also Theorem 2.5.14 and Section 2.5.2.1)
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Figure 2.10: The diagrams Dgm and Dgm, for the Vietoris-Rips filtration of the point
cloud data set in Figure 2.9. The four highly elevated points in the persistence diagram
identify the presence of two connected components (HO) and two cycles (HI ).

component persists indefinitely. This is because once the underlying Rips graph
R(X) of the Vietoris-Rips complex connects all points through paths, all points
will naturally remain connected whenever we add more simplices to the complex.
Observe that this is consistent with the visualization in Figure 2.9. Dgm, can be
read analogously, but this time for loops rather than components. Furthermore,
these loops are all born at different and nonzero times ¢, since edges are necessary
for loops to be present. They all have finite death-times, since (unless we impose
an upper bound on e which is sometimes done for computational purposes) they
must be filled in at least at some point in time.

Note that for interpreting these persistence diagrams, it is important to be aware
of the elder rule. This rules states that when two homology classes are merged, by
convention, the youngest of them, i.e., the one with the greatest birth-time, dies.
The term ‘homology classes’ is formally defined in Section 2.5.1, but not really
important for the rest of this thesis, and—for what will be our purpose—one may
freely replace this term with ‘connected components’ in the previous sentence.
More specifically, this rule for connected components will play an important role in
Chapter 7. In our current case for Dgm,,, all components are born at the same time,
and the ordering of birth times are defined by the ordering of the data. However,
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different orderings would not affect the visualized diagram in Figure 2.10.

From Figure 2.10, we observe that the ‘most persisting holes’, which corre-
spond to the most elevated points in the diagrams relative to the diagonal, i.e., the
points (b, d) for which b— d is large, capture the topological properties of the topo-
logical model M underlying X. The two highly elevated points in Dgm,, identify
the two connected components in M, one of which has an infinite death time, as
is custom for Vietoris-Rips filtrations. We also observe two highly elevated points
in the diagram Dgm; of VR?(X). These correspond to the two cycles in M.

The fact that the persistence diagrams in Figure 2.10 capture topological prop-
erties of the underlying model M well, may be quantified through the bottleneck
distance.

Definition 2.5.15. (Bottleneck Distance). Let Dgm and Dgm’ be two persistence
diagrams. The bottleneck distance between them is defined as

dy, (Dgm,Dgm’) = inf sup ||z — ()]s € RU {oo},
L

where @ ranges over all bijections from Dgm to Dgm/, and x ranges over all
points in Dgm. By convention, we let co — 0o = 0 when calculating the distance
between two diagram points. Since persistence diagrams include the diagonal by
definition, |Dgm| = [Dgm'| = [R|. Thus, dy, (Dgm, Dgm’) is well-defined.

As we will see in the following section, Vietoris-Rips filtrations generalize
easily to arbitrary (non-Euclidean) metric spaces. For general metric (and hence,
Euclidean) spaces, we may derive a stability result (Theorem 2.5.16), which states
that if two spaces are geometrically close in terms of the Gromov-Hausdorff dis-
tance, so are their resulting persistence diagrams.

2.5.2.3 Persistent Homology of Metric Spaces

The Vietoris-Rips filtration can be defined for arbitrary metric spaces, where the
metric must not necessarily be Euclidean: one may just replace the metric (x, y) —
lx — y|| in (2.1) by any arbitrary metric (x,y) — d(x,y). This is especially
useful when we are considering a data set X, for which we have a (possibly ap-
proximated) intrinsic metric, which is quite distinct form the (usually Euclidean)
extrinsic metric on the space X is embedded in.

This is illustrated in Figure 2.11, where we consider a data set X represent-
ing a circle in R?, and a data set Y representing a narrow ellipse in R?. When
we construct the Vietoris-Rips filtration from X through the Euclidean distances,
we easily infer the presence of the 1-dimensional hole from the 1-st dimensional
persistence diagram. This hole is more difficult to infer through the analogous di-
agram for Y, since it is much more narrow, and therefore, will be filled in quite
early in the Vietoris-Rips filtration.
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(a) (Top) Two point clouds sampled from a circle
and ellipse and (Bottom) 10NN graphs
constructed from them.

(b) The I-dimensional persistence diagrams
obtained from the (Top) Euclidean and (Bottom)
empirical geodesic distances.

Figure 2.11: 1-dimensional persistent homology of cyclic models through the Vietoris-Rips
filtration constructed from the Euclidean and empirical geodesic distances. The hole in the
ellipse is less apparent from the persistence diagram computed through the Euclidean
distances. This is resolved by approximating the intrinsic distances of the ellipse through
the geodesic distances of a proximity graph representation.

To overcome this issue, we proceed in the following way, which is illustrated
in the bottom row of Figure 2.11a. First, through the ordinary (Euclidean) dis-
tances, we construct proximity graphs (in this case 10NN graphs, see Definition
2.4.6) from the data. The shortest path distances on these graphs are used to ap-
proximate the true (geodesic) distances on the underlying models [6]. When we
now construct the Vietoris-Rips filtrations from these (approximated) intrinsic dis-
tances instead, the presence of the holes can be easily inferred from both of the
resulting persistence diagrams (Figure 2.11b).

This is a formal consequence of the following stability result.

Theorem 2.5.16. [40, Theorem 7.5] Let (X, dx ) and (Y, dy) be totally bounded
metric spaces. Denote ngl(VR’C (M,dyr)) for the l-th persistence diagram of
the Vietoris-Rips filtration VR* (M, dyr) of a metric space (M, dyy). It holds that

d, (ngl(wz’“(x, dx)), Dgm, (VRF(Y, dy))) < 2dan((X, dx), (Y, dy)).

The Gromov-Hausdorff distance does not care much about cardinality. Hence,
apoint cloud X and its underlying model M can be close according to the Gromov-
Hausdorff distance, even though X is finite and M may consist of an uncountable
amount of points. Theorem 2.5.16 then guarantees that the empirical persistence
diagram of the Vietoris-Rips filtration constructed from X, will be close to the true
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persistence diagram of the Vietoris-Rips filtration constructed from M.3

Theorem 2.5.16 shows that we can compare metric, and hence, topological,
properties between two data sets X and Y through the persistence diagrams of
their Vietoris-Rips filtrations. For this as well as more general reasons (Theorem
2.5.18), persistence diagrams are often called topological signatures, as they en-
code topological information through a representation which is independent of the
cardinality, dimension, or type of the data considered. Furthermore, computing
the Gromov-Hausdorff distance is NP-hard [40], whereas the bottleneck distance
between two persistence diagrams with at most n points off the diagonal can be
computed in O(n!-5 log n) time [52, Theorem 3.1]. Given that the computation of
the persistence diagram itself is polynomial in time (Section 2.5.2.1), persistence
homology leads to a more practical tool for quantifying topological information in
metric spaces.

According to Theorem 2.5.16, if two spaces are close to being isometric, then
their persistence diagrams are close as well. Unfortunately, the converse is not true.
E.g., the Gromov-Hausdorff distance between a cylinder and circle of radius r can
be made arbitrarily large, by increasing the height of the cylinder. Nevertheless,
we would be unable to distinguish between these spaces based on the persistence
diagrams of their Vietoris-Rips filtrations: both spaces are characterized by one
connected component, one loop, and no higher-dimensional holes.

2.5.2.4 Persistent Homology of Sublevel Filtrations

The Vietoris-Rips filtration on a finite metric space (X, d) corresponds to a filtra-
tion on the simplicial complex that is obtained by filling all cliques of the Rips
graph R ;<o (X)) through simplices, where

d3 . = max{dx(z,y) : v,y € X Adx(z,y) < oo}

X, max

Hence, when computing persistent homology of metric spaces, we implicitly im-
pose an ‘initial’ simplicial complex constructed from our data, which includes all
simplicial complexes across our filtration.

In other cases, we have an initial simplicial complex that is implicitly or ex-
plicitly induced by the type of data X we are considering. Ideal examples are
graphs and images. We then have a function f : X — R characterizing our data,
and we wish to capture ‘topological information’ of f. We illustrate this through
the example image in Figure 2.12.

Figure 2.12 (Top Left) shows a grayscale image I. We may identify the image
I with a function

fr: A = R:o— maxI(p),
peP

3Note that the latter filtration does not have a countable indexing, as we required—for simplicity—
in Definition 2.5.9. However, filtrations, as well as their corresponding persistence diagrams, can be
more generally defined over an uncountable set of indices [40].
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Figure 2.12: A filtration constructed from an image I. Pixels in the complex at a particular
time step are marked in yellow.

where A7 is a simplicial complex that is obtained by letting the 0-simplices be the
set of pixels—or more formally, their coordinates—of the image I, the 1-simplices
the edges connecting all the neighboring pixels in I (vertically, horizontally, and
diagonally), and the 2-simplices all the cliques (triangles) of the resulting graph.
For a pixel p, i.e., a 0-simplex in Ay, I(p) then equals the color—in this case, the
grayscale—value of the pixel in the image I.

We may then construct the sublevel filtration on the simplicial complex Ay,
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Figure 2.13: Persistent homology of a grayscale image I. Two ‘outlying’ lifetimes for
O-dimensional holes (Ho) represent the two components of I (the ‘1’ and ‘8’). Similarly,
the two ‘outlying’ lifetimes for 1-dimensional holes (H1) represent the two holes in I (the

holes in the ‘8’).
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defined as

F(fr) = (Fe(fr) ={o CAr: fr(p) <t}), -
Similar to Vietoris-Rips filtration constructed from finite metric spaces, the filtra-
tion F(f7) only changes at finitely many steps. Figure 2.12 illustrates the sublevel
filtration for our example image.

Figure 2.13 shows the resulting 0-th and 1-st dimensional persistence diagrams
of the sublevel filtration F(f7). We observe that the persistence diagram captures
topological information of the objects displayed by the image I. In this case, this
corresponds to the two ‘objects’ displayed by the image I (the ‘1’ and the ‘8’) in
case of the 0-th dimensional persistence diagram, and the two cycles in the ‘8’ in
case of the 1-st dimensional persistence diagram.

The fact that persistent homology allows one to effectively capture topological
information encoded through the sublevel filtrations of real-valued functions, is a
consequence of the stability result below (Theorem 2.5.18), for which we first re-
quire another definition. Note that the following definition may be unclear without
having read the start of Section 2.5.2, but one should not bother much with it for
the purpose of this thesis. More specifically, one may assume that all functions
we consider within this thesis (and also the majority of those considered in data
science) are defined on a triangulable topological space, and satisfy the following
condition.

Definition 2.5.17. A real-valued function f on a topological space is called tame
if it has a finite number of homological critical values (the times t at which the
homology modules of F(f) change), and M, (F;(f)) is finitely generated for all
ke Nandt e R

Theorem 2.5.18. [53, Main Theorem] Let (X, T) be a triangulable topological
space with continuous tame functions f,g : X — R. Denoting Dgm, (]t' (h)) for
the l-th persistence diagram of the sublevel filtration F (h) of a function h, it holds
that

dy, (Dgmy (F(f)) , Dgmy (F(9))) < I1f = glloo-

It is important to note the occurrence of the maximum norm || -|| o, in the stabil-
ity result of Theorem 2.5.18. This implies that when we conduct many but small
perturbations on the functional values of a function f, the persistence diagram
of its sublevel filtration would hardly change in terms of the bottleneck distance.
However, if one would significantly alter one function value of f, then the per-
sistence diagram may significantly change as well. In the case of our example
image I, this can be interpreted as follows. If we would add a small amount of
uniform or Gaussian noise to our image, we would still be able to infer the pres-
ence of two components and two cycles from the resulting persistence diagram.
However, if we would significantly darken the single top left pixel in I, then we
would suddenly infer the presence of three connected components.
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Finally, observe that persistent homology of metric spaces can also be regarded
as persistent homology of sublevel filtrations. Indeed, we can define a function
f that maps each subset S of a finite metric space (X, d) to the diameter of S,
i.e., max, yes d(z,y). The Vietoris-Rips filtration on X then coincides with the
sublevel filtration on the abstract simplical complex A that contains all subsets in
X of finite diameter (possibly constrained by some specified dimension). Hence,
in this sense, persistent homology through sublevel filtrations is the most general
formulation of all three presented in Sections 2.5.2.2-2.5.2.4.

2.6 Mapper

In this section, we present the mapper algorithm [17], which is a well-known tool
from the field of TDA that is closely connected to graphs.
Consider a point cloud data set X C R?. The first step of the mapper al-
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Figure 2.14: The mapper algorithm for an example data set X resembling an ellipse in
R2. First, X is mapped to R by the filter f (in this case the height function on X ). Next, an
overlapping collection of three bins is constructed in R. The preimage of f is then
clustered separately for each of these bins. The final output of the Mapper algorithm is a
graph of which the vertices equal all the obtained clusters, and where two distinct clusters
are connected by an edge if they have a nonempty intersection. The mapper algorithm
represents the topological structure underlying X well in this example.
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gorithm is to fix a filter function f : X — RY (also known as a lens), where
usually d’ € {1,2}. These filters often correspond to standard dimensionality
reduction methods, such as PCA projections. Next, a collection of overlapping d’-
dimensional cubes (Uy, ..., Upy,), also called bins, covering Im( f) is constructed
in RY. A standard clustering algorithm, such as single linkage clustering [54],
is then applied to each preimage f~(U;), 1 < i < m, resulting in k; clus-
ters C1,C5,...,C;,  C X. This results in a total of K = 37", k; clusters
C1,...,C%. The mapper algorithm then outputs an abstract simplicial complex
M, which contains a vertex (0-simplex) {v;} for each index i € {1,...,K}, as
well as a k-simplex spanned by the distinct indices g, . .., ik, & > 1, whenever
Ui, N...NU;, # (. Mapper mainly serves as a visualization tool for point cloud
data, so that one often restricts the simplicial complex to 0- and 1-simplices (the
output is then a graph) . Figure 2.14 illustrates the Mapper algorithm through an
example data set X, for which we used the height function, i.e., the y-coordinate,
as the filter f.

For completeness, we include the way the mapper algorithm is formalized be-
low. Note that this is not important for the rest of this thesis however.

Definition 2.6.1. (Nerve). Let (X, T) be a topological space and U = {U, };c1 an
open covering of X. The nerve of U is defined as the abstract simplicial complex
N (U), which contains a vertex O-simplex {v;} for each i € I, and a k-simplex
{vig, - -, vi,, }, whenever U;, N.. .NU;, # 0 for distinct indices i, . . . , i, k > 1.

Definition 2.6.2. (Pullback). Let (X,7x) and (Y, Ty) be topological spaces,
and f : X — Y a continuous function (in the context of mapper, these func-
tions are called filters or lenses). Let U = (Uy,...,U,,) be an open covering
of Y, i.e., a collection of open sets in Y such that Ui:l,...,m U, =Y. Then
U= (fYU),...,f~1(Un)) is an open covering of X, called the pullback
of U under f.

Remark 2.6.3. Note that the pullback cover f*U in the definition above is indeed
an open covering of X. First, it consists of open sets by Definition 2.3.3. Second,
for every x € X, we must have f(x) € U; for at least one 1 < i < m, so that
ze [N (U) = {2z € X : f(x) € Ui}. This shows that\J,_, . f~'(U;) = X.

Definition 2.6.4. (Cluster Function). Let (X, T) be a topological space. A func-
tion
7.7 = P(1): U w(U),

with the following properties:
* foreach U € 7, it holds that UVew(U) V=U,

e for each U € 7, it holds that V NV’ = () whenever V,V' € w(U) and
V£V,
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is called a cluster function or cluster algorithm. Given a family U = {U,;};cr of
open sets in X, we define another family of open sets m,(U) = U, ; 7(Uy).

Definition 2.6.5. (Mapper). Let (X, Tx) be a topological space. Suppose 7 is a
cluster algorithm on X, f : X — Y a continuous function to a topological space
(Y,7y), and U = (U, ...,U,) an open covering of Y. The result of mapper
applied to this triple is the simplicial complex

M(, f,U) = N(m.(f*U)).

Definition 2.6.5 can both be regarded in a practical setting, where X is a finite
point cloud data set, or in a setting where X defines a (underlying) continuous
topological model. In the first case, every subset of X is open (according to the
topology induced by the metric space X is embedded in). A clustering algorithm
(in the usual context) that joins distinct points together is then necessary. If X
defines a (continuous) topological space (X, 7), e.g., the topological model under-
lying our observed data, then one may naturally take the clustering function 7 to
map each U € 7 to the set of connected components of the subtopology induced
onU.

The Mapper algorithm allows for a lot of flexibility to visualize data. Unfortu-
nately, this is accompanied by a sensitivity to the used parameters, as the Mapper
algorithm lacks robustness against the choice of filter, the amount of overlap of
bins, as well as the clustering method in the original space. Any change in these
choices can lead to a major change of the output of the algorithm [55]. A potential
solution to this issue was introduced in [56], under the name of multiscale mapper.
Here, one studies the resulting simplicial structures and maps between them, when
the mapper algorithm is conducted for varying coverings of the image of the filter.

2.7 Merge Trees

We end this chapter by presenting the concept of merge trees [S7], which will be
used to conduct one of our proofs in Chapter 6. First, we require to introduce the
concept of a Reeb graph.

Definition 2.7.1. (Quotient Space). Let (X, Tx ) be a topological space and ~ an
equivalence relation on X. The quotient set Y = X/ ~ is the set of equivalence
classes of elements of X. We denote the equivalence class of x € X as [x]. The
quotient space under ~ is the set Y equipped with the quotient topology

v ={UCY: {zeX:[z]eU}erx}.

Definition 2.7.2. (Reeb Graph). Let (X, T) be a connected topological space, and
f a continuous scalar function f : X — R. We define an equivalence relation ~
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epi f Tf

Figure 2.15: The graph of a function f together with its epigraph epif and merge tree T}.

Three components of a levelset fﬂ (a) of the projection f : epif — R are highlighted in
bold, together with their representative points on T'y. Image adapted with permission
from [57].

on X, such that for v,y € X, x ~ y iff there exists a € R such that x and y belong
to the same connected component of the level set f~1(a) = {z € X : f(z) = a}.
The Reeb graph is the quotient space X/ ~ endowed with the quotient topology.

Note that the Reep graph is technically not a graph. However, the term is quite
common in the TDA literature.

Definition 2.7.3. (Merge Tree [57]). Let (X, T) be a connected topological space,
and f a continuous scalar function f : X — R. The epigraph of f is defined as

epif = {(z,y) € X xR : f(z) <y}.

The projection from the epigraph onto R is defined as
frepif = R: (z,y) — .

The merge tree of f, denoted T, is the Reeb graph of f. We denote by f the
function
[Ty =R (@) =y

Note that f is a well-defined function. Indeed, if [(z,y)] = [(z/, )] € T},
then (x,y) and (2’, y’) belong to the same connected component of some level set
?71(a). This means that y = a = 3’. Figure 2.15 illustrates an example of a
merge tree for a real-valued scalar function f.

For a projection f : epif — R, a € R, and € > 0, we have F, (f) C
Fa+e (f), where F, (f) is the sublevel set

Fa (f) = {(z,y) € epif : f((z,y)) < a}
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of f. Hence, any connected component in F, (f) maps into a connected compo-
nent of Fype (f).

Similar to the bottleneck distance between the persistence diagrams obtained
through the sublevel filtrations of functions (Section 2.5.2.4), we can define a
‘topological’ distance between functions through their merge trees. This is for-
malized through the concept of shift maps.

Definition 2.7.4. (Shift Map [57]). Let Ty be a merge tree. The e-shift map
1 2 Ty — Ty is defined by mapping x € Ty with f(:z:) = aq representing a
connected component X C F, (?) to the point 1(z) =y € Ty which represents
the connected component in F, . (?) that includes X. In other words, 1°(x) is
obtained by following the path from x to the root of Ty until we reach a point y for
which f(y) = a+ e

Definition 2.7.5. (Interleaving Distance between Merge Trees [57]). Let Ty and
T, be merge trees. Two continuous maps o : Ty — Ty and B : Ty — Ty are said
to be e-compatible for some € > 0, if

gla(x) = f(z) +e, FBw) =aly) +e,
Boazb%ef, aOB:L?ﬁg,

where L2T6f and LQTZ denote the 2e-shift maps in the respective merge trees. The
interleaving distance di(Ty, Ty) is defined as the infimum of € for which there are
e-compatible oo : Ty — Ty and 5 : Ty — T.

The interleaving distance is no less sensitive than the bottleneck distance be-
tween O-dimensional persistence diagrams, which is formalized through the fol-
lowing theorem.

Theorem 2.7.6. [57, Theorem 3]. Given two tame functions f : X — R and
y:Y — R, it holds that

dy, (Dgmy (F(f)),Dgmyg (F(g))) < di(Ty, Ty).






Introduction to Topological Models in
Graphs

3.1 Introduction

The topic of this entire thesis is to study and perform topological inference in
graphs. Indeed, for our purpose in Chapter 7, i.e., (topological) object detection
in images, we will not require the inclusion of any higher-dimensional simplices
than nodes and edges in the simplicial complex identified with the image (Sec-
tion 2.5.2.4), so that they may be regarded as (functions defined on) graphs. Fur-
thermore, in case of point cloud data, we will always construct an intermediate
proximity graph, which we will use to perform topological inference or analysis.

With the only exception being object detection in images, we will also study
and perform topological inference of graphs. In this chapter, we will present this
problem on an intuitive level. Note that we will not provide a concrete theoretical
formalization in this chapter (nor in this thesis) of what a topological model in
a graph is. Nevertheless, throughout this thesis, we will show that such models
are clearly present in many different graphs, whether given or derived from point
cloud data.

In Section 3.2, we illustrate a first example of a non-causal topological model
in graphs. In Section 3.3, we introduce the problem of cell trajectory inference,
which will play an important role in Chapters 4-6. Similar to the earthquakes data
set illustrated on the cover of this dissertation, cell trajectory data leads to causal
topological models in graphs. Both types of models will be of interest throughout
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this thesis. Yet, this inconsistency in the dependency between models and graphs
is one of the reasons why it is difficult to provide a mathematical formalization
that applies to the majority of graphs. We discuss this further in Section 3.4.

3.2 A Topological Model in the Karate Network

We start by illustrating a first example of a (graph-structured) topological model in
a graph. Consider the Karate network G in Figure 3.1a. According to the ground
truth (see also the caption of Figure 2.2), the administrator John A and instructor
Mr. Hi play important roles in the network. This can also be visually deduced from
Figure 3.1a, as all members (nodes) in G lie close to (or more specifically, within
at most two hops from) either John A or Mr. Hi. The ground truth separates two
communities in the network, of which John A and Mr. Hi are the core members,
defining important ‘landmarks’ in G. These communities are identified through
the coloring of the nodes in Figure 3.1a.

The difference between topological model inference and community detection
in graphs lies in the fact that not only are we interested in identifying important
landmarks or communities in the graph, but also in the present ‘flow’ between
them. Indeed, although the two separate nodes for John A and Mr. Hi might model
the karate network relatively well in some sense (e.g., in terms of distances to all
other nodes), this would not model that there exists a connecting path or flow be-
tween them. In general, this flow induces connections between different landmarks
in our graph, and the landmarks together with the connections between them then
define a new graph B. The topology of B—which we identify with the topology
of one of its geometric realizations—then models the underlying topology of the
original graph.

We can now proceed in two ways to model the underlying topology of a graph
(such as the Karate network) G, both leading to the same model up to a homeo-
morphism.

* Subgraph models model the flow between landmarks in G through paths in
G itself (Figure 3.1b). The result is always a subgraph B of G.

¢ Non-subgraph models model the flow between landmarks in G through di-
rect links between them (Figure 3.1c). This results in an entire new graph B,
which has the landmarks in G as it nodes, and a link between two landmarks
whenever there is a flow between them that does not pass through any other
landmark.

Naturally, subgraph models—which we also call backbones—encode more in-
formation. Instead of just knowing that there exists a link between two landmarks,
we know an exact path between them. However, the difficulty lies in deciding on a
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(a) The karate network.

T

(b) A subgraph topological model of the karate (c¢) A non-subgraph topological model of the
network. karate network.

Figure 3.1: Two topological models for the Karate network.
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‘good’ path to model the flow. Inferring such models for given graphs will be the
topic of Chapter 5. Reconstruction methods that only model links between land-
marks, and hence, result in non-subgraph models, will be discussed in Chapter 4,
in which we target point cloud data.

The Karate network is a good example of a non-causal topological model in
graphs: the (linear) model is derived from the graph (data) itself, and the model did
not generate the data. Intuitively, the entities (members of the karate club) existed
prior to the model.

3.3 Introduction to Cell Trajectory Inference

Cell trajectory inference might currently be considered one of the most crucial
applications of (graph-structured) topological model inference in graphs, finding
usage within domains such as cancer research and immunology [58—62]. One will
therefore find we consider this problem quite a few times throughout this thesis
(mainly in Chapters 4-6). Note that some methods for cell trajectory inference
might not treat this as a topological inference problem in graphs, but may use the
extrinsic Euclidean space in which the data is embedded [63]. However, through-
out this thesis—and similar for all point cloud data we will consider—our first step
will be constructing a proximity graph from the cell trajectory data, so that we may
indeed treat this as a topological inference problem in graphs.

A cell trajectory data set X may be regarded as a data matrix in R"*“, Each
of the n rows in X corresponds to one particular biological cell, from which ex-
pression data is gathered through one of various possible single cell sequencing
methods [64]. This expression data captures how much a particular gene or protein
is expressed by a particular cell. The d columns of X thus represent the genes or
proteins for which measurements are obtained. Hence, each entry X;;, 1 <7 < n,
1 < j < d, quantifies how much gene/protein j is expressed by cell ¢. Since often
measurements of hundreds to thousands of genes or proteins are obtained at once,
d is usually large, resulting in high-dimensional point cloud data in R%. Raw ex-
pression data generally requires a tremendous amount of pre-processing, such as
quality control, normalization, data correction, feature selection, and dimensional-
ity reduction, prior to its downstream analysis [9]. However, throughout this thesis
we will only make use of dimensionality reductions, as the expression data we will
consider have already undergone the various other steps [65].

In cell trajectory inference, the expression data X is gathered from differen-
tiating cells, i.e., biological cells that evolve from one state into another. Each
cell in X is then at some particular point during this biological differentiation pro-
cess, which may be modeled through a graph G. During differentiation, functional
changes of a cell correspond to changes in its expression profile. These changes
may be regarded continuous for our purpose. This results in the point cloud data



INTRODUCTION TO TOPOLOGICAL MODELS IN GRAPHS

HCC827
H1975 H1975,H2228, HCC827 |
H2228

(a) The ground truth model (a graph G) underlying the cell trajectory
data.
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(b) The ground truth model (a metric graph M in black) underlying the cell
trajectory data, as well as the data itself, visualized through a diffusion map
embedding in R%. A SNN graph (Definition 2.4.6, edges in red) is constructed from
this embedding, and we consider the ground-truth models of the point cloud data
and graph constructed thereof to be equal.

Figure 3.2: An example of a real cell trajectory data set X, along with its underlying
models represented as both a graph G and metric graph M.
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X € R"*4 approximating a metric graph M—which is a geometric realization of
G—in R,

Figure 3.2 shows an example of a cell trajectory data set X. The underlying
graph model G, which displays the differentiation process the cells undergo (each
node represents one ‘milestone’ of this process), is shown in Figure 3.2a. Figure
3.2b shows the geometric realization M of G, as well as its location within the
data set X. However, as the original data X is high (1770-)dimensional, we vi-
sualized both the data as well as its ground-truth (metric graph) model in Figure
3.2b through a two-dimensional diffusion map embedding [66] of X . The 2D co-
ordinates resulting from this embedding correspond to the ‘comp_1" and ‘comp_2’
axes in Figure 3.2b.

The main purpose of cell trajectory inference is to infer the model M from
the expression data X. As discussed in Section 2.4.2, topological information of
G corresponds to topological information of M and vice versa. The difference
is that knowledge of M allows one to map G, i.e., place the cell differentiation
network, into the original data X, which is something cell trajectory inference is
also concerned with (e.g., for pseudotime analysis [9]).

Cell trajectory data, and therefore proximity graphs constructed thereof (an
example is shown in Figure 3.2b), are good examples of causal relationships be-
tween the topological models and the (proximity) graphs derived from the data.
More specifically, changes in gene or protein expression during cell differentia-
tion may be modeled using ordinary differential equations [67], which define a
metric graph in the high-dimensional expression space to which the observed cells
are—accounting for the presence of noise which is quite common for this type of
data—-expected to lie close to. Intuitively, it is the cell differentiation process that
determines the positioning of cells, resulting in the observed data. Similarly, the
union of the boundaries of the tectonic plates can be regarded as a causal model
for (a proximity derived from) the earthquakes data set on the cover of this disser-
tation, as the friction between them is one of the main causes for the occurrence of
earthquakes.

3.4 On Formalizing Underlying Models in Graphs

Up to this point, we have seen various examples of graph-structured topological
models in graphs. In this section, we will describe these models further on an
intuitive level, and discuss both the possibilities and difficulties when it comes
to mathematically formalizing these models. Note that we will not provide such
exact mathematical formalization of these models in this section (hence the On’
in this section’s title), nor in this thesis. We will therefore put a lot of emphasis on
qualitative analysis and visualization to understand these models.

In Section 3.4.1 we discuss the intuitive properties we seek for in topologi-
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cal models of graphs. Finally, in Section 3.4.2 we discuss the various difficulties
when it comes to expressing the mathematical relationship between the topological
models and graphs.

3.4.1 Properties of a Topological Model in a Graph

We have seen that graph-structured models may occur both in given graphs, such
as in the Harry Potter or Karate network, or in graphs derived from point clouds,
such as earthquake locations or cell trajectory data. For point clouds with an ex-
trinsic space, the model can be both interpreted in a graph-theoretical sense, as
well as in a more ‘continuous’ topological sense, i.e., as a metric graphs. Graph-
theoretical ‘topological’ properties (such as paths, components, cycles, ...) then
coincide with their formal topological counterparts for these models. Since given
graphs may not have such extrinsic space or model, we will describe our models
as graphs themselves in all cases. Despite this confusing terminology, i.e., the
original graph (data) is essentially a graph-structured topological model itself, all
graphs we have seen above may be characterized well through a more simplified
model. By ‘characterized well’, we mean that

1. the majority of nodes lie close to the model,
2. the model preserves the geometry of the original graph well,
whereas by ‘simplified model” we mean that

3. the size of the model, i.e., in terms of number of vertices and/or edges it
includes, is much smaller than that of the original graph,

4. the model is significantly less topologically complex, i.e., has less leaves,
multifurcations, and cycles, than the original graph.

Note that essentially 4. is the only topological characteristic. However, throughout
this thesis, properties 1.-4. will be the ones we seek for in topological models of
graphs. Thus, apart from a model that only displays the topological properties,
we aim for a model that describes the entire original data well. E.g. Figure 4.4
illustrates well why this may be different.

Each one of these properties admits direct, and often multiple ways to be math-
ematically formalized. Yet, aiming to optimize each one of these may lead to gen-
eralization difficulties, which we will further clarify in Section 5.7.4. E.g., for 1.,
one might consider a cost that equals a sum, average, mean, or maximum of the
distances (either in the graph or in the extrinsic space) of all nodes in the original
graph (data) to the model, aiming to achieve a low such cost. However, as we
will see in Chapter 5, such optimization may lead to ineffective results when out-
liers are present, or when the data has a nonuniform density. Furthermore, clearly
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the original graph (data) will achieve the lowest cost for 1., and we would need
to impose that the additional simplification properties (3.-4.) are satisfied. How-
ever, the fact that we want our models to simultaneously satisfy properties 1.-4.,
that we want to accommodate for outliers or nonuniform density, that infinitely
many topologies may be associated with (geometric realizations of) finite graphs,
and that we consider such models in both given graphs and graphs derived from
point cloud data, makes it complicated for one to write down one simple mathe-
matical expression (or even a class of such expressions) associating a cost—to be
optimized—to a model, that effectively applies to the majority of graphs.

3.4.2 Expressing the Relationship between the Model and Data:
the Difficulties

Properties 1.-4. in Section 3.4.1 intuitively capture what we want a topological
model in a graph to satisfy. Yet, they do not tell us what a topological model in
a graph exactly is. More specifically, they do not specify how such model relates
to the original graph, e.g., in terms of dependencies, causality, or a generating
process. In this section, we discuss the difficulties when it comes to providing
such formalization that consistently applies to the majority of graphs occurring in
data science.

Indeed, one may consider mathematical expressions that specify how the graph
(data) is the probabilistic result of some (topological) model. This may be directly
possible for graphs derived from point cloud data where a ground-truth model
(metric graph) is present, as has been partially addressed in [6]. For given graphs,
one may consider random graphs [68, 69], which are obtained by starting with a
set of n nodes and adding successive edges between them at random. These graphs
are described by a probability distribution, or by a random process which gener-
ates them. Hence, one might capture the existence of a ground-truth topological
model within the mathematical formulas expressing the corresponding probabili-
ties or data generating process. To the best of our knowledge, random graphs have
not yet been characterized in terms of ground-truth topological models in such a
way that captures properties 1.-4. in Section 3.4.1. Furthermore, another ques-
tion that would arise from such formalization through random graphs is whether
one would treat given graphs and those derived from point clouds separately, or
whether one would aim for a formalization that is consistent for both (and prove
that this is indeed the case, e.g., starting from the results in [6]). Other difficulties
that further complicate providing a universal formalization of topological models
through random graphs—even when graphs derived from point cloud data would
be treated separately—are summarized below.
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Causal vs. non-causal The question whether there is a causal relationship be-
tween the topological model and the original graph relates to the question whether
there is a ground-truth topological model. Nevertheless, the answers to these ques-
tions may be different. E.g., in case of point cloud data (and hence, proximity
graphs derived thereof), there is often a causal relationship between the observed
data and the underlying ground-truth model, such as we discussed for the earth-
quake locations and cell trajectory data. However, there may not always be an
analogous interpretation for every type of graph considered. A clear example of
this is the Karate network, where the entities existed prior to the topological model
we derived (Section 3.2). However, even though there might not be a causal rela-
tionship between the model and data in this case, our inferred linear model does
fit the ground-truth metadata, i.e., the given community classes well (Figure 3.1).
Then there are other examples for which the existence of such causal relationship
may be ambiguous. E.g., in case of the Harry Potter network, J.K. Rowling (the
author) might have first thought of a ‘ground-truth’ model, which captures that
there are two communities (nodes), representing the ‘good’ and ‘evil’ characters,
and some possible connection between them. A (non-subgraph) model similar to
the one in Figure 3.1b may hence capture the ground truth of the Harry Potter net-
work well. One may then argue whether the actual characters were derived from
this model. Even so, providing a mathematical formalization that expresses how
J.K. Rowling proceeded to do this will be likely tedious.

We summarize these difficulties—through which what we consider one of the
most important phrases in this entire thesis—as follows.

simplified graph-structured models occur naturally in many real-world graphs,
but conversely, many graphs are not the causal result of such model.

This also complicates providing a universal formalization of topological models
through random graphs, where the corresponding probabilistic rules would express
the dependency between the model and data.

Small-world vs. non-small-world The Karate network is an ideal example of
one of the many real-world graphs that satisfy the small-world network model [70],
which states that the number of highly connected nodes—termed hubs—is much
smaller than the number of low degree nodes. This means that most nodes in small-
world networks are not neighbors of each other, but are likely to have common
neighbors. More formally, a small-world network is defined as a network G where
the expected number of hops between two randomly chosen nodes u and v grows
proportionally to the number of nodes in G, i.e.,

E[d"™6 (u,v)] o log [V(G)]-
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= model
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Figure 3.3: A graph G (nodes in blue) and a subgraph B (red) of G which truthfully
represents the linear topology of G.

The six degrees of separation is an idea that is also based on the concept of small-
world networks, and states that the set of all people (alive at one time) are six, or
fewer, social connections away from each other.

One might deduce that the model underlying a graph G is always induced by
the hubs of G and the flow between them (Section 3.2). However, this is gener-
ally not true, as there are many examples of non-small-world networks in which
simple graph-structured models are present as well, which do not even include
hubs. Intuitive examples are road networks, where nodes correspond to intersec-
tions and edges to streets between them (we should be rather grateful that no hubs
are present in these networks). Given two arbitrary locations, there are likely many
roads between them, but you are likely to spend most of your time traversing only
the highways (which make up the model underlying the road network) between
them. Another example we have already seen are earthquake locations. There
is no location on Earth where many boundaries of tectonic plates meet, and the
highest degree of the corresponding model is small. In general, proximity graphs
constructed from low-dimensional point cloud data are examples of non-small-
world networks. Examples other than the earthquake locations with an under-
lying (simplified) graph-structured model include galaxy locations distributed in
space [13,29], or low-dimensional embeddings of high-dimensional cell trajectory
data [9]. An illustrative example is given in Figure 3.3, which shows a Rips graph
G constructed on a noisy point cloud sampled from a line segment in R?. Clearly,
there is no strong correlation between the degree of a node and its closeness to the
underlying linear model centered in G.

This suggests that when formalizing topological models in graphs through ran-
dom graphs, one may need to consider different ways to express how the connec-
tions in the graph depend on the nodes in the model.

What nodes in the model represent Nodes—and edges between them—within
the topological model of graphs have an intuitive meaning on a global level: they
represent the existence of important connections in the underlying topology. Yet,
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(a) A complete bipartite graph G. The layout is (b) A possible topological representation of G.
obtained through a bipartite layout algorithm.

Figure 3.4: A possible topological model in a complete bipartite graph
G = (V = AU B, E). The topological model captures the flow from A to B. Yet, the
nodes in G represented by the same node in the model are more distant to each other.

they have a less consistent meaning on a local level. l.e., in case of the models
we discussed up to this point, the nodes in the original graph represented by those
in the model—such as Harry Potter who represents Ron or Hermione in the Harry
Potter Network (Figure 2)—share a common property. In all these cases, nodes
in the original graph represented by the same node in the model can be regarded
close to each other. This is similar to the model in the Karate network (Section
3.2). However, such interpretation may be invalid for other types of graphs. To see
this, consider an unweighted complete bipartite graph G = (V, E'), where V is the
union of two nonempty disjoint sets A and B, i.e., V = AU B, and {u,v} € E
iff w € Aand v € B. An example of such graph is shown in Figure 3.4. One
meaningful topological model may be obtained my modeling the flow from A to
B, such as in Figure 3.4a. In this case, all nodes in A are represented by the same
node in the model, yet, are more distant to each other than they are to nodes in B.

Hence, when one would formalize topological models in graphs through ran-
dom graphs, one may need to decide what nodes in the topological model actually
represent, and account for the possibility that nodes represented by the same node
in the model must not be close to each other.

3.5 Discussion and Conclusion

In this chapter, we provided a first introduction to topological models in graphs.
Both the Karate network and our considered cell trajectory data set (and hence,
a proximity graph derived thereof, which has the same underlying model by as-
sumption) could be modeled well by a simple graph-structured model. Despite the
confusion terminology, i.e., both the original graph and model can be considered
graph-structured models, these concepts were easy to understand through these
visual examples.
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We furthermore expressed the properties we seek for in topological models of
graphs in Section 3.4.1. Furthermore, we discussed that each of these properties
admits direct, and often multiple ways to be mathematically formalized, possibly
resulting in a cost function to optimized. Although this may lead to well-defined
optimization problems for inferring topological models in graphs, we discussed
why it may be rather complicated for one to write down one simple mathematical
expression (or even a class of such expressions) to effectively infer these models
through an associated cost. We will elaborate on this in Chapter 5.

Unfortunately, things do not become easier when it comes to mathematically
formalizing the relationship between graphs and their topological model. The wide
variety in topological behavior of graphs makes it difficult to provide a universal
approach that expresses these relationships in a way that applies to even the ma-
jority of graphs. Graphs commonly differ in terms of whether they are given or
derived from point cloud data, whether there is a causal relationship between them
and the model, whether they satisfy the small-world network model, or how nodes
in the model relate to the nodes they represent.

Nevertheless, as we have seen in this chapter and will extensively see in the
following chapters, topological models can occur in all of such graphs. Further-
more, although the methods we develop in the following chapters might only make
sense under the assumption that these models are present, they will also allow us
to confirm that this is indeed the case. Hence, despite—and, perhaps even more
interestingly, given—all the various difficulties discussed above, how to mathe-
matically formalize the concept of topological models in graphs is one of the most
important open problems resulting from this thesis. We will discuss this further in
Section 8.2.



Methods from Local Topological Data
Analysis

This chapter is based on the following publication.

* Robin Vandaele, Tijl De Bie, and Yvan Saeys. Local Topological Data Anal-
ysis to Uncover the Global Structure of Data Approaching Graph-Structured
Topologies. In Michele Berlingerio, Francesco Bonchi, Thomas Girtner,
Neil Hurley, and Georgiana Ifrim, editors, Machine Learning and Knowl-
edge Discovery in Databases, pages 19-36, Cham, 2019. Springer Interna-
tional Publishing. [3]

4.1 Introduction

In this chapter we discuss reconstruction methods that build a non-subgraph topo-
logical model of a given metric space, based on local topological information
[3,13]. These metric spaces will be defined through proximity graphs constructed
from Euclidean point cloud data approximating a metric graph. More specifically,
reconstruction methods target Rips graphs constructed from local neighborhoods
of proximity graphs, but generalize rather poorly to arbitrary given graphs.

In Section 4.2 we briefly discuss how these reconstruction methods relate to
persistent local homology, through which many of the concepts introduced in this
chapter can be mathematically formalized. Next, in Section 4.3 we discuss how
multifurcations can be inferred through local topological data analysis, followed
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by cycles in Section 4.4. In Section 4.5 we discuss how this topological infor-
mation on multifurcations and cycles can be used to reconstruct the global model
from the data. Finally, in Section 4.6 we conclude upon the effectiveness of re-
construction methods for inferring graph-structured models, and discuss further
directions for improving them.

We refer to the general method that deals with the analysis and inference of
local topological properties in data as local topological data analysis (LTDA).

4.2 Relation to Persistent Local Homology

The idea of persistent local homology [71-73] is to apply persistent homology
after discarding a local neighborhood Bg4(x,r) of a data point x from a given fi-
nite metric space (data set) (X, d). As we will see in the following sections, this
is very similar to how local topological information is deduced for graph recon-
struction methods. However, unlike these reconstruction methods, persistent local
homology—similar to regular persistent homology—does not infer an exact topo-
logical property, but quantifies topological properties at many scales. On the one
hand, we have the parameter « (such as the time ¢, distance e, ...) which param-
eterizes the filtration after having discarded a fixed local neighborhood Bg(x, ).
On the other hand, we may also vary the radius parameter r. This leads to a
1-parameter family of persistence diagrams, parameterized by r, also known as
persistence vineyard or (a|r)-vineyard [74]. These persistence vineyards can be
seen as lines in the 3D space, where each line tracks the evolution of a particular
diagram point according to the increasing radius parameter 7.

Unfortunately, graph reconstruction methods currently require exact local topo-
logical information near every data point z. E.g., they require a ‘yes or no’ answer
to the question if the local neighborhood of x corresponds to a multifurcation or
leaf, instead of a topological summary from which this might be deduced. Fur-
thermore, it is still unclear how this one may actually deduce exact topological
information, i.e., one precise number of interest, from persistence vineyards. For
this reason, we will discuss reconstruction methods based on local topological
information inferred at fixed scales, which can also be considered their main limi-
tations.

4.3 Locating Multifurcations in Metric Data

In this section, we consider the following problem. We are given a metric space
(X,d), and a point z € X. The underlying topology of X is known to be metric
graph M. In practice, X will be a (Euclidean) point cloud data set, and d will be
obtained through the shortest path distances in a proximity graph G constructed
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Figure 4.1: The idea behind LTDA for data that approaches a metric graph M = St U S3.
For appropriate proximity graphs, one finds the underlying degree of a data point x (black)
by counting the connected components in the graph induced by the intersection of a
spherical shell and the data (green points), representing branches emerging from x.

on X. The problem we then consider is “to characterize the underlying topology
of X near x. Figure 4.1 illustrates how we proceed to this end. First we consider
a ball By4(z,r) around X. By nature, the points within Bg4(z, ) N X (the red and
green points in Figure 4.1) will then resemble one connected underlying topology
S C M. If r is small enough, then furthermore .S will be a ‘star’-shaped topology.
This means that S is equivalent to a topological space that is obtained by drawing
k € N branches away from a center point m, accounting for the fact S may be the
isolated point m, i.e., k = 0 (we informally use the word ‘branch’ to refer to the
continuous counterpart of an edge). m is the representative point for x in M, and
the local topology of X near z, i.e., S, is topologically completely characterized
by k, which equals the degree of m in M (Definition 2.4.7).

The question is then how to infer the number £ in a data setting rather than a
theoretical setting. The answer is based on the fact that in the theoretical model,
k equals the number of connected components in the star-shaped topology S, af-
ter removing the point m representing x. Accounting for the fineness of data and
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noise, we can hence infer k through a cluster algorithm on all points within a punc-
tuated neighborhood By(z, )\ By (z, ") for some r' < r. In [13], the used cluster
counting method corresponds to counting the number of connected components in
the Rips graph Ry, /3 (Ba(x,r)\Ba(z,7")), and they let 7 = 5r'/3, where an
optimal choice of 7" (if existing) depends on the scale of the data. In contrast to
this, we impose that the (X, d) is derived as a Rips graph G = R(X) from some
point cloud set X (e.g., as shown in Figure 4.1), where the scale of the data is cap-
tured through ¢, and hence, through the unweighted shortest path distance metric
on d = d&™. We then count the connected components in the subgraph in R (X)
that is induced by the points in Bg(x,r)\Bg4(x,r’). This corresponds to the four
components marked by the green points in Figure 4.1. We set 7 = r’ + 1, which in
the unweighted case implies that By(x,r)\Bg(z, ") = 0By(x,r’), and observe
that most often choosing ' € {2,3} leads to good empirical results. Naturally,
other possible choices may be investigated as well.

Remark 4.3.1. Neither our approach, nor the one in [13], is to be practically
preferred over the other for inferring the degrees through LTDA. The intuition be-
hind both methods is exactly the same. However, our approach is currently more
heuristic. The choices for r and v’ have been theoretically justified in the sense that
through these choices their full reconstruction method [13, Algorithm 1] is guar-
anteed to reconstruct the underlying ground truth metric graph (M, dx) up to a
homeomorphism, under certain assumptions [13, Theorem 1]. Furthermore, under
these assumptions, they also provide a guarantee that the metric of the reconstruc-
tion approximates the metric dyq well [13, Theorem 2]. It is left to say that these
assumptions are quite stringent, and quickly become impossible to satisfy when-
ever the metric distortion between (X, d) and (M,dn) is too large relative to
the shortest branch length of M, e.g., as a result of the data set X containing too
much noise. Nevertheless, even though geometric information is strictly stronger
than topological information, geometric information can be captured well even
when topological information is inferred incorrectly (see Section 6.2 and [6]). For
this reason, we do not provide topological reconstruction guarantees as in [13].

Remark 4.3.2. There is no real contribution in our degree inference method over
the presented in [13]. Our contributions lie in inferring cycles through compar-
ing global to local topological information (Section 4.4), and our reconstruction
method (Section 4.5).

4.4 Comparing Local to Global Topological Infor-
mation for Cycles

If M is a metric graph, then for any x € M, B (x, r) does not contain any cycle
whenever > 0 is small enough. Hence, cycles in (metric) graphs correspond to



METHODS FROM LOCAL TOPOLOGICAL DATA ANALYSIS 67

global and not local topological properties. However, we may reveal the presence
of a cycle through x by comparing global topological information relative to local
topological information near x. This is formalized through the following theorem.

Theorem 4.4.1. Let G = (V, E) be a graph. Then for each a« € V U E, the
number of cycles passing through « is bounded from below by

01 (a) :=dp(a) + Bo(G) — (Bo(G\er) + 1) > 0, 4.1)

where G\« denotes the graph G after removing o, and

_ Jéla) ifacV,
%o(@) = {2 ifac E.

Moreover, for each o € V' U E, a cycle passes through o iff 61(«) > 0.

Proof. Let « € V U E and denote the number of cycles through « by 51 («).
Since the statement is trivially valid for 8y(G) = 0, we may assume G to contain
at least one node, and hence, 53y(G) > 1. Furthermore, as the contributions of the
components in G other than [a]' to 8y(G) and Bo(G\«) in (4.1) cancel each other
out, we may as well assume that 8y(G) = 1. Hence, it is left to prove that

Pi(a) = 61(a) = do(a) — Bo(G\a) = 0,

and that a cycle passes through « iff §g(a) > Bo(G\c). This follows easily
from the fact that each cycle through a passes through two neighbors of o which
remain connected after discarding o, and conversely, if two neighbors of o remain
connected after discarding «, then they induce a cycle through « in G. O

Remark 4.4.2. As additional paths between two fixed neighbors of « € V U E in
(G\a) do not change Bo(G\«) more than one such path, 5,(«) only provides a
lower bound on 1 (QG).

Inferring 0, for a given metric space (X, d) in a data setting is very similar
to inferring 69 = J (Section 4.3). Once ¢ has been inferred through the con-
nected components constituted by the points in By(x,r)\Bg(z,7’), we consecu-
tively subtract the number of connected components constituted by the points in
{y € X :d(z,y) < oo}\Bqg(z,r’). This corresponds to the two components
marked by the blue and green points in Figure 4.1.

IThe definition of connected components (Definition 2.4.3) can be naturally extended to edges
through their endpoints.
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4.4.1 Algorithm for (Jy, 5, )-Classification

Following the discussions above, given a given metric space (X, d) which is ob-
tained through a rips Graph G for which d = d', we may provide a mapping

X 5 NxN:a— (6(2),6(2)),

expressing the underlying local topology near z, as well as a lower bound on the
number of cycles through z, furthermore indicating whether or not a cycle passes
through . We refer to this as (dg, d1)-classification.

For a graph G with n nodes and m edges, all pairwise unweighted shortest
path distances can be obtained in O(nm) time [75]. As the number of connected
components can be obtained in O(n + m) time during each of the O(n) iter-
ation of the while loop, the computational complexity of (dy, d1)-classification
is O(n(n + m)). For computational efficiency, the proposed algorithm marks
neighbors of a node with a particular local topology with the same local topol-
ogy, which allows to reduce the computational complexity further to O(n?) in
practice [3]. Furthermore, during each iteration for disconnected graphs, the com-
putational complexity for obtaining the unweighted distances may be further de-
creased, depending on the maximal number of nodes and edges in a component.

Data: Rips graph G & (unweighted) distance parameter r
Result: (dy, d1)-classification of the nodes
queue = V(G) initialize queue of the nodes to be classified
LG = matrix(length(V(G)), 2) initialize matrix to store node topologies
3 DG = distances(G, weights=NA) get all pairwise unweighted
shortest path distances

[SIY

-

while queue do

5 u = queue[1] specify current node u to (8o, 01 )-classify

6 d0O = nocomponents(subgraph(G, which(DGl[u,] == 1))

calculate the underlying degree 5o(u) near u

7 d1 = d0 - nocomponents(subgraph(G, which(r <= DGJu,] < Inf)))
calculate lower bound 61 (w) on underlying cycles near u

8 for v in union(u, neighbors(G. u)) do

9 map neighbors of u to the same class for efficiency
10 LG[v] = (dO0, d1)
1 que.remove(v)
12 end
13 end

14 return LG
Algorithm 1: Pseudocode for (d¢, d1)-classification. ‘nocomponents’ com-
putes the number of connected components of a given graph. Note that in this
algorithm, r plays the role of the smaller inner radius r’ discussed above. We
also start counting from 1, such as in R.
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Figure 4.2: When the underlying graph-structured topology of a data set X is
well-modeled by a Rips graph R<(X), counting connected components in induced
subgraphs suffices to learn topological structures locally, as well as the presence of cycles,
through Algorithm 1 (|D| = 873, e = 3.5, r = 3, comp. time: 0.43s). By using these
identified local topologies, we are able to reconstruct a graph homeomorphic to the
underlying space through Algorithm 2 (7 = 4, comp. time: 8.04s).

Tuning e and r The distance parameters € and 7 may usually be tuned by manual
investigation. For all results in this chapter, it was sufficient to investigate the use
of either » = 2 or » = 3. Tuning € is more data dependent, and can e.g. be done
through persistent homology (Section 2.5.2.2), by inferring a time during which
the most prominent features (components and cycles) persist. One may also inte-
grate over different parameter ranges, which are bounded by the maximal pairwise
(original) distance for €, and by the unweighted radius of the graph for r, which is
defined similarly as in Definition 2.4.8. Consequently, one inspects how well the
reconstructed graph (Section 4.5) approximates the original graph, checking for a
balance between reducing the distance between them, the mean squared error, or
metric distortion (e.g., one may redefine distances as their projected distances on
the reconstruction), and the reduction of the graph size, as also discussed in [13].

4.5 Reconstructing the Graph from Local Topologi-
cal Information
Figure 4.2 shows the result of running (d, d1 )-classification, i.e., Algorithm 1, on

(a Rips graph constructed from) a point cloud data set X with an underlying graph-
structured topology. The question is now how we can use this local information to
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reconstruct the entire underlying topology (the gray graph in Figure 4.2).

In [13] it has been shown that it essentially suffices to consider which points
belong to an edge or not. In our setting, this corresponds to a binary ‘(§p == 2)’-
classification. One can then cluster all points that are marked as an edge and
those that are not separately. The obtained clusters then form the nodes of the
reconstructed graph model that will be outputted. Nodes corresponding to clusters
of non-edge points are then connected by an edge based on the criteria whether
there exists a cluster of edge points between them [13, Algorithm 1]. A cluster of
edge points connected to only one cluster of non-edge points marks a self-loop.
Although through the same reasoning a cluster of edge points connected to no
cluster of non-edge points marks an isolated cycle, this is not clearly mentioned
in [13].

The problem with this approach is that different clusters may not be separated
sufficiently, and branches may be too short relative to the amount of noise to even
detect points on edges. This is illustrated in Figure 4.3. Given the ‘(69 == 2)’-
classification that results from this example, [13, Algorithm 1] would provide a
graph reconstruction consisting of only one node, which would not model the un-
derlying bifurcating topology of the data.

Nevertheless, the exact (dp, d1)-classes provided for the data in Figure 4.3
completely characterize a bifurcating topology. Hence, the information retrieved
by (dg, d1)-classification needs to be both stored and used. Applying complete-
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Figure 4.3: Classifying the local topologies (¢ = 15, r = 3, comp. time: 0.17s), and using
these to reconstruct the underlying graph topology (comp. time: 0.34s) for a noisy sample
of 395 points approaching a Y-structured topology with nonuniform density.
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Data: Output LG of Algorithm 1 & unweighted distance parameter 7
Result: A graph representing the underlying topology of X = V(G)
1 Cluster {z € X : §g(z) > 3} by (g, 61)-group in G
2 Let Ny be the collection of obtained clusters
3 YC € Ny, use D to obtain a representative center o € X
4 YC € Ny, use D to cluster {x € D\C : d¥"V(z¢,z) < 7} indo(zc)
components (e.g., through hierarchical clustering)
5 Let N5 be the collection of obtained clusters
6 YC' € Ny, Use d to obtain a representative center zc € D
7 If for C C" € Ny, C N C’ # ), split C U C” into two nonempty disjoint
sets by ordering and thresholding the distances of the included points to
x¢, according to D
8 Connect C' € Ny and C’ € N, by an edge if C’ merged from C in Step 5
or 8
9 Cluster D\ (|J N1 UJ N2) by (dg, 61)-group in G
10 Let N3 be the collection of obtained clusters
11 Split each C' € N3 consisting of (2,1)-classified points that is
disconnected from V5 in at least three consecutive connected
components (this is an isolated cycle)
12 Connect C' € No U N3 and C’ € N3 by an edge if they are connected in G
13 Connect C, C’ € N, by an edge if they are connected in G, unless this
contradicts dg(x¢) or dp(z¢-) in the current construction (this reduces
sensitivity to the e parameter for constructing the Rips graph)
14 return A graph with (centers of) U§:1 N; as vertices and the obtained

edges
Algorithm 2: Pseudocode for reconstructing the graph topology based on

(b0, 01 )-classification

linkage hierarchical clustering [76] allows us to separate the points neighboring the
cluster of (3,0)-classified points in the example in Figure 4.3 into three separated
cluster. Inspired by this result, we use Algorithm 2 for reconstructing the under-
lying graph-structured topology from a (d, d1 )-classification. The pseudocode of
Algorithm 2 assumes the graph G used in Algorithm 1 is given, as well as a pair-
wise distance matrix D on the point cloud data X that was used to construct G,
e.g., the original (Euclidean) distances used to construct GG. Note that the example
in Figure 4.3 also shows that we can no longer directly use connected components
in subgraphs of our Rips graph to efficiently separate disjoint branches. We solve
this by introducing an additional unweighted radius parameter 7, and force the
non-multifurcation points within a distance 7 of a multifurcation point to be clus-
tered in a number of clusters that is consistent with the inferred degree. However,
as we will discuss below, this additional parameter is only needed for connected
components displaying non-isolated cycles.
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The pseudocode of Algorithm 2 is written in a way that allows for many vari-
ants in its implementation. We use the original (Euclidean) metric used to con-
struct our Rips graph for Algorithm 1, but one may as well choose the weighted
distance matrix on (G, which may lead to better results for computing centers of
long and curvy patches, at the cost of computational efficiency. We define the
center of a set U C X as the data point cx := arg mingcy(maxycy D(z,y)),
which leads to better and more centered point than the point closest to the mean
in the case of nonuniform density. Representing the center in our current way
works well for short patches of the underlying topology, but is less efficient for
patches representing long and curving trajectories, as shown by the red graph in
Figure 4.4. An alternative method is to use a breadth-first traversal to decompose
long clusters representing edges into short and consecutive patches, resulting in
the black graph in Figure 4.4. Note that both graphs are nevertheless homeomor-
phic. One may connect different centers by shortest paths as well, leading to a
subgraph (backbone) model. Isolated circles are separated into four components
by starting a breadth-first traversal at a random point, dividing points according to
low, medium, or high distance from the root, and dividing the points at medium
distance into two separate components. Finally, we replace the representative point
of a (1,0) component—which represents a leaf in the underlying topology—such
that it is furthest from its adjacent center.

704

60

501

401

304

Figure 4.4: By a breadth-first traversal of the (2,0)-cluster, one may construct even better
approximations of the underlying structure (black) than the original reconstructed graph
(red).
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Tuning ¥ The unweighted distance parameter ¥ may be either tuned manually
(all results in this chapter were obtained by using either ¥ = ror7v =r + 1, r
being the distance parameter used to obtain the output of Algorithm 1), or tuned
in an integration scheme as discussed in Section 5.2.1. However, a new distance
parameter 7 is not needed for components resembling isolated points, edges, cycles
or multifurcating trees. This last observations follows from the fact that for a tree
graph T' = (V, E), i.e., a connected graph without cycles, whenever |E| > 1 and
there are no vertices of degree 2 (these are irrelevant for representing the topology
of a geometric realization of the tree in terms of homeomorphisms), we have

B = § Toer 80(4) = Bl{v €V o) = 11+ 5 X vev 3o(0)
|El=V]-1=[{veV:d)=1}+|{veV:d(v) >3} -1

This implies that the union of points having either (1,0) or (2,0) local topologies
must be clustered into

[El= > do(v)—[{veV:d(v) >3} +1 4.2)
o(n) 23

components, where this number is computed with respect to the connected com-
ponents with g > 3. If the tree has at least one multifurcation point, all such
obtained clusters of edges will be incident to at least one multifurcation point and
represented by at least two nodes in the reconstructed graph topology. This allows
for another variant of Algorithm 2 for tree-structured topologies: cluster the union
of (1,0) and (2,0) classified points in the obtained number of clusters through (4.2),
and connect each component with §; > 3 to all adjacent clusters of edges. This
results in the reconstruction shown in Figure 4.3.

This shows the advantage of including d;-labels in our classification. Indeed,
these do not contribute much to Algorithm 2, as isolated (§p = 2)-clusters im-
ply (6o = 2,81 = 1)-clusters (in theory) and vice versa. However, if §; (z) = 0
for each data point x in a particular component of our Rips graph, we directly con-
clude that there is no cycle in the underlying topology of that component (Theorem
4.4.1), and we do not need the additional distance parameter 7 for this component.

4.5.1 An Example for Cell Trajectory Data

We considered a normalized expression data set X of 4647 manually analyzed
bone marrow cells containing measurements of five surface markers (proteins):
CD34, CD1632, CD117, CD127, and Scal. These cells are known to differentiate
from long-term hematopoietic stem cells (LT-HSC) into short-term hematopoietic
stem cells (ST-HSC), which can in turn differentiate into either common myeloid
progenitor cells (CMP) or common lymphoid progenitor cells (CLP) [77]. Le., the
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groups
L]

‘ (Degree, Cycles)
®(1,0 p)
A(3,0 s

2 0 2 4 6 2 0 2 4 6
PC1 PC1

(c) LTDA of the expression data. (d) Mapper graph and its induced assignments.

Figure 4.5: A normalized expression data set X visualized through a 2-dimensional PCA
embedding, as well as its ground truth model and cell grouping, along with two different
inferred models. Only our method captures the topology well, and induces a grouping that
correlates well with the ground truth.

topology underlying this data set is that of a geometric realization in R® of the
graph depicted in Figure 4.5a. No data preprocessing was applied, and the Eu-
clidean distance was used as the original metric. A PCA plot of the data is shown
in Figure 4.5b. Comparing Figure 4.5a and 4.5b, we indeed note the presence of
the Y-structured topology. However, it is clear that identifying this topology would
be a crucial problem in absence of the cell labeling. Hence, our method may serve
as a first step in the context of cell trajectory inference [77, 78], identifying the
branching structure and different stages within a cell differentiation process. Our
method infer (Jo, 01)-classes in 15.55s (e = r = 2), and used these to reconstruct
the underlying topology in 5.46s. Note that the present (1,0)- and (3,0)-classes
imply an underlying tree-structured topology, and no additional distance param-
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eter 7 was needed for the reconstructing the graph. We inferred the exact same
graph using both complete and McQuitty’s linkage [79] as (hierarchical) cluster-
ing methods in Algorithm 2. However, the labeling induced by using the latter
method, of which the result is shown in Figure 4.5c, correlated slightly better with
the original cell types. The obtained branch-assignments correlate well with the
original assignments, except for, most notably, non-CLP cells near the base of the
ST-HSC—CLP branch being assigned to the branch itself.

We compared our method to the original method [13] using two metrics. For
the Euclidean distances, this took 1h17min, and using the weighted shortest path
distances in the (same) graph R, (X), this took 1h35min. Note that the main rea-
son for the long computation times is that there is no (heuristic) speedup included
in [13, Algorithm1] such as in Algorithm 1. Both methods were unable to capture
the underlying topology, as both resulted in an isolated cycle in both cases. This
is because more than 98% of the data points were marked as branch (non-edge)
points through [13, Algorithm1], and the remaining edge points were unable to
be separated, resulting in one selfloop. We also compared our method with Map-
per (Section 2.6). Experimenting with different filter functions, only the projec-
tion onto the first principal component allowed us to correctly infer the underlying
topology in 11.85s. However, this was a matter of luck, as the assignments induced
by the resulting Mapper graph correlates badly with the original assignments, as
shown in Figure 4.5d.

4.6 Discussion and Conclusion

Applying clustering techniques to study local topologies, and how these affect the
global topology, introduces new possibilities for learning graph-structured topolo-
gies underlying point cloud data sets, as one may even detect cycles without the
need of 1-dimensional homology (Theorem 4.4.1). We combined both LTDA and
reconstruction methods in a simple and intuitive way, leading to a framework (Al-
gorithm 2) for reconstructing the underlying graph based on local topological in-
formation. We furthermore showed how exact knowledge of the underlying de-
grees improves reconstruction methods.

These reconstruction methods are inspired by the fact that correct knowledge
of local topological information guarantees the reconstruction of the correct global
model [13]. This fact is translated into a data setting by means of clustering algo-
rithms and (local) Rips graphs. Indeed, empirically we find other types of graphs
(such as kNN graphs) to be less stable for inferring degrees, i.e., local topologi-
cal information, through spherical neighborhoods, with minimum spanning trees
being the most extreme examples (e.g., one will be able to deduce this from Fig-
ure 6.5 in Chapter 6). Since Rips graphs cannot effectively deal with nonuniform
density (Section 2.4.1), one generally requires more manual input for tuning the
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Figure 4.6: Local topological information and the model inferred thereof for the same cell
trajectory data set X considered in Section 4.5.1, but where we increased the distance
parameter of the constructed Rips graph from € = 2 to € = 4. The inferred local
topological information is now consistent with that of a space/graph with an intrinsic
dimension that is larger than 1 everywhere. Currently, our reconstruction method cannot
effectively deal with such cases, and the whole data is represented by one single (black)
point.

parameters of reconstruction method, especially when the data is accompanied by
noise that makes it more difficult to separate branches. This can be illustrated
through the cell trajectory data set X we considered in Section 4.5.1. As the data
is more sparse along the LT-HSC—ST-HSC and ST-HSC—CLP branches (Fig-
ure 4.5b), we required a distance parameter ¢ = 2—which is large relative to the
scale of the data—for constructing a Rips graph that captures the connectedness
of the model well. However, increasing e further may result in distinct regions
being directly connected without passing through the bifurcation location, i.e., the
ST-HSC cells, first. Intuitively, the intrinsic dimension of the graph is now larger
than 1 everywhere, instead of 1 almost everywhere,2 and reconstruction methods
cannot effectively deal with such cases, as shown in Figure 4.6.

To accommodate for the parameter sensitivity of reconstruction methods, they
are ideally applied to more clean and/or processed data, that approximates the
underlying model well. Examples of such data are shown in Figure 4.7. The ad-
vantage of these methods is however that they can directly model cycles, and mark
and group important regions through the used clustering algorithms (unlike the
method we will present in the following chapter). Furthermore, as we will discuss
in more detail in Section 8.2, combining topological signatures obtained through
persistent homology (see e.g. Chapter 6) with topological inference methods [80],

2 Although this is intuitively clear, this can also be mathematically formalized. More specifically,
for a measure space (X, 3, i), a property P is said to hold almost everywhere if there exists a set
N € X with measure p(IN) = 0, such that all z € X\ NV have the property P. Letting X be a metric
graph, N be the set of nodes of X (Definiton 2.4.7), and P(x) state that the intrinsic dimension near x
equals 1, one easily sees that P holds almost everywhere for sensible choices of 3 and .
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latitude

200

longitude

(a) LTDA and underlying graph reconstruction (b) A graph reconstruction
through Algorithm 2 of earthquake locations through [13, Algorithm 1] from GPS traces
restricted to a small rectangular are on the tagged ‘Moscow’ from Open-StreetMap
Earth. Image from [3]. (http://www.openstreetmap.org/).

Image obtained with permission from [13].

Figure 4.7: Two ‘clean’ data sets for which graph reconstruction methods work well.

may further extend the applicability of graph reconstruction methods to more noisy
data with a nonuniform density.






Inferring Topological Models through
Forest Representations

This chapter is based on the following publications.

* The Boundary Coefficient: a Vertex Measure for Visualizing and Finding
Structure in Weighted Graphs. In Proceedings of the 15th International
Workshop on Mining and Learning with Graphs (MLG), 2019. [4]

* Robin Vandaele, Yvan Saeys, Tijl De Bie. Mining Topological Structure
in Graphs through Forest Representations. Journal of Machine Learning
Research, 21(215):1-68, 2020. [1]

5.1 Introduction

In the previous chapter, we discussed methods that reconstruct a non-subgraph
model based on local topological information in metric data. In this chapter, we
present a method for inferring subgraph models, i.e., backbones, that generalizes
well to any graph in the sense of Definition 2.4.1, and is not restricted to (lo-
cal) Rips graphs constructed from point cloud data. For this, we will introduce
a vertex measure termed the boundary coefficient, also abbreviated as BC (Sec-
tion 5.2), which—unlike the vertex degree—identifies well which nodes are lo-
cated near the backbone in graphs that either satisfy the small-network model or
not. This coefficient will be used to construct a forest representation, more specif-
ically an f-pine, in Section 5.3. The final backbone will be inferred from the



80 CHAPTER 5

’ Graph G }::# Forest Representation F' of G %{>’ Mine subgraph from F'

(a) High level overview of our introduced method for mining substructures in graphs.

(b) The original graph G. (c) A forest representation F' (d) A backbone (red) of G
of G. mined through F.
Proximity graph (Rips, kNN, ...) =
i Metric data X
BC/LCC N vertex/edge-valued cost g
Graph G > f-pine CLOF

Refinements (number of leaves, cycles, ...)

(e) Detailed overview of our method for mining topological subtructures in graph-structured data.
Yellow blocks denote pre- and post-processing steps.

Figure 5.1: Overview of the method proposed in this paper.

f-pine through a graph optimization problem which we term Constrained Leaves
Optimal subForest (CLOF, 5.4). The combined use of the BC and f-pines makes
this method robust, while the use of forest representations makes solving CLOF
computationally efficient. In Section 5.7, we will confirm the effectiveness of our
method by inferring backbones in a variety of graph-structured data, such as social
networks, earthquake locations scattered across the Earth, and high-dimensional
cell trajectory data, the latter of which we will also discuss in more detail in Sec-
tion 5.8.

The overview of the method we present in this chapter is shown in Figure 5.1.

5.2 The Boundary Coefficient

The first step of our method requires us to locate core nodes in our graph. In-
tuitively, these are the nodes that lie close to the backbone of our graph, i.e., its
underlying simplified graph-structured topology (Figure 5.1). In Section 5.2.2 we
present the boundary coefficient (BC), defined as the negative average transmissiv-
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ity (Section 5.2.1) of a node. We discuss important properties of the BC, as well as
its relationship to the ordinary local cluster coefficient (Section 5.2.3). In Section
5.2.4, we point out the differences between the BC and many existing measures
that might be used to determine the core nodes of a graph, that lack important
properties required for identifying such nodes in many practical weighted graphs.
Finally, we present a way to efficiently compute the BC through (sparse) matrix
multiplication in Section 5.2.5.

5.2.1 The Transmissivity of a Node

Given two vectors X, y in the Euclidean space R, n € N*, we know that the angle
« between them satisfies

<l + llyl1* =[x — yI?
2[lx[[llyll

As all of the terms in the fraction are expressed as (Euclidean) distances (be-
tween pairs of the triple of vectors (x,y, 0)), we can straightforwardly generalize
the concept of angle to arbitrary metric spaces (X, d). Furthermore, a positively
weighted graph G = (V, E) can be converted to a metric space (V, d), where for
u,v € V, d(u,v) denotes the length of the shortest (weighted) path from u to v in
G. This extends the definition of angle in Euclidean spaces to graphs as well.

cosax =

Definition 5.2.1. Let G = (V, E) be an undirected, positively weighted graph.
Suppose that u,v,w € V,u # v # w, belong to the same connected component
of V. We define the (cosine of the) angle wvw as

d(u,v)? + d(v,w)? — d(u, w)Q)
2d(u, v)d(v, w) ’

COS UDW = <

where d denotes the pairwise shortest distance metric on G. The transmissivity
T (u,v,w) of v for uwand w is defined as

T (u,v,w) == — cos tow .

The transmissivity 7 (u, v, w) of v for u and w has a meaningful interpretation
even when the graph is not embedded in a Euclidean space. T (u, v, w) will be high
if the cost of going first straight from w to v, and then straight from v to w, does
not differ a lot from the cost of going straight from u to w. Here, by going straight
we mean taking the shortest path, and hence, by the cost of the weighted length
of this path, i.e., the sum of the weights of its included edges. Moreover, if going
through v is the only possibility to go from u to w, then T (u, v, w) = 1 (note that
the reverse implication does not necessarily hold). Vice versa, 7 (u, v, w) will be
low if it is much more costly to travel from u to w through v, than to go straight
from w to w, and exactly —1 if u = w.
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Furthermore, it is important to note that the weights w of a graph G do not have
to satisfy the triangle inequality in G. Thus, we may have w({u, v})+w({v,w}) <
w({u,w}) for {u,v}, {v,w},{u, w} € E. The shortest path metric d will always
naturally satisfy the triangle inequality, which is needed to generalize the (Eu-
clidean) angle to graphs.

5.2.2 The Boundary Coefficient as the Average Transmissivity

The boundary coefficient (BC) of a node v is defined as its negative transmissivity
averaged over the pairs of neighbors of v. As illustrated by Fig. 5.2 and Fig. 5.3,
this is a measure for how close vertices are near the ‘boundary’ of the graph (hence
the name), and by this, whether the nodes are close or far from the graph’s core.

Definition 5.2.2. Let G = (V, E) be an undirected, positively weighted graph,
without selfloops. For every v € V we define N'(v) C V to be the set of neighbors
of vin G. Foreveryv € V with degree 6(v) = |[N'(v)| > 0, we define its boundary
coefficient (BC) as

BC(v) = 5_1]1)2 Z T (u,v,w) .

u,weN (v)

The geometric interpretation of the BC applies to any graph, including those
that satisfy the small-world network model. For this, observe that in this model,
hubs will be transmissive for many other nodes in the graph. A concrete example
of this for the Karate network will be provided in Section 5.7.

BC=0.69

Figure 5.2: Geometric interpretation of the boundary coefficient: a point v lying further
from the boundary has many more pairs of neighbors defining a large angle, than a point q
lying close to the boundary. The dashed line represents the shortest path—not necessarily
an edge—between two nodes. The boundary coefficients are computed using only the
drawn connections and their Euclidean lengths.
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(a) The boundary coefficients (b) The boundary coefficients (c) The boundary coefficients

for a graph with an for a graph with an for a graph with an
underlying disk-shaped underlying C-shaped underlying Y-shaped topology.
topology. topology.

Figure 5.3: The boundary coefficients for various Rips graphs R1o(X) built from 2D point
cloud data sets X. Weights of the edges equal the Euclidean distance between their
endpoints. The BC can handle fully weighted networks, curvature, as well and outliers,
which are separated from the major core through boundary nodes.

5.2.3 Properties of the Boundary Coefficient

The BC is closely connected to the well-known local cluster coefficient (LCC)
[70]. For every node v € V' with degree d(v) > 1, it is defined as

1
LCCW) = o=, 2, Hewier

where NV (v) denotes the set of neighbors of vin V', and 1y, e p = 1if {u, w} €
E and 1y, 4 cr = 0 otherwise. Hence, LCC(v) is the number of closed wedges
adjacent to v, divided by the number of (all) wedges adjacent to v. For nodes v
with §(v) = 1, LCC(v) is either undefined, or (commonly) defined as 0.

As is the case with the ordinary LCC, for a graph G = (V| E), the BC of a
vertex v € V is an averaged value over triples adjacent to v. In the case of the
LCC, the assignment to each triple (u,v,w) is a ‘hard’ 0-1 assignment. In the
unweighted case, i.e., where each edge has weight 1, the assigned value to the
triple (u, v, w) in the averaged sum of BC(v) equals

:  iff{u,w}eE,
—T (u,v,w) = cosuvw = —1 if {u,w} ¢ EAu#w, (5.1
1 fu=w.

The intuition behind this is as follows. Suppose for {u,v},{v,w} € E, that
(u,v,w) forms a closed triangle adjacent to v, i.e., {u,w} € E. Since the graph
is unweighted, each edge of this triangle gets assigned the same distance. Hence,
the triple (u, v, w) is regarded as an equilateral triangle, which has all angles equal
to 60°. This coincides that with the fact that 7 (u,v,w) = —3 = — cos60°. If
{u,w} ¢ E, we regard the triplet (u,v,w) as a straight line segment, defining a
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180° angle in v. Again, this coincides with the fact 7 (u, v, w) = 1 = — cos 180°.
In this case, there may be other shortest paths from « to w in G, but u — v — w
is definitely one of them. If u = w, we regard the triple as two coinciding line
segments defining a 0° angle in v. In this case 7 (u, v, w) = —1 = — cos 0°.

The explicit relationship between the BC and LCC is as follows.

Proposition 5.2.3. Suppose G = (V, E) is an unweighted graph, i.e., a graph in
which every edge gets a weight equal to 1, without selfloops. Then for everyv € V
with §(v) > 1

BC(v) = ng <2LCC(1}) — 1) + ﬁ .

Proof of Proposition 5.2.3. Using the equalities given in (5.1), we have

BC(v) = 6(111)2(; Hu,w € N(v) : {u,w} € E}|

|{u,w€N(v):{u,w}¢E/\u7§w}+5(v)>.
Since

Hu,w € N(v) : {u,w} ¢ EAu#w}| =6w)* —5)
— Ku,w e N(v) : {u,w} € E}|,

we find
BC(v) = 3 {u,w e N(v) : {u,;()i)f E}| +26(v) — 6(v)?
_6(v) =1 (3 Luwen(v) Huwier L2 5(v)
6v) \2  6(v)(6(v) - 1) d(v)
@) =1 (3 1
= 5w <2LCC( ) 1) + 5]
Note that for graphs G = (V, E') without loops, {u,v} € E = u # v. O

Corollary 5.2.4. Suppose G = (V, E) is an unweighted graph without selfloops.
Then for every v € V, lim(,) 00 BC(v) = 3LCC(v) — 1.
Proof. This is an immediate consequence of Proposition 5.2.3. O

Proposition 5.2.3 implies that the BC does not fulfill the general versatility re-
quirement, i.e., it does not coincide with the ordinary LCC on unweighted graphs,
as other generalizations of the LCC to weighted graphs do [81]. However, the BC
does appear to be closely related to the LCC: it is nearly an affine transformation of
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the LCC (as given in Corollary 5.2.4). In Section 5.3.2, we show that such trans-
formations result in the same forest representation through f-pines (Proposition
5.3.4).

The fact that the relationship between the BC and the LCC is not an exact
affine transformation, is due to us allowing BC to be well-defined for nodes v with
0(v) = 1, i.e., allowing u = w in the summation over triples (u, v, w) adjacent
to v. BC(v) = coswvw = 1 for these nodes, which coincides with our idea of
nodes with a high boundary coefficient lying at the boundary of the graph. Any
path that enters a node v with §(v) = 1 from a node w and wishes to continue, has
no choice than to take a 180° turn back to w. Intuitively, the path has reached a
‘dead end’ in v, and hence, reached the boundary of the graph. Furthermore, if ¥’
is a spanning forest of G' (Definition 5.3.1), then a leaf of G, i.e., anode v € V for
which §(v) = 1, will always be a leaf of F' as well. In Section 5.3.3, we will use
the BC to obtain a particular spanning forest, in which leaves are exactly meant to
represent boundary nodes of G, i.e., for which the coefficient is high. Hence, for
our method, it makes sense that the BC is both well-defined at leaves, and obtains
its maximal value there.

As is the case for the ordinary LCC, BC(v) is undefined for nodes v with
o(v) = 0.

Though the BC does not coincide with the ordinary LCC on unweighted graphs,
it does satisfy four other essential properties of generalizations of the LCC to
weighted graphs, as discussed in [81]. One of these, i.e, its applicability to fully
weighted networks, has been illustrated in Figure 5.3. We consider this property
of the boundary coefficient, as well as its weight-scale invariance, continuity, and
robustness to noise [81], far more important for our purpose of identifying core
structure in a wide variety of weighted graphs, than coinciding with the LCC on
unweighted graphs. We state and prove these properties formally below.

Proposition 5.2.5. (Weight-scale invariance, [4]). Let G = (V, E) be an undi-
rected graph without selfloops, with weighting function w : E — RT. Let wy :
E — R : {u,v} = Iw({u,v}) for a global scale factor A > 0. Then for every
v € V, BC\(v) = BC(v), where BC(v) equals the boundary coefficient of v for
the new weighting function w.

Proof. By multiplying each edge weight with a global scale factor A > 0, the
shortest path distance between any two nodes is also scaled by the same factor .
Hence, the stated equality easily follows from Definitions 5.2.1 & 5.2.2. O

Lemma 5.2.6. Let G = (V, E) be an undirected graph, with weighting function
w : E — R*. Suppose that E denotes an additive noise matrix, which defines a
new weighting function w, : E — R* : {u,v} — w({u,v}) + Ey.. Then the
following statements are valid:
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1. limyg) 0 ||d = de|loo = 0, where d denote the shortest path metric on V/
according to w, and d. according w., where we follow the convention that
d(u,v) — de(u,v) = 0 if u and v lie in different connected components of
G;

2. for any u,v,w € V belonging to the same connected component of G, with
u # v # w, ime,o Te(u,v,w) = T (u,v,w), where T (u,v,w) denotes
transmissivity of v for u and w according to w, and T (u, v, w) according
10 We.

Proof. 1. Suppose u,v € V, and P is a shortest path from u to v according to w
with length d(u, v). Then the length of the same path P according to w, is bounded
from above by d(u,v) + |E(P)| - [|E||cc < d(u,v) + |E| - ||E||co, where |E(P)]
denotes the number of edges on P. Since the length of the shortest path from w to v
according to w, is at most the length of P according to we, it holds that d. (u, v) <
d(u,v) + |E|||E||c. Analogously, we have d(u,v) < d(u,v). + |E| - ||E| s, SO
that lim g 0 |de(u, v) — d(u,v)| = 0. As u and v were chosen arbitrarily, the
stated theorem holds.

2. This easily follows from Proposition 5.2.6.1. and Definition 5.2.1. O

Proposition 5.2.7. (Continuity). Let G = (V, E) be an undirected graph without
selfloops, with weighting function w : E — RT. Suppose w. is a new weighting
function on E that differs in exactly one edge e € E by an additive constant
€ € R, ie, we(e) = w(e) + e € RY, and we|p\ e} = wlp\(e}. If BCe denotes
the boundary coefficient function according to the new weighting function w., then
lim._,o BC¢(v) = BC(v) forallv € V with 6(v) >0

Proof. This easily follows from Lemma 5.2.6 and Definition 5.2.2. O

The problem in the ordinary formulation of the ‘robustness to noise’ property
stated by [81], is that the error-value A(E) is not well-defined when a node has a
boundary coefficient of 0. Hence, we consider a slight variant below.

Proposition 5.2.8. (Robustness to noise, [4]). Let G = (V, E) be an undirected
graph, with weighting function w : E — RT. Suppose that E denotes an additive
noise matrix, which defines a new weighting function w. : E — R : {u,v} —
w{u,v})+Ey . If f : R — Ris any continuous function such that f oBC(v) # 0
foranyv €V, then

100
v

foBC.(v) — f oBC(v) 0
oBC( ) €lee—0

where BC(v) equals the boundary coefficient of v for the new weighting function
We.
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Proof. This follows from Lemma 5.2.6 and f being continuous. O

Remark 5.2.9. The fact that we consider our variant to robustness of noise an
equally important property for our method for topological data analysis of graph-
structured data, is due to Proposition 5.3.4 stating that BC-pines are invariant
under affine transformations of the BC with a positive scaling factor. The BC may
always be mapped to an interval excluding 0 using such continuous transforma-
tion.

Note that the theoretical rate of convergence of A(E) in Theorem 5.2.8 de-
pends on |E| (see the proof of Lemma 5.2.6.1.), a consequence of allowing arbi-
trary long paths (in terms of number of edges) between the endpoints of a triple
adjacent to a node, to compute the BC.

5.2.4 Comparing the Boundary Coefficient to other Measures

Certain other vertex measures that might be used to identify core nodes, including
the ordinary LCC, already existed before we introduced the BC [4]. It turns out that
the LCC is particularly useful to our method for inferring backbones in a variety
of unweighted graphs (Section 5.7).

However, we found its generalizations to weighted graphs—an extensive sum-
mary of these is given by [81])—as well as other existing measures trying to quan-
tify the coreness of a node, such as graph centrality measures [82—84], to be insuf-

Betw

12000
8000

4000
u,

(a) Apart from lacking
scalability (taking more than
24 minutes to compute on a
complete graph on 250
vertices using the brainwaver
library in R), the local
efficiency is not applicable to
fully weighted networks. By
mapping every node to the
same value, it is unable to
detect the true core nodes of
this network.

(b) The presence of only a
small amount of outliers
makes it difficult for Onella’s
generalized local cluster
coefficient—one of the many
vertex measures generalizing
the local cluster coefficient to
weighted networks—to
identify the core nodes near
the underlying C-structured
topology of this network.

(c) Betweenness centrality,
measuring how many shortest
paths go through a particular

node, does not perform well

when the true underlying
topology is curved. Shortest
paths will always take
shortcuts when available,
shifting them from the true
core nodes of our underlying
Y-structured topology.

Figure 5.4: Various possible existing ‘core’ measures for the Rips graphs in Figure 5.3.
None of them capture the true core nodes of the graph well.
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ficient for many of our practical examples (Figure 5.4). These were not designed
for the purpose of identifying or visualizing a global core structure within a wide
variety of graph-structured data sets. As such, they lack important properties of
the boundary coefficient, such as scalability, applicability to fully weighted net-
works (compare Figure 5.4a to 5.3a), robustness to outliers (compare Figure 5.4b
to 5.3b), and the ability to deal with nonlinear substructures (compare Figure 5.4c
to 5.3¢).

In summary, the crucial differences between the BC, the LCC and many of its
generalizations [81], and standard global centrality measures such as eccentricity
[83] or betweenness [84], as well as the main reasons why the BC outperforms
these measures for a wide variety of applications, are that for anode v € V:

* The assignment —7 (u, v, w) to a triple (u,v,w) in the sum of BC(v) may
attain different values over triples where {u, w} ¢ F (i.e., it is not always 0,
such as with LCC, Onella’s generalized LCC, ...).

* The assignment —7 (u, v, w) to a triple (u, v, w) in the sum of BC(v) may be
low even if {u, w} € E and—if weighted—the three corresponding weights
are relatively high (this is not the case with LCC, Onella’s generalized LCC,

).

* The scope of the BC is local: it does not take into account the shortest paths
from v to all other nodes (as is often the case with standard centrality mea-
sures, such as betweenness). Hence, the BC allows us to locate boundary
nodes even in the presence of complex, long, or curving underlying topolo-
gies, and is less affected by outliers.

5.2.5 Computation of the Boundary Coefficient

In this section, we give an important result for computing the BC. First, we intro-
duce some new definitions.

Definition 5.2.10. Let G = (V, E) be an undirected, positively weighted graph,
and D the matrix of pairwise shortest path distances between the nodes of G.
Let |E(P)| denote the unweighted length of a path P. For k € N, we define the
hop-k-approximation of D as the matrix Hy (D) = (Hi(D)u,v)uvev, where

D, ifthere exists a path P from u to v with |E(P)| < k ,

Hi(D)yw =
£(D)u, {0 otherwise ,

It is easy to see that increasing k leads to a better approximation of D (hence
the name ‘hop-k-approximation’). This is formalized through the following propo-
sition.
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Proposition 5.2.11. Let G = (V, E) be a connected, undirected, positively weighted
graph, and D the matrix of pairwise shortest path distances between the nodes of
G. Then the following statements are valid:

1. Ho(D) = (0)ypev 5

2. Hajampy () (D) = D ;

3. foranyk,l e N, k<l = ||D—Hi(D)||oo < ||D—Hi(D)l|loo s
where diam,,,,(G) denotes the unweighted diameter of G.

Proof. 1. If u can be reached from v in 0 steps, then u = v, which implies that
Dy, =0.
2. For any nodes u, v € V, v can be reached from u within diamy,,, (G) steps.
3. This is clear from the definition of H (D). O

For a disconnected graph G, H (D) will never be equal to D for any k € N.
D, , is either undefined or defined to be +oco if v and v lie in different connected
components of G. However, Hj, (D), ., is always well-defined, and will be equal
to O if there is no path between u and v. This will show to be convenient for
computing the BC (Theorem 5.2.13).

Notation 5.2.12. For any z € Z, we define the mapping

O | R | RV A A9

n,meN n,meN

with

AQZ — AzZL,v ifZZO\/Au,v#Oa
w0 otherwise .

Hence, -© denotes the pointwise application of the -*-operation on the elements

of a given matrix for which this is well-defined. If Az, ,, would not be well-defined

(ie, if 2 < 0and A, , = 0), then this entry gets mapped to 0. For G = (V, E)

an undirected, positively weighted graph with pairwise distance matrix D, and

k € N, we define HY™ (D) = Hy(D)®".

Theorem 5.2.13. Let G = (V = {v1,...,vn}, E) be an undirected, positively
weighted graph, without selfloops. Let D denote the matrix of pairwise shortest
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path distances between the nodes of G. If §(v) > 0 for all v € V, then

(Z Hl(D)u> ® (Z H?I(D)u>
ueV ueVvV

~ sdiag (W5 (DM (D)H7™ (D))] :

BC(Ul) 6(1111)2

BC(wa)) st

(5.2)

where A ® B denotes the pointwise multiplication between matrices A and B of
the same dimensions.

Proof. Forv € V, with 6(v) > 0, we have

DY + D? oK
§(v)?BC(v) Z T(u,v,w) = Z ( 1”2D1;7 Ui
u,wEN (v) u,weN (v) w0 Y,W
Dy Dy Dy,
= 2 apt 2 ap T 2 apob
u,weN (v) ) u,weN (v) ’ w,weN (v) ? ’

The first two summations are equal by a change of variables. Hence, we find

) D Dy,
§(v)*BC(v) = Z 7D) — Z 72Du,v’Dv,w.

wweN (@) Y wweN (v)

1 1 1 2 1
> Duv X Dyw 2 > Du,,UDS’“’DW

uEN (v) weN(v) Y u,weN (v)
-1
= Z H1(D)uw Z HY  (D)uw
uEV ueV
_1 —1
- = Z HQ uvH2 ( )%wHIQ (D)”’w
u,weV
-1
= Z Ha (D)uw Z H? (D)uﬂ)
uevV ueV

— Jdiag (WP (DR (D)HP T (D))

which concludes the proof. O
Note that both the left hand side and right hand side in (5.2) are undefined for

nodes v € V with §(v) = 0. We regard such nodes simultaneously as boundary
nodes, as well as core nodes within their own component.
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Input: weighted graph G

Qutput: vector of boundary coefficients BC
1 hop1 = spam(hop_k_approx(G, k=1)) #compute hop-1-approximation
2 hop2 = spam(hop_k_approx(G, k=2)) #compute hop-2-approximation
3 BC = (apply.spam(hopl, 1, sum) * apply.spam((1 / hop1), 1, sum)

- diag((1 / hopl) %*% hop2™2 %*% (1 / hopl)) / 2)
/ (degree(G)"2) #compute boundary coefficients

4 return(BC)
Algorithm 3: Computing the boundary coefficients through sparse matrices.
‘spam’ converts matrices to sparse matrix format. ‘apply.spam(A, 1, f) ap-
plies the function f to each row of the sparse matrix A. The operations ‘*’
and "2’ denote element-wise multiplication, whereas ‘%*%’ denotes matrix
multiplication. ‘1 / A’ returns the element-wise inverse of a sparse matrix A.
‘diag(A)’ returns the diagonal of matrix A.

It follows that the BC may be computed using pairwise Dijkstra’s algorithm
with early termination, and (sparse) matrix multiplications. Pseudocode for an
algorithm computing the BC is provided in Algorithm 3.

Theorem 5.2.14. Let G be an undirected, positively weighted graph, with n nodes
and m edges. The boundary coefficients of all nodes in V can be determined in
O(n(m + nt3™)) time using Algorithm 3.

Proof. Obtaining the hop-k-approximations can be done O(n(m+nlogn)) time
through Dijkstra’s algorithm. The matrix operations can be done in O(n?-37)
time, which is the computational cost of matrix multiplication [85]. ]

Remark 5.2.15. The computational cost stated in Theorem 5.2.14 is worst-case,
since it does not account for the potential sparsity of Hp(D), k € {1, 2}.

We conclude that the BC is a powerful measure for locating nodes near the
backbone of a graph, while admitting an efficient way for computation. In the next
section, we show how the BC leads to effective forest presentations for topological
data analysis of graphs.

5.3 Forest Representations of Graphs through f-Pines

In this section, we introduce the intermediate step that represents a given graph
G by means of a (spanning) forest of GG, as shown in Figure 5.1. This step will
use the concept of the f-pine of a graph [4], which we present in Section 5.3.1.
We will discuss a variety of its properties in Section 5.3.2. Finally, in Section
5.3.3 we illustrate how the boundary coefficient can be used to deduce a forest
representation, from which we may efficiently infer backbones.
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5.3.1 The f-Pine of a Graph

Given a graph G = (V, E) and a real-valued function f : V' — R, we want to find
a spanning forest with leaves marking higher values of f.

Definition 5.3.1. Letr G = (V, E) be a graph. A spanning forest F of G is a
subgraph of G that contains all vertices of G, such that each connected component
of G is also a connected component of F, and F' contains no cycles.

Definition 5.3.2. Let G = (V, E) be a graph, and f : V — R. A spanning forest
F of G is called an f-pine' in G, if

F € argmin { Z S (v) f(v) : F'is a spanning forest ofG} , (5.3)

veV
where § i/ (v) denotes the degree of v in the subgraph F' of G.

The intuition behind the naming is that an f-pine corresponds to trees having
many ‘needles’ that ‘stick out and point’ towards (locally) high values of f (Figure
5.1c). Note that the number of edges in F' is fixed through the number of nodes
and components of G.

5.3.2 Properties and Computation of the f-Pine

Looking at Definition 5.3.2, an f-pine of a graph G is a spanning forest of G
that prefers high-degree nodes where f attains a low value. More specifically, an
f-pine attaches every node u to a node v where f reaches a local minimum.

Proposition 5.3.3. Let G = (V, E) be a graph, f : V — R, and F an f-pine in G.
For every u € V with §g(u) > 0, there exists v € arg min{f(w) : w € Ng(u)}
such that {u,v} € E(F).

Proof. Assume u € V with dg(u) > 0. If {u,v} ¢ E(T) for every v €
argmin{ f(w) : w € Ng(u)}, then choose suchv. Let P = (u = zg, 1, ..., Tk =
v) be the unique path from w to v in T Since {u,z1} € E(T), f(z1) > f(v),
and we can replace {u,x1} by {u,v} to obtain a tree attaining a lower cost as
expressed by (5.3). O

The intuition behind the proposition above is that the building blocks of an
f-pine are several large star graphs that result from pulling every node towards a
node where f attains a local minimum. Furthermore, Definition 5.3.2 implies that

The term ‘pine’ may not be ideal if G is disconnected, as there will be multiple ‘pines’. In this
case, the term ‘vine’ may be more appropriate. However, the main emphasize of the term ‘pine’ is on
‘many leaves’ (needles) and ‘few branches’, and not on the number of components.
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the centers of these star graphs will be connected through nodes where f attains a
low value on average as well.

It turns out that an f-pine is invariant to affine transformations of f with a
positive scaling factor. Hence, we may apply such transformation to f—retaining
its robustness properties—without effecting the resulting f-pine. Furthermore, we
may also easily compare f-pines for different functions f (e.g., graph centrality,
core, or transitivity measures), even if the corresponding function values take on a
different scale.

Proposition 5.3.4. Let G = (V, E) be a graph, f : V — R, and F an f-pine in
G.Ifg=af +bforsomea € R™ beR, Fisalsoa g-pine in G.

Proof. We have

> or)gw) =a sp®)f(v)+bY ] p(v)

veV veV vev
=a) p(v)f(v) +2b(|V] - Bo(@)),
veV

where y(G) denotes the number of connected components of G. This follows
from:

* the sum of degrees over all vertices of a graph is twice its number of edges;

¢ the number of edges in any forest graph containing n vertices, is 7 minus its
number of connected components;

* by Definition 5.3.1, the number of connected components of a graph equals
the number of connected components of a spanning forest of that graph.

As a > 0 and the second term in the right hand side is independent of F', mini-
mization of the left hand side over all spanning forests is equivalent to minimizing

> vey O0r(v)f(v). H

We can efficiently find an f-pine by finding a minimum spanning tree after
reweighing the edges in G with the summed value f attains at their endpoints.

Proposition 5.3.5. Ler G = (V, E) be a graph, and f : V — R. Finding an
f-pine in G is equivalent to finding a minimum spanning tree for each connected
component in G, where each edge {u, v} is assigned to have weight f(u) + f(v).

Proof. Tt holds that

dosr)fo) = D (flw)+ (),

veV {u,v}EE(F)

where F(F') denotes the edges in the subgraph F of G. O
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Theorem 5.3.6. Let G be a graph with n nodes and m edges, and f : V — R.
Then an f-pine of G can be determined in O(a(m,n)m) time using Algorithm 4.
Here « is the classical functional inverse of the Ackermann function, which for all
practical purposes may be considered a constant no greater than 4 [49].

Proof. The stated complexity is that of computing the regular minimum spanning
forest [86]. Reweighing the edges can be done in O(m) time. O

Input: graph G, vertex-valued cost function f on G

Output: an f-pine of G
1 new_weights = f[E(G)[,11] + f[E(G)[,21]
2 pine = mst(G, weights=new_weights)
3 return(pine)
Algorithm 4: Computing the f-pine. ‘mst’ is a function that computes the
minimum spanning of a graph. The used weights follow from the result in
Proposition 5.3.5.

We are now prepared to show how the BC (Section 5.2) and f-pines work
together to provide effective forest representations for topological data analysis of
graphs.

5.3.3 The BC-pine of a Graph

Proposition 5.3.3 states that an f-pine connects nodes to its local minima. Hence,
if f is a ‘core’ measure identifying nodes close to the underlying core structure
of the graph, then an f-pine is the result of interconnecting star graphs through
the core of the given graph. This is the exact purpose for which we designed the
boundary coefficient, taking on low values near the core structure of a graph, and
high values near the boundary nodes of the graph. Three example BC-pines are
illustrated in Figure 5.5.

An important property of the BC-pine is displayed on Figure 5.5b. As the BC
is able to separate outliers from the main core structure through boundary nodes
where the BC attains locally higher values by design, the BC-pine avoids passing
through outliers to reach one (true) core region from another. This would increase
the cost of the pine according to (5.3), as it would include too many boundary
nodes on either side of the outlier node.

[4] showed that by iteratively ‘pruning’ the BC-pine, i.e., discarding its leaves,
we retract our pine towards the topological core underlying the graph. However,
if the original graph has a very complex or even no ground-truth underlying topol-
ogy, revealing a low complexity topology by means of this ‘top-down’ method
may be difficult, discarding (too) many nodes. Furthermore, even in graphs with
a simple underlying topology, the presence of outliers may require us to prune
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(a) The BC-pine for a graph (b) The BC-pine for a graph (c) The BC-pine for a graph
with an underlying with an underlying C-shaped with an underlying Y-shaped
disk-shaped topology. topology. topology.

Figure 5.5: The BC-pines (with edges in red) for the three example graphs shown in Figure
5.3. Note that by Proposition 5.3.3, a BC-pine will result in a star graph that connects all
nodes to a global minimum in a complete graph, such as for the graph on the left.

many times to remove these connections (Figure 5.5b), resulting in our backbone
retracting from the true underlying leaves as well. Hence, we are clearly in need
of an approach that allows us to identify interesting substructures in forest graphs,
spreading out across the entire graph, while the resulting complexity remains easy
to tune and control. This leads us to the following section, introducing a ‘bottom-
up’ method for identifying our backbone.

5.4 Constrained Leaves Optimal subForest (CLOF)

In this section, we will introduce a novel theoretically founded and well-posed
problem for the purpose of locating interesting substructures in forest graphs. We
will show that solving this problem in the BC-pine leads to an effective method for
topological inference in graphs.

We will consider two variants of this problem, one where the cost of the struc-
ture will be determined by an edge-valued function, and one where its cost will be
determined by a vertex-valued function.

Definition 5.4.1. (CLOF). Let G = (V,E) be a graph, and suppose [ is a
real-valued function, associating a positive cost to either each vertex or each
edge of G (i.e., the domain of f, denoted Dom(f), is either equal to V or to
E). For a subgraph H = (V(H),E(H)) of G, we define its cost f(H) =
> aepom(f)nv (e /(@) The Constrained Leaves Optimal subForest prob-
lem (CLOF) is stated as follows.

Given k € N>o, find a subforest F in G with at most k leaves, maximizing f(F) .
5.4

Proposition 5.4.2. CLOF is NP-hard.
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Proof. For an edge-valued cost function and k = 2 leaves, the stated problem is
equivalent to the NP-hard longest path problem [87]. O

Though CLOF is NP-hard in general, we are actually not interested in its solu-
tion for arbitrary graphs. Such solutions may just not be topological meaningful.
An example of this would be the longest path in the graph shown in Figure 3.3,
which would ‘wiggle’ through the entire graph without reflecting its ‘straight’ lin-
ear topology. This is one of the main reasons we choose for a forest representation
as an intermediate step. In this way, we can design our forest such that these so-
lutions are indeed meaningful as well as robust. Furthermore, as we will show in
this section, CLOF is efficiently solvable for forest graphs in practice.

In Section 5.4.1 we will derive an efficient solution to CLOF for tree graphs,
which will lead us to an efficient solution for forest graphs in Section 5.4.2.

5.4.1 Solving CLOF in Tree Graphs

We start by showing that for tree graphs, CLOF is equivalent to a monotone sub-
modular set function maximization problem subject to a cardinality constraint.

Theorem 5.4.3. Letr T = (V, E) be a tree graph and f a real-valued function
associating a positive cost to either each vertex or each edge of T'. Then (5.4) is
equivalent to a monotone submodular set function maximization problem subject
to a cardinality constraint [88].

Proof of Theorem 5.4.3. First observe that for any set of leaves L = {l1,...,l;}
of T', there is a unique subtree 77, of T' that contains exactly the same set as leaves.
Hence, if V' O L is the set of all leaves of T', we may define f : 28 5 Rt
L — f(T1), where f(T7) is the cost of the subtree T}, as defined in Definition
5.4.1. Suppose now that L. C L' C L, and take any [ € L\{L'}. Observe
that T, is a subtree of 77/, for which the unique path from [ to T}, includes the
unique path from [ to 7% . Hence, f(L U {I}) — f(L) > f(L' U {1}) — f(L'),
i.e., f is a submodular set function on £. Furthermore f is clearly monotone, as
LCL CL = f(L)< f(L). Finally, by definition of f, (5.4) is equivalent

to maximizing f subject to the cardinality constrained given by k. O

The general problem of maximizing a monotone submodular function subject
to a cardinality constraint is NP-hard, but admits a 1 — 1/e approximation algo-
rithm [88]. However, the interestingness of Theorem 5.4.3 lies in the fact that
(5.4) is equivalent to a nontrivial monotone submodular set function maximization
problem, for which we are able to actually provide an exact solution in polynomial
time.

Theorem 5.4.4. (A greedy solution for CLOF). Let T = (V, E) be a tree graph
and f a real-valued function associating a positive cost to either each vertex or
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each edge of T. Given k € Nxo, the following algorithm finds a subtree T' in T
that maximizes f(T") over all subtrees T' in T with at most k leaves.

1. Let T' be the longest path (according to ) between two leaves in T.

2. WhileT" # T and T’ has less than k leaves, add the longest path (according
to f) from the remaining leaves of T to T".

Proof. We will first assume that f is an edge-valued function. The proof goes by
induction on the number of leaves k. The claim is trivially valid for k£ = 2 leaves
(the base case), or if k is at least the number of leaves in 7". Suppose now that the
claim is valid for £ — 1 leaves, 2 < k < [{v € V : dp(v) = 1}/, and that the
greedy algorithm iteratively added the paths P, ..., Py, in this order, resulting in
the subtree T_fr. Suppose an optimal subtree T(ﬁ)t with at most k leaves achieves
a cost strictly higher than the cost of 7. Note that both 7%, and T exactly
contain k leaves. By the induction hypothesis, the subtree T;’T_l consisting of the

paths Py, ..., P;_1,is the optimal subtree of 7" with k — 1 leaves. Hence, for every
subset of size k — 1 of the k leaves {l1, ..., [} of Tfpt, the cost of the tree induced

by this subset is at most the cost of T;;l. As, by assumption, the cost of Tfpt is
strictly higher than the cost of wa this implies that for every 1 < i < k, the cost
of the path from [; to the tree induced by the leaves {l1,...,0l;—1,liv1,-.., 1k}
is strictly higher than the cost of Py, which we will denote by f(Py). We now

consider two possible cases.

1. There exists a leaf l; of Tfpt, such that the path P that connects l; to the
tree induced by the leaves {l1,...,li—1,liy1,...,lx} is edge-disjoint from
TE-L,

ar
The endpoint of P different from /; is a multifurcation point m of Tfpt. If
m € V(TF1), thensince f(P) > f(Py), the algorithm would have chosen
to add P instead of Py, to obtain Tgkr, a contradiction, so that m ¢ V(Tgkfl).
Let @ be the unique path from m to Tgkfl. If P is edge-disjoint from @),
then P + () would have been chosen instead of Py, by the greedy algorithm,
so that P and ) partially overlap. Now let [; be any leaf in Tfpt different
from I;. The path R from m to [; in Tfpt is now both edge- and vertex-
disjoint from T;fl (see Figure 5.6a for a sketch of this case). Furthermore
f(R+ Q) > f(R) > f(Py), and the greedy algorithm would have chosen

to add the path R + ( instead of Py, a contradiction.

2. For every leaf l; of Té}t’ the path P that connects l; to the tree induced by
the leaves {l1,...,li—1,lit1,...,lx} contains edges from Tffl.

Consider an arbitrary leaf I; of Tfpt, and let v; be the point closest to /; on
the first edge e; on the path from /; to the tree induced by the set of leaves
{li,...,li—1,lix1,. .., 1}, that is also contained in E(Téﬁfl). Note that
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possibly I; = v;. Now let I} be any leaf of Tg’“,_1 that is reachable from v;
after removing e; from in T, If I; # I; are both leaves of T\, then
L # l;. To see this, observe that for [; # [;, by definition of v;, we have
v; # vj, and that the path from v; to v; in Tfpt must go through both e; and
;. As this path is unique in 7', it is also fully contained in Tgkfl. Hence,
the path v; — v; — [’ is the unique path from v; to [, in T;T_l, and passes
through e;. Hence, l; is not reachable from v; after removing e; from T;T‘1.
As such, we obtain an injection I; — I of the k leaves in T%,, to the k — 1
leaves in T(f’,fl, a contradiction. Note that this case is simply not possible,
independent of the used cost function. We provided a sketch for the closest

possible case in Figure 5.6b.

Since both cases lead to a contradiction, we conclude that Tfpt cannot achieve a
cost strictly higher than T;T. This implies that T,fr is an exact solution to (5.4).
For f a vertex-valued function, the proof goes analogous to the proof of Theo-
rem 5.4.4. However, the increase in cost of adding a new path P to the current tree
is now the sum of the cost over all vertices in P, minus the cost of the connecting
node. The only resulting change we need to apply in the proof of Theorem 5.4.4,
is that instead of writing ‘' f(R+ Q) > f(R) > f(Py) in the first considered case,
we now write ‘f(R + Q) > f(Py)’, as f(R) may not be well-defined according
to this convention. O

Remark 5.4.5. Due to a greedy algorithm resulting in the optimal subtree accord-
ing to (5.4) for tree graphs, we only need to conduct the algorithm once to get all
solutions up to the given value k € N>o. By storing the included vertices or edges
for each iteration, we can quickly obtain the corresponding subgraph and analyze
the results for different number of leaves (see also Algorithm 5 for the pseudocode

(a) Sketch for the first case in the proof of (b) Sketch for the second case in the proof

Theorem 5.4.4. The cost of Q + R must be of Theorem 5.4.4. There is a systematically

bounded from above by the cost of Py, due defined injection from the leaves of Tfpt to
to the definition of the greedy algorithm. the leaves Ungkr'

Figure 5.6: Sketches for the different cases in the proof of Theorem 5.4.4.
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of the corresponding algorithm). Storing the cost up to a certain number of leaves
turns out to be useful in practice as well. It may serve as a tool for tuning the
number of leaves, as we will discuss in Section 5.5.

Theorem 5.4.6. Let T = (V, E) be a tree graph with n nodes (and n — 1 edges),
and f a real-valued function associating a positive cost to either each vertex or
each edge of T'. Then for given k € N>o, an exact solution to (5.4) can be com-
puted in O(nmin(k,l)l) time using Algorithm 5, wherel = |[{v € V : §(v) = 1}
i.e., | denotes the number of leaves in T.

’

Proof. The advantage of working with tree (or forest) graphs, is that the path be-
tween a pair of nodes is always unique. The pairwise distance matrix D between
all leaves and all nodes in T', according to f, can be obtained in O(n - [) time by
using a bread-first-search for every leaf. For each of the no more than min(k, )
iterations of the algorithm described in Theorem 5.4.4, we can add the new path in
O(n - 1) time. This is clear for the first iteration: search for the maximal entry of
Dy and add the corresponding path to the current (empty) structure. After the first
path has been added, each consecutive leaf to be added can also be determined in
O(n - 1) time, after which the path can be added in O(n) time. O

The following result shows to be very useful for practical applications, as we
will discuss in Section 5.5. First, we need another definition.

Definition 5.4.7. Let G = (V, E) be a tree graph, and suppose f is a real-valued
function, associating a cost to either each vertex or each edge of G. We say that

Input: tree 7', positive cost function f, upper bound k& > 2 on leaves
(standard o0)
Output: A list L such that the subgraph of 7" induced by the nodes in
L[1:j] equals the solution to CLOF for j < k.
1 L =1list(NULL, longest_path(7’, cost=f))
#the solution for k € {0, 1} is the empty graph by convention
#the solution for k = 2 is the longest path according to f
current_leaves = 2 #number of leaves in the current solution
while current_leaves < k & L /=T do
v = which.max(distances(7’, leaves(T"), L), cost=f)[1]
#determine furthest leaf from current solution according to f

NI V)

5 current_leaves += 1

6 L[[current_leaves]] = path(from=L, to=v) #update the current solution
7 end

8 return(L)

Algorithm 5: Constrained Leaves Optimal subForest (CLOF) in trees. The
function ‘distances(G, U, V')’ returns the distances between the nodes in U
and V of a graph G.
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f is constant on leaves of G, if either f is constant on {{u,v} € E : 6(u) =
1V é(v) = 1} if f is edge-valued, or f is constant on {v € V : §(v) = 1} if f is
vertex-valued.

Theorem 5.4.8. Let T = (V, E) be a tree graph with |E| > 1, and suppose f is a
real-valued function, associating a positive cost to either each vertex or each edge
of T. If f is constant on leaves of T, then a solution to (5.4) for the subgraph T’ of
T that results from discarding all leaves of T, i.e., by pruning T', can be converted
to a solution to (5.4) for T in linear time.

5.4.2 Solving CLOF in Forest Graphs

The main problem for solving (5.4) for forest graphs is that the greedy approach
described in Theorem 5.4.4, will not work for forest graphs. E.g., consider the
union of a linear graph L and a bifurcating tree 7' (Figure 5.7). Suppose f is an
edge-valued cost function such that f(L) = 10, and f(B) = 4 for each of the
three branches B connecting the bifurcation point to a leaf in 7'. The longest path
(according to f) in the union of these graphs is L. However the maximal subforest
with at most 3 leaves is T', which does not contain L.

Nevertheless, we are able to straightforwardly apply the algorithm solving
(5.4) for tree graphs, to each separate connected component of the forest. From
this, a solution for forest graphs is easily derived as follows.

Theorem 5.4.9. Let F' = (V, E) be a forest graph with n nodes, and suppose
f is a real-valued function, associating a positive cost to either each vertex or
each edge of F. Given k € N>o, an exact solution to (5.4) can be computed in

@) (n + Bo(F)(min(k,l.)lcne + lfO(F))) time using Algorithm 6, where Bo(F)
is the number of connected components in F, and |, and n., respectively, are the
maximal number of leaves and nodes included in a connected component of F'.

Proof. The components of F' can be determined in O(n) time. The complex-
ity term O(Bo(F) min(k, l.)l.n.) comes from applying Algorithm 5 to each con-
nected component of F'. After this, we can iterate over all possible combinations
(kl, RN N F)) of leaves for each connected component, to obtain the overall

4
L 4 T
10 \
Figure 5.7: A greedy approach will always start from the path L, which cannot be extended
to a forest containing three leaves. However, the optimal subforest with three leaves is T'.
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best corresponding sum of total costs, in O (ﬁO(F )lfO(F)> time. Note that the

total cost from 2 up to min(k, l.) for each component may also be stored during
Algorithm 5, and does not need to be recomputed. O

We conclude that CLOF is a graph optimization problem of high theoretical
interest. It induces a nontrivial monotone submodular set function maximization
problem that can be efficiently solved for forest graphs. Nevertheless, its practical
value remains unclear until this point. It turns out that CLOF provides an effective
way for inferring backbones in graphs through forest presentations. Hence, in
the next section, we finally bring together the boundary coefficient, f-pines, and
CLOF, for topological data analysis of graphs.

Input: forest F', positive cost function f, number of leaves k.
Output: A subgraph of F' corresponding to the solution of CLOF.
1 treeSols = lapply(components(F"), function(T) Algorithm5(T, f, k))
#apply Algorithm 5 to each connected component of F
#return a list of all solutions (each solution is a list itself)
currentCost = -Inf #cost of the current best solution in F'
for 0 S ll, ey lﬁo(F) S k do
if(sum(ly, ..., lg (r)) > k) continue #skip if number of leaves is > k
thisCost = sum(cost(treeSols[[1]][1:{1]), ...,
cost(treeSols[[Bo (G)[1:1g,(F)]))
#evaluate the cost of the current potential solution for f
#the cost of each subtree can be stored during the execution
#of Algorithm 5 for fast evaluation
6 if thisCost > currentCost then
7 currentCost = thisCost
8 bestSol = subgraph(F, c(treeSols[[1]][1:{1], ...,
treeSols[[Bo (F)11[1:1,(r)])
#update the current optimal solution
#the solution is determined as the subgraph in F'
#induced by all partial solutions

L7 T A ]

9 end
10 end
11 return(bestSol)
Algorithm 6: Constrained Leaves Optimal subForest (CLOF) in forests.

5.5 {f-Pines for Topological Data Analysis of Graph-
Structured Data

We are now fully prepared to present our new method for topological data analysis
of graph-structured data, the schematic overview of which is given in Figure 5.1e.
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1. In case of point cloud data, we need to represent the underlying topology
through a graph. This is usually done by means of a well-known proximity
graph, such as the Rips graph or k-nearest neighbor (kNN) graph.

2. Based on the core measure f, we build an f-pine F' in G (Definition 5.3.2)
using the minimum spanning tree algorithm (Proposition 5.3.5). In case
of weighted graphs where each weight represents a notion of distance be-
tween vertices, i.e., higher weights denote more distant nodes, we use the
boundary coefficient (BC) as core measure (Definition 5.2.2). Its superior
effectiveness over existing core measure for locating core structure near the
underlying backbone of a graph, has been discussed in Sections 5.2.4, and
qualitatively and quantitatively demonstrated in [4]. For unweighted graphs,
we use the ordinary local cluster coefficient (LCC), due to its close relation
to the boundary coefficient (Proposition 5.2.3, Corollary 5.2.4 & Proposition
5.3.4), and the extensive amount of research that has already been performed
on both its theoretical and computational aspects [70, 89].

3. We solve CLOF for a well-chosen cost function g on either the vertices
or edges in F' (Section 5.5.1). We solve (5.4) for either a given number
of leaves k € N>, of interest, or a (possibly infinite) upper bound on the
expected number of leaves.

4. Further analysis may be required to result in the final backbone topology.
E.g., in the case of an unknown number of leaves where an upper bound
was provided, visual inspection or an elbow locating method may be used
to infer the number of leaves, which we discuss in Section 5.5.3 (see also
Remark 5.4.5). A further step may be required to identify cycles that are
missing a representation in the forest-structured backbone, which we discuss
in Section 5.5.4.

5.5.1 Vertex Betweenness as Cost Function for CLOF

To effectively mine topological substructures through CLOF in forest representa-
tions, we need a function g defined on either the vertices or edges of the represen-
tations to optimize in terms of (5.4). We will mainly use the vertex betweenness,
which equals how many shortest paths go through a particular node. Some other
interesting options will be discussed in Section 5.5.2, in which we also discuss
why we prefer the vertex betweenness over these.

The intuition for using this measure is as follows. By Proposition 5.3.3, many
(boundary) nodes are not located on the backbone, but attached to it by means of a
local minimum. To reach one (boundary) node from another, we must first travel
to the backbone, then from one location on the backbone to another location, and
thereafter leave the backbone to connect to the other node. Hence, nodes on the
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Figure 5.8: Optimal subgraph with 3 leaves in a pruned BC-pine according to the vertex
betweenness (edges in red). Nodes with high betweenness represent important nodes for
accessing many others, due to the uniqueness of paths between nodes in a forest.

backbone represent important nodes through which a lot of ‘traffic’ flows in the
pine. The only possibility to reach distant locations from each other is to pass
through these, resulting in nodes with a high betweenness.

The effectiveness of using vertex betweenness for TDA of graph-structured
topologies through forest representations and CLOF rests on the following prop-
erties.

* Though the betweenness is tedious to compute in large graphs, it becomes a
lot easier in forest graphs. The reason for this is that there is one unique path
between each pair of nodes lying within the same connected component.
This also implies that the forest can be treated as an unweighted graph for
computing the vertex betweenness.

* Not only is the vertex betweenness constant on leaves (Definition 5.4.7),
making it a lot more efficient to solve CLOF by prepruning the forest repre-
sentation (Theorems 5.4.8 & 5.4.6), it also equals O on leaves. This implies
that a solution to (5.4) in the pruned forest representation equals a solution
to (5.4) in the original representation.

 Contrary to other interesting vertex/edge-valued functions (Appendix 5.5.2),
the vertex betweenness also accounts for the global topological structure of
the forest. Hence, given an effective forest representation, the relation be-
tween the vertex betweenness and the backbone substructure goes in both di-
rections. This means that nodes with a high vertex betweenness correspond
to nodes inducing the backbone substructure in the forest representation, and
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vice versa (Figure 5.8).

We emphasize that the same measure, in this case the betweenness centrality,
might only be come topologically meaningful for identifying backbone structures
in graphs through a forest representation. This can be seen by comparing Figures
5.4c &. 5.8.

5.5.2 Other Cost Functions for CLOF

Above, we discussed the usefulness of betweenness centrality as vertex-valued
cost function g used for identifying a subforest by means of (5.4) for the purpose
of topological data analysis of graph-structured dat. Here, we discuss some other
interesting choices.

The original edge weights As our backbone is meant to span the entire under-
lying topology of our given graph seen as a (shortest path) metric space, we may
consider a longest or multiple longest paths in our f-pine to make up the back-
bone. E.g., the longest path shown in Figure 5.9a identifies the correct underlying
model, apart from the location of its leaves, chosen to be the furthest points in the
local noise around the true leaves.

Weight

7.5
5.0

I 2:5

(a) Optimal subgraph with 2 leaves in a (b) Optimal subgraph with 2 leaves in a
BC-pine according to the original edge pruned BC-pine according to the vertex
weights (vertices in red). A single edge degree (edges in red). High degree nodes
weight is however not representative for represent important nodes that should be
whether the corresponding edge is included in the backbone, according to
important for inclusion in the backbone Theorem 5.4.8. The algorithm described in
or not, as it is not based on the resulting Theorem 5.4.6 now takes 0.1s to execute with
f-pine. Using our current no upper bound on k, a significant
implementation, the algorithm improvement compared to using the original
described in Theorem 5.4.6 takes 56s to edge weights as cost. This illustrates the
execute for the resulting BC-pine with power of Theorem 5.4.8 when working with
477 nodes, with no upper bound on k. pines.

Figure 5.9: Examples of solutions to (5.4) for cost functions other than vertex betweenness.
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In terms of performance, this method is affected by the presence of outliers.
E.g., the linear backbone in the pine shown in Figure 5.9a is of similar length as the
path in the pine that takes a turn to pass pass through the centered outlier. Though
we got lucky in this case, we note that such ‘interbranching regions of outliers’
are often present in many practical examples, such as in cell trajectory data, as
discussed by [9].

In terms of scalability, note that our f-pine generally has many leaves due to
Theorem 5.3.3. If we take a look at the case where our original graph is connected,
i.e., where the f-pine F' is a tree graph, then this implies that the number of leaves [
in F' may be of order n, where n is the number of nodes in F'. If one fully grows the
pine by through Algorithm 5, and consequently estimates an appropriate number of
leaves k as discussed in Section 5.5.3, Theorem 5.4.6 implies that this computation
may be close to cubic in n. Its memory usage will be close to squared in n, due
to storing the pairwise distance matrix between leaves and all other nodes. Hence,
apart from often not having a meaningful interpretation (Figure 5.9a), allowing
the inclusion of any leaf of the pine makes our current implementation for solving
(5.4) difficult to scale to larger data sets.

The degree of a vertex By Proposition 5.3.3, (locally) high degree nodes repre-
sent local minima of f in an f-pine F'. Given f is a core measure where low values
indicate core nodes, these are exactly the nodes where we want our backbone to
pass through. Hence, we may use the vertex-valued degree function g = dp for
optimizing (5.4). The result for g = dr is less affected by outliers due to their low
density in the original graph.

This cost function g is constant on leaves by definition. Hence, we may apply
Theorem 5.4.8 to first prune F', often leading to a significant reduction of the graph
size due to Proposition 5.3.3. In terms of Theorem 5.4.6, this implies that both
terms [ and n decrease significantly, leading to a much better computation time, as
well as storage cost (which is O(l - n)).

Figure 5.9b shows the resulting solution of (5.4) in a pruned BC-pine. High
degree nodes correspond to core nodes in the backbone, but not necessarily con-
versely. Though extending the two leaves of the linear backbone by connecting
each one of them to an arbitrarily chosen neighboring leaf results in the optimal
solution of (5.4) in the original pine (Theorem 5.4.8), we do not conduct this step
as this will again introduce randomness to the choice of leaves.

5.5.3 Estimating the Number of Leaves

Solving CLOF requires one parameter as input, namely the number k of leaves
to be included in the backbone. For the purpose of topological data analysis of
graphs, this parameter is ideally inferred from the data itself. As discussed in
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(a) Optimal subgraph with 4 leaves in a (b) Tracking the relative cost of the subtree,
(pruned) BC-pine using vertex i.e., the cost of the subtree divided by the
betweenness. Edges and nodes are colored cost of the pine, displays an ‘elbow’ at
according to their closeness to 1 of the 4 k = 4 leaves.

branches.

Figure 5.10: Extracting the optimal result to (5.4) for a tuned number of leaves k = 4 in a
BC-pine using vertex betweenness as cost. The pine was obtained for a Rips graph (¢ = 8)
on a 2D point cloud data set with an underlying X-shaped topology.

Remark 5.4.5, the fact that CLOF can be solved through a greedy algorithm admits
a convenient way to perform this estimate. We will consider the case where our
original graph G is connected, i.e., the resulting pine is a tree graph 7. In case of
disconnected graphs, our current approach is to estimate the number of leaves for
each component separately.

As the cost of the subtree increases with each iteration of the algorithm de-
scribed in Theorem 5.4.4, we can track the increase in cost according to the added
number of leaves. Initially, the increase in cost is high when we add true branches
to our current subtree. When all true branches are added, we start connecting our
subtree to surrounding noise or outliers, and the increase in cost drops. This is
illustrated in Figure 5.10, which also shows that an ‘elbow’ inference method may
be used to tune the number of leaves. This may be done either visually, or by a
using an automated procedure, such as minimizing the second-order finite differ-
ences of the function shown in Figure 5.10b. Note that we can easily extract any
solution with fewer leaves from the current solution (Remark 5.4.5)

5.5.4 Identifying Missing Cycles

As by Definition 5.3.1 a spanning forest may never include a cycle, we are unable
to use any of its subgraphs for representing the underlying topology of a graph
if the true underlying model contains cycles. However, as we will illustrate in
this section, identifying a simplified underlying forest-structured topology can be
highly beneficial for identifying cycles missing in the backbone representation of
the underlying topology. We emphasize that though the approach discussed in this
section is still experimental, it leads to effective results in practice.
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Consider the forest-structured backbone B we constructed throughout a point
cloud data set X of 807 observations representing Pikachu in the Euclidean plane,
by means of our method for TDA of graph-structured data sets (Figure 5.11a). We
used a Rips graph G with € = 3.5 as a graph modeling the underlying topology of
Pikachu.

Figure 5.11b shows four different persistence diagrams resulting from D (Sec-
tion 2.5.2). One for the metric space (X, deyclidean)> One for (X, dg) where dg
denotes the shortest path metric on the Rips graph G, one that results from ap-
proximating the diagram for (X, dg) through the method described by [50], and
finally one for (V(B),d¢g).

The diagram for the original point cloud data (Figure 5.11b, Top Left) displays
many long persisting cycles, as well as some cycles corresponding to topological
noise (holes with a low persistence). The diagram for (X, d¢) (Figure 5.11b, Top
Right) does not include the original large cycles with a large birth value anymore.
These cycles are never born due to infinite distances between nodes in different
connected components of G. However, the topological noise with a low birth
value remains. A small amount of topological noise also remains in the approxi-
mated diagram for (X, d¢) (Figure 5.11b, Bottom Left). However, the diagram for
(V(B),dq) (Figure 5.11b, Bottom Right) also disposes of the topological noise,
and what remains is exactly one point (H1) for each one of the eight ‘gaps’ that
are still present in B. One for each of Pikachu’s two cheeks, ears, and eyes, one
for its lip, and one for its tongue. These gaps are characterized by two nodes of B
lying close to each other in the original graph G, i.e., according to d¢, but not in
B, i.e., according to dp.

Hence, the application of forest-structured backbones to topological data anal-
ysis goes in both directions. On the one hand, the forest-structured backbone B
makes the computation of persistent homology more efficient and reduces topo-
logical noise. On the other hand, persistent homology itself provides a tool for
identifying the missing cycles in the backbone.

Furthermore, depending on the used implementation, the computation of per-
sistent homology also allows one to locate a cycle that represents the hole corre-
sponding to each one of the points (H1) in the diagram [90]. This allows one to
locate the cycles that are missing a representation within the backbone topology.
These cycles are shown in Figure 5.11a. Note that however, the cycle is computed
to be underlying the metric space (V(B),dq), and might not correspond to an
actual subgraph of G.
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(a) A forest-structured backbone graph B (edges and nodes in red) for a point cloud data
set X resembling Pikachu. Persistent homology (Figure 5.11b) allows one to identify cycles
that should be represented in the backbone B (edges in black).
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(b) Persistence diagrams for various metric spaces. (Top Left) A diagram for
(X, doyclidean)- (Top Right) A diagram for (X, dg). (Bottom Left) An approximated
diagram for (X, d¢) using |V (B)| points. (Bottom Right) A diagram for (V (B), dg).

Figure 5.11: Compared to the standard approaches to persistent homology, our forest
structured backbone inferred through solving CLOF in the BC-pine allows for a more
effective and efficient approach to identify cycles in Pikachu.
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5.6 Backbone Inference as a Facility Location Prob-
lem in Networks

In this section, we discuss how we can regard our method for backbone inference
as a facility location problem in networks, and discuss how it differs from the
existing approaches in this context.

The general setting of Facility Location Problems in Networks [91] is:

“given a graph G, a collection F of subgraphs of G,
and a cost function f : F — R,
optimize f(F) subjectto F' € F”

Note that the term ‘facility’ in our context refers to ‘backbone’. Both the infer-
ence of f-pines (Section 5.3) and solving CLOF (Section 5.4), can immediately
be seen as location problems in networks according to this formulation. A more
commonly known example of subgraph inferred through a facility location prob-
lem is the minimum spanning tree (MST). Here, F is the set of spanning trees of
G (forests if G is disconnected), and f maps a tree onto the sum of the weight
of its included edges, which is the cost to be minimized. Steiner trees generalize
this concept. They minimize the same cost function as minimum spanning trees,
but are only required to cover a given set of nodes, called terminals. Finding a
minimum spanning tree can be done in linear time [86], whereas finding a Steiner
tree is an NP-hard problem [92]. In Section 5.7, we show that neither facility
is effective for inferring backbones modeling the underlying topology of a graph
well.

Existing facility location problems come with a variety of issues that prevent
them to effectively identify and locate backbones in graphs. These issues, summa-
rized below, are the main reasons why we introduced the forest representation as
an intermediate step for mining topological substructures, as we overcome all of
these by designing such representation of our graph.

Computational complexity Many facility location problems in networks are
NP-hard for general graphs [91]. Certain formulations even lead to NP-hard prob-
lems when the original graph is a tree graph [95]. In contrast to this, we presented
effective and efficient algorithms that provide an exact solution to our introduced
facility locations problems, which are identifying an f-pine and solving CLOF in
forest representations (Section 5.4).

Sensitive to outliers Outliers are harmful when either the constraint F [96] or
the cost f [97] specifies that all nodes in the original graph should lie close to
the facility. Furthermore, facilities may ‘pass through’ outliers to reach one region
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(a) An approximated Steiner (b) A subgraph (red) obtained (c) The output (red) of our

tree [93] in red, which we by iteratively choosing method presented in Figure
constructed through three farthest points, and 5.1e, where we replaced the
terminal nodes/medoids connecting them by the BC-pine as a forest
selected by a partitioning shortest path between them representation by the ordinary
around medoids (PAM) and the current tree structure. minimum spanning tree
algorithm (orange). The These paths always take (MST). The selected leaves
selection of these medoids is ‘shortcuts’ when available, during CLOF are shown in
regarded as a facility location shifting them away from the orange. Subgraphs
problem in metric true core in the presence of minimizing the maximum
spaces [94], and is highly curvature. Furthermore, edge weight, such as the MST,
biased towards dense regions. outliers are especially are biased towards including
harmful when connecting to low-weight edges, leading to
farthest points (Section 5.7). ‘wiggled’ results.

Figure 5.12: Subgraphs mined from an original graph G (black), (c) with and (a-b)
without intermediate forest representation. Comparing these results with Figure 5.1d,
(a-b) illustrate the usefulness of an intermediate forest representation for mining
topological substructures in graphs, whereas (c) illustrates the importance of designing an
effective representation for this purpose, both the subject of this paper. Note that all
methods may be regarded as a combination of selecting important nodes and constructing
a subgraph through these. We will discuss these methods in detail in Section 5.7.

from another, shifting the facility from the true backbone of the graph. Our method
overcomes these issues by marking outliers as leaves in our forest representations.

Sensitive to density To overcome the sensitivity to outliers, the constraint or cost
may be postulated in terms of the average/mean distance of the facility to all other
nodes [98]. However, such approach tends to fail revealing important structure
in case of a non-uniform density across the underlying topology (Figure 5.12a).
In contrast to this, our method effectively infers backbones that extend across the
entire original graph, while remaining near the core of the graph (Figure 5.1d).

Not or too topologically constrained Facility location problems are mainly
considered in topics such as routing, logistics, and dispatching [99]. In these sce-
narios, rather than representing the topological model underlying the graph, the
objective of the facility is to reach all nodes of the original graph as close as possi-
ble, while maintaining a low cost of the facility. These facility location problems
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are insufficient for inferring topological models underlying graphs. There may not
be any constraints on the topological complexity of the facility (e.g., in terms of the
number of leaves or multifurcations), allowing for an arbitrary complex backbone
that fails to provide insight into the underlying structure. E.g., the only topological
restriction on the facility may simply be that the facility is a tree [98]. In other
cases, the facility is topologically too constrained. In particular, facility location
problems may also search for a specific path [100], which is not suited to capture
the underlying topology in many practical examples.

Steiner trees allow some control over the topological complexity of the final
facility through the number of terminals that are specified [101]. However, the
presence of outliers or non-uniform density may be harmful when selecting these
terminals in an unsupervised manner (Figure 5.12a). Furthermore, the topological
complexity, such as the number of leaves, of the resulting (approximated) Steiner
tree is often not consistent with the number of terminals (Figure 5.12a and Section
5.7).

In contrast to these methods, our objective is to reveal the underlying topology
of a graph—the cost of which does not matter to us—in a robust and effective
way. For this reason, we are able to provide a method for tuning the topological
complexity of our backbone in a data- and scale-independent way (Section 5.5.3).

Topological bias Many facilities may just not be meaningful representations for
the underlying topology. E.g., a trivial example is the longest path through a graph
(if existing), which may ‘wiggle’ through the entire graph without reflecting the
true underlying topology, even if this is linear. Furthermore, other facilities may
only be meaningful in the absence of outliers (as also discussed above), in the ab-
sence of curvature (Figure 5.12b), or may be biased to include mostly low-weight
edges due to the minimization of a sum or maximum of the edge weights of the
facility. Extreme examples of this are the MST and its subgraphs, which ‘wiggle’
through the entire graph (Figure 5.12c).

5.7 Experiments: Inferring Backbones in a Variety
of Graphs

In this section, we show that our method is applicable to a wide variety of graphs
arising from different fields of science. For our applications, we will focus on
topological data analysis, visualization, and graph simplifications. Note that graph
simplifications recently showed to increase the performance of existing graph em-
bedding methods [102]. Our method will show to be applicable to a wide variety
of data sets, from social networks, to high-dimensional point cloud data.

We will present the ten different data sets on which we will conduct our exper-
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iments in Section 5.7.1. In Section 5.7.2, we will discuss the baseline methods we
will use to verify the effectiveness of our newly introduced method on these data
sets. In Section 5.7.3, we qualitatively discuss our obtained results. Section 5.7.4
considers the introduction and results of our quantitative metrics used to measure
the performance of our method. In Section 5.8, we will also conduct a separate
large scale experiment on 333 cell trajectory data sets, using a domain specific
baseline and set of quantitative measures.

5.7.1 Summary of the used Data Sets

We will consider various types graphs to analyze the performance of our method.

Swiss Roll (SR) The Swiss Roll is a commonly used manifold for analyzing
the performance of nonlinear dimensionality reductions [103]. We generated a
synthetic data set of 1000 points lying on such manifold. A Rips graph with 47013
edges (e = 0.75) was constructed from this data for analysis through our method.

Karate Network (K) Zachary’s karate club is a well-known social network of a
karate club, studied by Wayne W. Zachary for a period of three years from 1970 to
1972 [12]. The network consists of 34 members of a karate club. Each one of the
78 edges between pairs of members denotes an interaction outside the club. During
the study a conflict arose between the—under pseudonyms known—administrator
“John A” and instructor “Mr. Hi”, which led to the split of the club into two. Half
of the members formed a new club around Mr. Hi, whereas members from the
other part either found a new instructor or gave up karate. This splits the network
into two ground-truth communities. Furthermore, each edge is weighted with the
the number of common activities the club members took part of. We mapped each
edge weight to its inverse, as higher weights corresponded to more distant nodes
when we introduced the BC [4].

Harry Potter Network (HP) We consider an unweighted network G displaying
221 relationships between 63 characters from the Harry Potter novels. The orig-
inal graph can be found at github.com/hzjken/character—-network,
and has edges representing sentiment relationships between characters. The orig-
inal edges represented either a hostile or friendly relationship. However, we only
considered edges denoting friendly relationships between characters, as to detect
a natural flow in the network.
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Game of Thrones Network (GoT) We consider an unweighted network G de-
fined on 208 characters of the Game of Thrones saga”. This graph is obtained from
https://shiring.github.io/networks/2017/05/15/got_final.
Each one of the 326 edges between two nodes denotes either a (undirected) ‘mother’,
‘father’, or ‘spouse’ relationship.

Co-authorship Networks: KDD & NeurIPS We consider two more challeng-
ing graphs, displaying co-authorship relations for two different machine learning
and data mining conferences: KDD (Knowledge Discovery and Data Mining, 5749
nodes & 19715 edges), and NeurIPS (Neural Information Processing Systems,
6525 nodes & 15770 edges). The data used to construct this graph is publicly
available on aminer.org/citation. We only considered the largest con-
nected components of these graphs for analysis. Each edge is weighted by the
inverse of the number of papers co-authored by the corresponding two authors.
Hence, low weights imply more closely connected authors.

Earthquake Locations (EQ) We obtained a data set containing information on
80 549 earthquakes ranging between the years 1950 and 2017. This data is freely
accessible from USGS Earthquake Search. The topology underlying such a data
set was already analyzed by [13] and [3] (see also Figure 4.7a). However, con-
trary to their followed procedure, we do not restrict ourselves to a particular small
rectangular domain with a low amount of noise, do not apply any noise filter-
ing in advance, and are able to obtain a topological simplification through a kNN
graph. A random sample of 5000 earthquake locations was taken, from which we
constructed an undirected 10NN graph with 31 129 edges using the Great circle
(geographic) distances between location coordinates for analysis. These distances
where also used as weights of resulting edges.

Cell Trajectories We will first demonstrate the effectiveness of our method for
cell trajectory inference or visualization by means of a synthetic cell trajectory
data set of 556 cells in a 3475-dimensional gene expression space (SC). This data
represents a snapshot of these cells at a specific point during a cell differentiation
process. Different stages in the differentiation process correspond to differentially
expressed genes. Hence, the ground-truth underlying topology of the point cloud
gene expression data set is the (embedding of the) differentiation network. A kNN
graph (k = 10; 4646 edges) will be used to analyze the underlying topology of this

2Both the HP and GoT network depict relationships among individuals within ‘societies’. These
societies are ‘good’ and ‘bad’ in the HP network, whereas they are the houses in the GoT network.
Hence, these graphs fall under the category of graphs that are studied in social sciences. Although
one might argue whether these graphs can be considered ‘real-world’ graphs, we believe these are
examples to which many readers can relate, as to confirm the effectiveness of our method for these
types of graphs.
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data. We will conduct a similar experiment on a kNN graph (k = 5; 1543 edges)
constructed from a real cell trajectory data of 355 cells embedded into a 3397-
dimensional gene expression space (RC1), as well as on a kNN graph (k = 10;
974 edges) constructed from a second real cell trajectory data set of 154 cells in
a 1770-dimensional gene expression space (RC2). We will use the latter data set
to show how a dimensionality reduction can significantly improve our obtained
results. We will use Euclidean distances to construct these graphs, and for the
corresponding edge weights.

5.7.2 Summary of the Baseline Methods

We will evaluate the performance of our method by comparing our results to those
obtained through three different baselines, chosen to address the following ques-
tions (Figure 5.12).

1. Why do we need intermediate forest representations for backbone inference?

2. Why are our introduced pines effective forest representations?

Similar to how we can specify the number of leaves to be selected through
CLOF, each of these baseline methods will require a number of ‘important’ points
to be selected. For comparison, we will specify each baseline method to select the
same number of nodes (componentwise) as the number of leaves selected through
our own method. The different baselines we will consider are summarized below.

Facility Location + Steiner Tree (FacilitySteiner) We will use this baseline
will to investigate the applicability of Steiner trees to our problem. First, we use
an intermediate step based on facility location in metric spaces. We start by select-
ing k medoids through a partitioning around medoids (PAM) algorithm [94]. PAM
is a clustering algorithm reminiscent to the ordinary k-means algorithm [104], but
chooses data points as centers (medoids) and can be used with arbitrary distances.
Once these medoids have been selected, we pass them to an algorithm for approx-
imating a Steiner tree through these nodes, as described by [93]. The result of this
method is illustrated in Figure 5.12a.

Farthest Point Sample (FarthestPoint) Our second baseline method is inspired
by the algorithm for solving CLOF in tree graphs (Theorem 5.4.4), which includes
a farthest point sampling according to a user-defined cost function. Instead, we
apply a similar procedure to the original graph. We start with either the center
of the graph (if we only wish to select one node), or the longest shortest path
between two nodes of the graph (measured according to the original distances).
Consecutively, we connect the next farthest point to the current tree by means of
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the shortest path between them, until a prespecified number of points has been
selected. The result of this method is illustrated in Figure 5.12b.

CLOF in the Regular Minimum Spanning Forest (CLOFinMSF) Our third
baseline method is also inspired by our algorithm for solving CLOF in tree graphs.
However, this time we solve CLOF in the regular minimum spanning forest (MSF)
constructed from the original graph. The purpose of this baseline is to illustrate the
effectiveness of representing graphs through BC/LCC-pines for mining topologi-
cal substructures through CLOF. The result of this method is illustrated in Figure
5.12c.

5.7.3 Qualitative Analysis of the Results

Swiss Roll Figure 5.13 shows our considered point cloud data X lying on a
‘Swiss Roll’. Figures 5.14a-5.14d show the Rips graph constructed G from this
data, as well as the backbones obtained through our various procedures. The 2D
embedding of X was obtained through an Isomap embedding of X based on G
[103].

Various observations can be made from Figure 5.14. First, FacilitySteiner per-
forms well in terms of centering the backbone and its smoothness (Figure 5.14a).
However, it is unable to fully extend to the true ‘outside’ of the backbone, as the

Figure 5.13: 3D point cloud data X lying on a ‘Swiss Roll’. Points are colored according
to the first coordinate of the 2D Isomap embedding of X based on G. The backbone
obtained through our method curls all the way around the core of the manifold.
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(a) The linear backbone from FacilitySteiner. (b) The linear backbone from FarthestPoint.
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(c) The linear backbone from CLOFinMSF. (d) A linear backbone from the BC-pine.

Figure 5.14: Various backbones (black) through a ‘Swiss Roll’-shaped point cloud data
set. Only through the BC-pine, we are able to infer a smooth and centered backbone that
extends to the true leaves of the linear-structured model that underlies the data.

selection of medoids is not analogous to the selection of leaves through CLOF. Far-
thestPoint performs better in terms of fully extending to the true underlying leaves
(Figure 5.14b). However, the resulting backbone crosses the topology diagonally
instead of through its center, as it searches for the maximal shortest path between
two nodes. CLOFinMSF performs well in approximating a vast majority of the
nodes in G, as it ‘wiggles’ through the entire graph. The result of CLOFinMSF is
however far from smooth, and it also does not extend to the true underlying leaf
on the left (Figure 5.14c). In contrast, our newly introduced method of mining the
backbone through solving CLOF in a BC-pine performs well in terms of center-
ing the backbone, while also fully extending it to the true underlying leaves of G
(Figure 5.14d).

Karate Network Figure 5.15a shows the original Karate Network, the BC-pine,
as well as a linear backbone mined from this BC-pine. Figure 5.15b displays the
backbone where nodes are colored according to their ground-truth community.
Given the ground-truth separation of two communities, a linear backbone fits our
network well. Furthermore, this separation of the two communities is preserved
by our backbone (Figure 5.15b). We further remark that both John A (A), as well
as Mr. Hi (H), achieve a very low BC (Figure 5.15a), which coincides with these
nodes being highly transmissive nodes in the ground-truth model.

Harry Potter Network Figure 5.16 shows the original Harry Potter Network
G, an LCC-pine in G, a forest-structured backbone B mined from this LCC-pine,
and a representative cycle obtained through persistent homology of (V' (B),d¢)
(Figure 5.17). It turns out that only our newly proposed method and FacilityS-
teiner were able to actually capture Harry Potter—the main protagonist—within
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(a) A linear backbone (red edges) mined from the
BC-pine (black edges) constructed from the karate
network (grey edges).

(b) The backbone linearly separates
the two ground-truth communities
defined by the main characters: John
A (A) and Mr. Hi (H).

Figure 5.15: Our method identifies a linear backbone in the Karate network, consistent
with the ground-truth separation of the network into two different communities.
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Figure 5.16: A backbone (red edges + red vertex borders) mined from the LCC-pine (blue
edges) constructed from the Harry Potter network (grey edges). Persistent homology of the
metric space induced by the original metric in G on the nodes of the backbone can be used

to find a representative cycle missing in the backbone (orange edges). Layout provided
through a force-directed layout algorithm.
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the major component of the forest-structured backbone.

The other smaller components correspond to special cases. We let the back-
bone component of the single isolated edge of “Riddles” simply be itself (note that
both vertices have betweenness 0 in any spanning forest of the graph). The com-
ponent in the LCC-pine corresponding to the triangle of “Dursleys”, is pruned to
a single node (Theorem 5.4.8), which is chosen as the representation of this com-
ponent. Note that we also did this to obtain a representation of Pikachu’s nose in
Figure 5.11a. However, unlike for the component representing this nose, all nodes
in the triangle of “Dursleys” have an LCC of 1. Hence, there is no meaningful
interpretation to the LCC-pine having chosen Vernon Dursley as the inner node of
the corresponding linear component consisting of these three nodes in the pine.

Connoisseurs of the saga may be surprised by Harry Potter and Sirius Black
being quite distant from Albus Dumbledore, according to the linear backbone com-
ponent representing the major component of G, first needing to pass through Lord
Voldemort. This is because of the lack of ability to include cycles through a
(sub)forest representation of our original graph. However, as can be seen from
Figure 5.16, this linear component (red edges) goes all the way around through
the corresponding component. Its leaves are actually very close to each other ac-
cording to d¢g. As discussed in Section 5.5.4, persistent homology allows us to
discover that a cycle is missing from our backbone representation (Figure 5.17).
Furthermore, Figure 5.16 also displays the representative cycle corresponding to
the single identified hole in the underlying topology (orange edges), placing Harry
much closer to Dumbledore in the underlying topology of the graph.

1.5 20 25 3.0

Death

1.0

0.0 05
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Figure 5.17: The persistence diagram of (B, dg) in the Harry Potter Network reveals the
presence of one cycle (H1) missing in the forest-structured backbone representation. Note
that the multiplicity of the top left point (HO) equals three, i.e., the number of connected
components in B according to da.
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Game of Thrones Network Figure 5.18 shows the original Game of Thrones
Network G, an LCC-pine in G, a forest-structured backbone B mined from this
LCC-pine, and the union of the representative cycles for the two most persistent
holes obtained through persistent homology of (V(B),ds). Nodes are colored
according to their ground-truth community, i.e., the family they belong to.

We obtained a backbone B with 10 leaves using ‘standardized’ vertex between-
ness as cost function. L.e., the betweenness for each node was divided by the total
cost of its corresponding connected component. Note that the cost of the smaller
component in the backbone is relatively low according to its sum of (original) be-
tweenness centralities, as it contains much fewer nodes than the larger component.
Using non-standardized betweenness, one would either need to further increase
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Figure 5.18: A forest-structured backbone with 10 leaves (red edges) mined from the
LCC-pine constructed from the Game of Thrones network (grey edges). Nodes are colored
according to their ground-truth community, i.e., the House they belong to. White nodes
correspond to members that are unassigned to any house. Persistent homology of the
metric space induced by the original metric in G on the nodes of the backbone is used to
identify cycles missing in the backbone (orange edges). Layout provided through the
Fruchterman-Reingold layout algorithm.
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the number of leaves for the smaller component to be represented in the backbone,
or manually specify the number of leaves for each component.

Our backbone B illustrates well how the ground-truth communities make up
the entire topology of our graph. E.g., there is a branch corresponding to House
Tyrell, to House Greyjoy, to House Martell, to House Targaryen, .... Not only
is the backbone able to separate the communities well, but it also is able to infer
how different communities are connected. E.g, House Stark, House Lannister, the
Boltons and further on House Frey, are all connected through Sansa Stark. Eddark
Stark (often referred to as Ned Stark), connects Sansa Stark (and through her the
Lannisters, Boltons, and House Frey) to a branch of ‘older’ Starks, to House Tully,
and to House Targaryen through Jon Snow.

There are again some obvious ‘gaps’ in our backbone B. E.g., Sansa Stark
immediately connects to a branch of Lannisters through Tyrion Lannister, but to
reach the other cluster of Lannisters, she must first travel through the Boltons, and
then through House Frey, making it apparent that these groups of Lannisters form
seperated communities. Another obvious gap is present in House Baratheon, as we
first need to travel through House Lannister, House Stark, and House Targaryen be-
fore reconnecting this community. Though some smaller gaps seem to be present
as well (and may also be identified using persistent homology), the ones discussed
above correspond to the two most persistent holes one obtains through persistent
homology of the metric space (V(B), d¢g) (Section 5.5.4). The union of the two
corresponding representative cycles are shown in Figure 5.18 as well. Note that
these cycles overlap through a path between Jaime Lannister and Sansa Stark.

KDD & NeurIPS Co-authorship Network We first applied our method to con-
struct a tree-structured backbone with 5 leaves in the KDD co-authorship network.
The resulting tree graph is shown in Figure 5.19.

To verify that the cores of our tree representations, i.e., the BC-pines, indeed
correspond to meaningful core structures in the original graphs, we studied various
measures of our network when moving deeper into the backbone by pruning leaves
of the trees, namely:

« the fraction of authors still included in the subtree;
* the average number of citations of the authors still included in the subtree;

* the average year of the first publication in the considered conference across
al authors still included in the subtree.

For comparison, we compared this to the same measures for the tree representa-
tions corresponding to our baselines. This equals the regular MST for CLOFin-
MSEF, which is the solution to (5.4) for the maximal possible number of points
(leaves) that can be selected through the algorithm in the MST (Theorem 5.4.4).
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KDD

Bing Liu Christos Faloutsos Jian Pei
Padhraie Smyth Eric P. Xing Deepak Agarwal
Heikki‘Mannila Yan Liu William DuMouchel
Aristides Gionis  Claudia Perlich Vipin Kumar Naren Ramiakrishnan Corinna Cortes

Francesco Bonchi Foster Provost  Jaideep Srivastava Mohammied J. Zaki Vladimir Vapnik

HuiWang Geoffrey 1. Webb Ron Kohavi Thomas Seidl Bernhard Schélkopf
David A. Bell Zijian Zheng Carla E. Brodley BernhardPfahringer  KojiTsuda
Sarabjot Singh Anand Ying Li T. Stough Stefan®ramer  HisashiKashima
Steve Chien Luc De'Raedt Masaru Kitsuregawa

Kiri L. Wagstaff Stefan/Wrobel Masashi Toyoda
Pat Langley Bo Kang Ken-ichi Kawarabayashi
Tijl De Bie Michael E. Houle
Vladimir Estivill-Castro

Figure 5.19: A tree-structured backbone for the KDD co-authorship network with 5 leaves.
Nodes and edges are colored according to their closeness to one of the 6 resulting
branches. Layout provided through a tree layout algorithm.

Since FacilitySteiner and FarthestPoint do not make use of an intermediate for-
est representation for inferring a backbone, we analogously consider the trees that
result from selecting the maximal number of nodes during the algorithm. For Fa-
cilitySteiner, this equals the Steiner tree induced by all nodes, and hence, also the
regular MST. For FarthestPoint, we consider the tree that results from continuing
the sampling until all nodes all included. We will refer to this tree as the FPS tree.

The obtained metrics according to the number of pruning iterations are shown
in Figure 5.20. By iteratively pruning leaves, we note that the BC-pine retracts
much faster to a core structure than the regular MST, discarding the majority of
the nodes after the first iteration, a consequence of Proposition 5.3.3. The FPS tree
quickly discards of many nodes as well. However, the BC-pine retracts towards a
core structure marking authors with a high number of citations, and who have been
present very early in the considered conference. This is exactly what we expect
from the core structure of the original graph.

Note that through a similar analysis, we showed the effectiveness of the BC
over the LCC even in non-metric weighted graphs [4].
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We applied the exact same method to construct a tree-structured backbone with

NeurlPS
Michael I. Jordan
Satinder P. Singh GeoffreyE. Hintnnxl‘. Xing Andrew Y. Ng
Richard 8. Sutton Ruslan Salakhutdinov ~ Alexandér J. Smola Daphne Koller
Csaba Sz Yoshua Bengio Bernhard Schilkopf Gal Chechik
Shie Mannor unos Jason{Weston Klaus-Robért Miiller Eytan Ruppin
Ron Meir . Moore Mehryar Mohri Jakob Hi Macke David Horn
Tong Zhang Christof Koch Sanjiv Kumar Maneesh Sahani Nathan Intrator
Han Liu PietrdPerona  Ananda Théertha Suresh Krishna(V. Shenoy Leon N. Cooper
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Ashish Kapoor Balaji Krishnapuram Babak Hassibi

Eric Horvitz Gle ung David G: Stork

John V. Guttag Jude havlik Alessandro Sperduti

Figure 5.21: A tree-structured backbone for the NeurlPS co-authorship network with 5
leaves. Nodes and edges are colored according to their closeness to one of the 6 branches.
Layout provided through a tree layout algorithm.
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5 leaves in the NeurIPS co-authorshop network. The resulting tree graph is shown
in Figure 5.21.

As we did for the KDD network, we verified that the cores of our tree rep-
resentations, i.e., the BC-pines, indeed correspond to meaningful core structures
(Figure 5.22). We observe that our method provides consistent results, as again,
the BC-pine retract towards a core structure marking authors with a high number
of citations, and who have been present very early in the considered conference.

Earthquake Locations Figure 5.23 shows the result of constructing a forest-
structured backbone for our graph representing the earthquake locations through
the three baseline methods, and our newly introduced method. Each method was
specified to select 35 nodes.

FacilitySteiner is again unable to extend across the entire underlying topology,
leaving large patches unrepresented. The resulting backbone also only contains
23 leaves. The backbone resulting from FarthestPoint connects to many outliers,
prone to be selected through this method. Furthermore, the backbone also passes
through outliers, as shortest paths in the original graph will take any ‘shortcut’
available. The backbone also only contains 26 leaves. This is due to leaves added
at one iteration being connected to other leaves in further iterations. In contrast,
both backbones obtained through CLOF exactly contain 35 leaves as specified.
Both extend well across the entire underlying topology, while avoiding outliers.
Note that the regular MST avoids connecting through outliers through multiple
edges as the corresponding weights are usually high, whereas the BC-pine avoids
connecting through these as they are separated from the true core by means of
boundary nodes. The main difference between the backbones obtained through
CLOF is their size: through the BC-pine, we approximate the entire underlying
topology of the graph with less than three times the nodes than through the regular
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Figure 5.23: Backbones (red) derived from earthquakes scattered across the Earth using
various methods. (Bottom Right) A representative cycle for the most persisting hole in
(B, dg) identified through topological persistence is overlayed in orange. Only through
the BC-pine, we are able to infer a backbone that passes smoothly through the entire
graph, while avoiding outliers. We quantitatively verify this in Section 5.7.4

MST (Table 5.2). This is again a consequence of CLOFinMSF resulting in a very
‘wiggled’ backbone.

Figure 5.24 shows the persistence diagram of (V' (B), d¢)—B being the back-
bone derived through our newly introduced method—which indicates that there are
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Figure 5.24: The persistence diagram of (B, da) reveals the presence of many small,
medium, as well as larger cycles missing from the forest-structured backbone B derived
through our newly introduced method.
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many small, medium, as well as larger cycles missing from the forest-structured
backbone. Figure 5.23 (Bottom Right) also displays a cycle representing the most
persisting hole, spanning the entire Earth.

Cell Trajectories Figures 5.25 & Figures 5.26 visualize our obtained results for
the first two cell trajectory networks discussed in Section 5.7.1, as well as the
known ground-truth underlying topologies (Figures 5.25¢ & 5.26b). The point
cloud data, as well as the obtained kNN graphs and the resulting backbones, are vi-
sualized on multidimensional scaling plots using Pearson correlations as distances
between cells.

It should be noted that even though the constructed proximity graph may in-
correctly connect different parts of one or multiple branches, our method is well
able to both correctly identify and locate the present linear topology. E.g., Figure
5.25d shows that even though the kNN graph forms a cyclic structure through the
entire data, our method is able to correctly identify and locate the ground-truth lin-
ear underlying topology. In contrast, each one of our baseline methods incorrectly
connects the two underlying leaves (Figures 5.25a-5.25c¢).

Even without CLOF to infer topologies from our pine, Figure 5.25g & 5.26d
show that the BC-pine visualizes the ground-truth topologies present in the data
well through the Fruchterman-Reingold layout algorithm [105]. For comparison,
we also illustrated the regular minimum spanning tree (MST) of the graphs (Figure
5.25f & 5.26¢), from which it is a lot more difficult to visually deduce the ground-
truth underlying topologies. Furthermore, it can not be deduced from the visual-
ization in Figure 5.25f that two groups of cells are actually connected through the
incorrect region (Figure 5.25¢).

As our method is specifically developed for topological data analysis of graphs,
it is important that the ground-truth underlying topology of our point cloud data
corresponds to the underlying topology of our graph used to represent this data.
This is generally a very difficult task, especially for high-dimensional data sets
that commonly suffer from the curse of dimensionality. E.g., the Euclidean dis-
tance measure and the concept of closest neighbors become much less meaningful
in high-dimensional spaces [106]. This may lead to a low quality representation
of the data’s underlying topology through a kNN graph. Though our method was
able to infer the topology of the underlying cell trajectory network in our previous
examples, we do note that the stated observation already applies to the constructed
proximity graphs. Their quality for representing the underlying topology is af-
fected by interconnections between different parts of branches (Figure 5.25d) or
‘hubs’ that connect to many other points (Figure 5.26a). The latter is a typical
problem occurring in kNN graphs constructed from high-dimensional data [107].

We continue with our third cell trajectory data set, which is an extreme example
of how the curse of dimensionality may affect our results. Figure 5.27a visualizes
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(e) The ground-truth (f) Visualizing the MST of G using the Fruchterman-Reingold
underlying topology of X. layout algorithm.

One group of cells (1)
evolves to another (2)
through a linear
differentiation process.

(g) Visualizing the BC-pine of G using the Fruchterman-Reingold layout algorithm, with
the edges of the found linear backbone in blue.

Figure 5.25: The BC-pine allows one to both visualize and infer the underlying topology
from a synthetic high-dimensional gene expression data set through a 10NN graph G.
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(d) Visualizing the BC-pine of G using the Fruchterman-Reingold layout algorithm, with
the edges of the found bifurcating backbone in blue.

Figure 5.26: The BC-pine allows one to both visualize and infer the underlying topology
from a real high-dimensional gene expression data set through a 5NN graph G.
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(c) The ground-truth
underlying topology of X.

(d) Visualizing the MST ofé using the
Fruchterman-Reingold layout algorithm.

(e) Visualizing the BC-pine of G using the Fruchterman-Reingold layout algorithm, with the
edges of the found bifurcating backbone in blue.

Figure 5.27: The BC-pine allows one to both visualize and infer the underlying topology
from a real high-dimensional gene expression data set through a 10NN graph G.
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the point cloud data set X using diffusion map coordinates, as well as the BC-pine
of a 10NN graph G constructed from X using Euclidean distances in the original
high-dimensional space. The inferred backbone B, also shown in Figure 5.27a,
is a single node. This is because a data point v is the closest neighbor of 147
out of the 153 other data points. In the 10NN graph constructed from the high-
dimensional data, every one of these 153 data points is connected to v, and the
obtained BC-pine is a star graph as in Figure 5.5a. Making use of Theorem 5.4.8,
pruning discards all of these 153 nodes, and what remains is the single node v.

Clearly, Figure 5.27a shows that the underlying topology of G is not a truthful
representation of the underlying ground-truth topology of X. However, as com-
monly used in cell trajectory inference tools [9], a dimensionality reduction may
serve as a first step for reducing the amount of noise and improving the quality of
our representation.

Figure 5.27b visualizes the point cloud data set X using the same (first two)
diffusion map coordinates, but this time the BC-pine of a 10NN graph G con-
structed from the first three diffusion coordinates of this embedding. The underly-
ing topology of G is now a much better reflection of the underlying ground-truth
topology of X (Figure 5.27c¢), and is successfully mined through solving CLOF in
the BC-pine. Again, comparing Figures 5.27d & 5.27e, we note that the BC-pine
serves as a tool for graph visualization as well.

5.7.4 Quantitative Analysis of the Results

As to evaluate the performance of our method, ideally one would have access to a
ground-truth underlying graph-structured topology. However, not only is it diffi-
cult to assess whether there exists a homeomorphic mapping from one (geometric
realization of a) graph to another [108], more often than not we do not have access
to a ground-truth model (Section 3.4).

Nevertheless, in Section 5.7.4.1 we will introduce general metrics allowing us
to support and interpret our obtained results, which we will summarize in Section
5.74.2.

Furthermore, we will conduct a separate large scale cell trajectory inference
experiment in Section 5.8. The knowledge of ground-truth topologies as well as
the recent development of quantitative metrics for comparing different cell trajec-
tory inference tools [9], allows us to objectively measure the performance of our
method for this purpose.

5.7.4.1 Introducing General Quantitative Metrics

We will consider a variety of metrics that allow us to meaningfully interpret how
well our inferred forest-structured backbone B models the underlying topology
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of a graph G. All these metrics will have an intuitive meaning, and are mostly
inspired by easily interpretable concepts from simple linear regression.

Model size The relative size of B compared to G should be small. The reason
for this is that we want to ‘explain’ the entire graph G through only a few landmark
nodes. Hence, one may measure n%, the percentage of nodes from G still included
in the resulting backbone. Similarly, one may considering m%, the percentage of
nodes from G still included in the resulting backbone. However, in case of forest-
structured backbones, there is an explicit relation between the original size number
of nodes in G, n%, and m%, so that this latter quantity is redundant.

Goodness of fit Although we prefer a simple model, we still want to fit our data
sufficiently well (compare Figure 3.3 to Figure 5.28a). Therefore, we may consider
the metric

ZUEV(G) de(v, B)

ZveV(G) de(v,Ca)’

where d¢ (v, B) denotes the distance of v to its closest node in B, and d¢ (v, Cg)
denotes the distance of v to its closest node in the center Cq of GG, defined as

R(B)=1-

Cg = {u e V(G): (Vv € [u]lg) ( max dg(u,w) < max dg(v,w))} ,
we[u]a welu]a
i.e., the set of nodes u with minimum eccentricity in their respective connected
component [u] of G. Inspired by the coefficient of determination in linear regres-
sion, we consider this metric to be a measure for how much of the ‘variance’ in our
graph G is explained by the model B. However, we choose to not consider squared
distance as in the usual definition of this coefficient, to lessen the effect of outliers.
As we do not assume G to reside in any vector space, there is no definition of an
‘average’ node. Hence, our notion of ‘mean’ is fulfilled by the ‘center’ in graphs.

Topological complexity The linear backbone B in Figure 3.3 fits the graph G
well. In this case, it captures the ground-truth topology of G, which was con-
structed from a noisy point cloud X sampled from a line segment. Apart from a
single point, it is the ‘simplest’ graph-structured topological model that may oc-
cur. It has a straightforward geometric realization without any singularities, being
the line segment [0, 1]. Clearly—and as our good friend Occam would agree—
topological less complex models like these are preferred over topologically more
complex models. E.g., Figure 5.28b shows another possible backbone in GG, which
approximates G nearly equally well (and smooth, see also the next metric), but
clearly the extra branches are redundant. Various terms quantifying the topological
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(b) A graph G (nodes in blue) and a subgraph B3 (red) of G which incorrectly represents the underlying
topology of G.

= model
* data

(c) A graph G (nodes in blue) and a subgraph B (red) of G that ‘wiggles’ through the entire graph G.

Figure 5.28: Various examples of ‘bad’ backbones.

complexity of the backbone, such as its number of leaves, cycles, and/or multifur-
cations, can be considered. We will consider the number of leaves, which can be
directly controlled through CLOF.

Smoothness We want our backbone B to pass ‘smoothly’ through our graph,
instead of ‘wiggling’ through many nodes. The intuition behind this is similar to
preventing overfitting in linear regression (compare Figure 3.3 to Figure 5.28c). To
this end, we compute the projection Gg of G on B, by connecting each node of G
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Figure 5.29: The projection G (red) of the graph G on the backbone B, displayed in
Figure 3.3.

through its shortest path to B. Figure 5.29 illustrates as an example the projection
G p of the graph G on its backbone B shown in Figure 5.29. We then compute the
ratio o = %, where u and v are the most distant nodes in G. Hence, o(B)
denotes how well the distance between the two furthest points in G is preserved
through B. Note that trivially o(B) = 1 if B was obtained through FarthestPoint.
Furthermore, o is ‘penalized’, i.e., further from 1, when centering our backbone
and preventing it from passing through outliers. However, this is exactly what we
want. E.g., Figure 5.30 shows a backbone B that is the (not necessarily longest)
shortest path between two points. We see that instead of being centered in the main

core of the graph, it passes through outliers to reach one destination from another.

= model
* data

Figure 5.30: A graph H (nodes in blue) and a subgraph By (red) of H which passes
through outliers instead of being centered in H.
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Commute time preservation A good backbone B should capture the geomet-
rical properties, and hence, preserve the metric of the original graph G well. Un-
fortunately, this is one the most difficult qualities of a forest-structured backbone
B to assess. Missing cycles may result in failing to preserve the original metric,
whereas in the case of curvature and outliers, we actually wish to not preserve the
original metric as close as possible. To this end, we consider the correlation cor,
between the average commute times of the original graph GG and the projection of
G on G g [109]. These commute times are based on a Markov-chain model of ran-
dom walk through the graph, which have shown to effectively deal with outliers in
graphs [110]. Note that however, this metric does not account for the fact that we
cannot include cycles in a forest-structured backbone.

5.7.4.2 Quantitative Summary of our Results

Table 5.1 summarizes the settings in terms of leaves we used to obtain the back-
bones for the graphs discussed in Section 5.7.3 through our method. Each of our
baselines also requires a number of nodes to be selected per component, for which
we used the komp-row of Table 5.1.

SR|K| HP |GoT|NeurIPS |KDD |EQ |SC|RCI1 |RC2
Ko 10 | 10 |50
Fepec 10| 5 5 |35
Feomp| 2 |2 [2-20 82| 5 5 (35233

Table 5.1: Input and output summary to obtain a forest-structured backbone through BCB.
Kmax: upper bound on the total number of leaves for solving CLOF to increase efficiency
(blank if not specified). kspec: the specified number of leaves to be selected once the
subforest had been fully grown or up until the maximum number of leaves (blank if
estimated through minimizing second-order finite differences). Kcomp: the number of
resulting leaves for each connected component (0 meaning a backbone component
consisting of one node).

Table 5.2 summarizes the network sizes for each graph G (n = |V(G)|,
m = |E(G)|), runtimes, and our quantitative results for the metrics introduced
in Section 5.7.4.1. All these results were obtained using non-optimized R code
on a machine equipped with an Intel® Core™ i7 processor at 2.6GHz and 8GB of
RAM. Note that the specified runtimes in Table 5.2 for our method are those when
given the (possibly infinite) upper bounds ky,,x from Table 5.1. The runtimes for
the baselines are those when specified to exactly select k.omp nodes. We observe
that our method scales well to graphs with thousands of nodes.

Our method also scales well according to the topological complexity, whether
given or bounded by a number of leaves. In contrast, FacilitySteiner is signifi-
cantly slower when selecting more medoids in higher order graphs, taking 8.6min
for the earthquakes data. Since the placement of medoids through FacilitySteiner
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time | n% | R o |corae | Keomp
FacilitySteiner | 4.19s | 1.0% |0.69| 0.997 | 0.48 | 2

SW;;:‘S:R%IO(OSR) FartherstPoint | 4.71s | 2.1% [0.88| 1 |0.49| 2
m— 47013 CLOFinMSF | 2.66s | 28% |0.93| 0.62 |0.16 | 2
CIOFinBC-pine | 3.41s | 2.3% [0.89| 0.97 [ 049 | 2
Karate (K) FacilitySteiper 0.046s | 12% (0.40| 1 035 2
n— 34 Farthe.stPomt 0.005s| 21% (0.48 1 036 2
m— 78 CLOFinMSF | 0.31s | 26% |0.54| 0.90 |0.39| 2
CIOFinBC-pine |0.018s| 12% [0.44| 0.95 [ 0.39| 2
FacilitySteiner |0.029s| 10% |0.50 1 0.96 |2-2-0
Ha“ynpi“gg (HP) FarthestPoint [0.007s| 16% (053] 1 096 |2:2:0
m— 291 CLOFinMSF |0.067s| 16% |0.53| 1 0.96 |2-2-0
CIOFinLCC-pine| 0.23s | 21% |0.56 1 0.96 |2-2-0
GoT FacilitySteiper 0.22s | 17% |0.72| 1 093 | 7-2
n — 208 Farthe.stPomt 0.026s| 29% (0.76 1 0.90 | 8-2
m — 396 CLQFmMSE 0.13s | 26% |0.78| 0.95 |0.90 | 8-2
CIOFinLCC-pine| 0.40s | 29% |0.81| 1 091 | 8-2
KDD FacilitySteiper 20s {0.19%0.22| 0.94 | 0.13
0 — 5TAT Farthe§tP01nt 11s |0.77%0.21 1 0.14
m— 19751 CLQFmMS'F 4.5s |3.3% |0.32| 0.55 |0.12
CIOFinBC-pine | 32s [0.87%|0.31| 0.87 | 0.16
FacilitySteiner | 20s [0.19%0.14| 1 0.15
:i“g; FarthestPoint | 125 [0.72%|0.18| 1 | 0.16
CLOFinMSF 5s 1.9% [0.23| 095 |0.12
m = 15770

CIOFinBC-pine | 30s [0.88%0.26| 0.84 | 0.14
FacilitySteiner |8.6min| 8.4% |0.96| 0.81 | 0.56
FarthestPoint 14s | 9.6% |0.97 1 0.59
CLOFinMSF 14s | 54% [0.99| 0.69 |0.28
CIOFinBC-pine | 24s | 16% [0.99| 0.79 | 0.58
FacilitySteiner | 0.16s | 1.6% |0.59(0.9994| 0.52
FarthestPoint | 0.14s | 2.2% [0.59 1 0.48
CLOFinMSF |0.034s| 7.9% |0.82| 0.56 | 0.50
CIOFinBC-pine | 0.49s | 5.2% |0.81| 0.53 | 0.65
FacilitySteiner |0.073s| 2.3% |0.50| 1 0.67
FarthestPoint | 0.05s | 4.2% [0.59 1 0.68

Earthquakes (EQ)
n = 5000
m = 31 146

Synth. cells (SC)
n = 556
m = 4636

Real cells 1 (RC1)

WLWLWRWWWRINPERERE DR unwuuuw

n?ff’gjg CLOFinMSF | 0.052s | 9.6% [0.67| 0.52 | 0.64

- CIOFinBC-pine | 0.15s | 5.4% |0.64| 0.78 | 0.67
FacilitySteiner |0.048s| 6.5% |0.60| 1 0.67

Real 662312551”2) FarthestPoint  [0.017s| 11% [0.67| 1 |0.69
o CLOFinMSF  |0.029s | 34% [0.83| 0.60 | 0.46

CIOFinBC-pine | 0.38s | 11% |0.73| 0.81 | 0.68

Table 5.2: Quantitative summary of our experimental results. Our method for mining
backbones in graphs through forest representations is marked in blue.
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is density based, it also struggles to identify important regions that make up the
topology, even when specified to select the correct number of nodes to do so (Fig-
ure 5.12a). Clear examples of this are the bifurcating real cell trajectory data sets,
for which FacilitySteiner infers a linear trajectory. Furthermore, unlike Farthest-
Point and the backbones constructed through CLOF, there is no straightforward
way to extract the result for a lower number of selections through the output of
FacilitySteiner. One needs to rerun the entire algorithm for this, making it difficult
to tune the resulting topological complexity through FacilitySteiner.

Overall, not a single metric is able to fully quantify the global performance of
each method on its own. Note that we did not mark ‘winning’ values, as extremes
may also indicate a bad performance (e.g., o is always 1 for FarthestPoint). How-
ever, we note that these metrics strongly support our observations up until now.
E.g, CLOFinMSF often results in the best approximation of the original graph
(high R), at the cost of including many more nodes (high n%), and ‘wiggling’
through all of them (low o). In contrast, our method provides a backbone that ap-
proximates the original graph nearly as well (sometimes even better), using much
fewer nodes in order to do so. This is most notably the case with the Swiss Roll
(n% = 2.3%, R = 0.89 with our method vs. n% = 28%, R = 0.93 with CLOFin-
MSF), the KDD network (n% = 0.87%, R = 0.31 vs. n% = 3.3%, R = 0.32),
the NeurIPS network (n% = 0.88%, R = 0.26 vs. n% = 1.9% and R = 0.23),
and the earthquakes (n% = 16%, R = 0.99 vs. n% = 54%, R = 0.99). Our
method also results in a consistent smoothing for the co-authorship graphs, unlike
CLOFinMSF (respectively, o = 0.87 (KDD), o = 0.84 (NeurIPS) vs. ¢ = 0.55
(KDD), 0 = 0.95 (NeurIPS)).

FacilitySteiner and FarthestPoint often result in smaller (low n%) and smoother
(high o) backbones, however, at the cost of providing worse approximations (low
R) of the original graphs. This can be either due to failing to span the entire graph
(FacilitySteiner), or failing to center the resulting backbone in the graph (Farthest-
Point).

All methods perform similarly well in terms of preserving the average com-
mute times. The most notable exceptions are where either CLOFinMSF performs
worse, such as the Swiss Roll (cor,e; = 0.49 with our method vs. cor,y = 0.16
with CLOFinMSF), the earthquakes (cor,ey = 0.58 vs. coryey = 0.28), and the sec-
ond real gene expression data set (cory,y = 0.68 vs. corye = 0.46), or where our
method performs better, i.e., for the synthetic cells (cory = 0.65 vs. a maximum
of 0.52 for the other methods).

The main networks contradicting the observations above, are the unweighted
networks (HP & GoT). Here, our method actually results in the best approximation
of the original graph (R equals 0.56 and 0.81, respectively), while remaining a
smooth approximation (o equals 1 twice) that well preserves the average commute
times (cor, equals 0.96 and 0.91, respectively). Furthermore, our method appears
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to provide the least smooth approximation for the synthetic cell trajectory data set
at first sight (o = 0.53). However, through Figures 5.25a-5.25d, we have shown
that our method was the only method capable of identifying the true underlying
topology. The longest shortest path in the original graph—used for computing
o—incorrectly connects the two underlying leaves (Figure 5.25b), which explains
this result.

5.8 Backbone Inference for Cell Trajectory Inference

The results we obtained through our newly introduced method, in this section ab-
breviated to BCB (Boundary Coefficients to Backbone), on the cell trajectory data
sets in Section 5.7.3, lead to a new cell trajectory inference method.

1. start from a (high-dimensional) expression data set X;

2. use a dimensionality reduction method to reduce the (high-dimensional)
noise in X;

3. construct a kNN graph G from the lower dimensional representation of X;
4. construct the BC-pine in G;

5. identify the underlying topology from the pine by means of (5.4).

Contrary to many of the existing cell trajectory inference tools [9], we do not
require the data to be represented in a vector space, can infer more complex topolo-
gies than linear, bifurcating, or connected ones, and do not preprocess the data
through a clustering method.

We will evaluate this new method on a combination of 227 synthetic and 106
real gene expression data sets, all of which (including those above) may be ob-
tained from https://zenodo.org/record/1443566#.Xab5deYzal2.
The number of cells (observations) ranged from 59 to 13 281, while the number of
genes (features) ranged from 373 to 23 658. The underlying ground-truth topolo-
gies consisted of a mix of linear structures, bifurcating, tree graphs, forest graphs,
as well as general graphs, i.e., with cycles. We will also evaluate our method for
various kNN graphs k € {5, 10, 15,20, 25} constructed from each of these con-
sidered cell trajectory data sets, to evaluate the sensitivity of our method to the
choice of this parameter.

We will compare our new cell trajectory inference method to Slingshot [63],
which is the top ranked method for cell trajectory inference in terms of accuracy
in [9], who developed a wrapper to provide a common input and output model
that allows one to compare different cell trajectory inference methods. Slingshot
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requires a clustering of the cells into groups to start with, builds a minimum span-
ning tree on these clusters, and refines the such obtained tree by means of principal
curves [111]. Note that the clustering method required for being able to compare
Slingshot to other cell trajectory inference methods has been provided by [9].

Each of our 333 considered data sets described in Section 5.7.1 was embed-
ded in a 20-dimensional space using diffusion maps with Pearson correlations
and standard settings in R. Consecutively, we estimated the intrinsic dimension
d, 3 < d < 20, of our data using an inference method based on the eigen-
multipliers of the embedding. We implemented the same inference method as the
wrapper for Slingshot developed by [9]. The code for this wrapper can be found
on https://github.com/dynverse. We evaluated our method over mul-
tiple values k € {5,10, 15,20, 25} for building kNN graphs from our diffusion
coordinates, using the Euclidean distance between points. The resulting proxim-
ity graph was used to construct a BC-pine, from which we mined the underlying
topology using CLOF. A number of leaves [, 2 < [ < 30, was estimated for each
connected component in our BC-pine, by minimizing the second-order finite dif-
ferences of the function mapping the number of leaves to the corresponding vertex
betweenness cost, as discussed in Section 5.5.3.

We used the four metrics suggested in [9] to quantify the quality of our inferred
trajectories, which we summarize below. For full details on the exact computation
of these metrics, we refer to [9].

* The correlation between geodesic distances, measuring if the positioning of
cells is similar in the ground-truth and inferred trajectory.

* The Hamming-Ipsen-Mikhailov (HIM) metric, measuring the similarity of
the weighted adjacency matrices of the ground-truth and inferred trajectory.

e The FI1 score between branch assignments, measuring the similarity be-
tween the assignment to branches in the ground-truth and inferred trajectory.

* The correlation between important features, measuring if the same differen-
tially expressed features are in the ground-truth and inferred trajectory.

All these metrics lie within [0,1]. Higher values correspond to better perfor-
mances. We also evaluated the computational cost of our approach in terms of
runtime (in seconds) and storage (in GB). Figure 5.31 visualizes the performance
for each considered metric, as well as for various choices of k(NN graphs), through
cumulative distribution plots.

We first note that the overall performance of our cell trajectory inference method
is stable when it comes to the choice of k. In terms of the obtained results, our
method turns out to be comparable to Slingshot. We especially note an increase
in performance when it comes to the correlation between geodesic distances. Fur-
thermore, our method scales at least as well as Slingshot in terms of runtime, which
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Figure 5.31: Various metrics for evaluating BCB as a cell trajectory inference tool, with
and without the number of leaves as prior, sorted according to performance for each
method. Our method shows to be comparable to the state-of-the-art for cell trajectory
inference for all considered metrics. However, unlike Slingshot, our method allows to pass
the number of leaves to the CLOF-algorithm, increasing the overall performance.

is mostly affected by the choice of k, i.e., the density of Ho(D) (Theorem 5.2.13).
In terms of storage, our method does scale worse. However, it turns out this is due
to computing and storing the entire Pearson correlation matrix for the embedding.
Given the dimensionality reduction, our method scales better in terms of memory
than Slingshot, through implementing 5.2.13 by means of sparse matrices (Algo-
rithm 3), and cleverly making use of Theorem 5.4.8.

Slingshot does seem to perform better when it comes to the HIM-metric. Inves-
tigating this further, the HIM and F1 scores are mostly affected by the prediction
of how many leaves are present in the underlying topology. Figure 5.32 shows
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Figure 5.32: Distribution of the number of leaves across our 333 cell trajectory data sets.

the distribution of the number of leaves across our 333 cell trajectory data sets
described in Section 5.7.1. Note that a trajectory with less than two leaves must
include a cycle. The distribution of the (true) number of leaves across our cell
trajectory data sets in Figure 5.32 shows that the cumulative plots in Figure 5.31
may be greatly affected by the performance on linear and bifurcating topologies,
making up the majority of the trajectories. Especially on bifurcating topologies,
Slingshot seems to provide a better estimate on the number of leaves (Figure 5.33).

We also evaluated the performance of our method when we know the true
number of leaves in our network (Figure 5.31). In case of less than two leaves, e.g.,
which may be the case if the ground-truth topology is a cycle, we still estimated
the number of leaves as above. Note that Slingshot does not allow one to input the
number of leaves as prior.

We observe that the performance of our method now increases in terms of all
three of the HIM metric, F1 score, and correlation between important features,
most significantly for the latter two. The lack of change in the correlation between
geodesic distances may be explained by this metric not being affected that much
by shorter branches. These branches are often excluded from our original inferred
trajectory, as our estimate based on minimizing second-order-finite differences was
generally too low (Figures 5.32 & 5.33).

The results summarized in this section show how our newly introduced opti-
mization problem constraining the number of leaves (5.4) leads to a highly effec-
tive cell trajectory inference tool. If prior knowledge on the number of leaves in the
ground-truth model is available, BCB outperforms Slingshot—the until now most
accurately ranked state-of-the-art method for cell trajectory inference—in terms
of the metrics introduced by [9]. Without this prior knowledge, BCB is compara-
ble to Slingshot by using our currently heuristic (elbow) estimator (Section 5.5.3).
Slingshot is however unable to take the number of leaves as input. Hence, un-
like Slingshot, BCB allows one to incorporate effective and independent machine
learning models for estimating the number of leaves. This may eventually lead to
a new best performing CTI method, even when no prior knowledge is available.
Yet, in the following chapter, we will show that (and why) accurately predicting
these leaves may be difficult based solely on topological information.
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Figure 5.33: Normalized confusion matrices showing the true vs. the predicted number of
leaves. Note that all methods output a trajectory with at least two leaves. In the case of 11
gene expression data sets, the number of neighbors k = 5 was too low to represent the
connectedness of the true model through a neighborhood graph, resulting in fragmented
backbones with many leaves (ranging from 17 to 104). These predictions were discarded
from the corresponding confusion matrix for visualization purposes.
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5.9 Discussion and Conclusion

Investigating and visualizing simplified graph-structured topologies in data is a
core problem in many fields of science. We provided an effective method for back-
bone inference, by introducing a simple but crucial intermediate step that showed
to be highly beneficial throughout this entire paper. That is, designing a forest
representation from which we may efficiently, robustly, and meaningfully mine
topological substructures.

We introduced the boundary coefficient (BC) to locate core topological struc-
tures well in many complex graphs. Contrary to existing vertex measures, this
coefficient is specifically designed for this purpose. Hence, the BC overcomes
many difficulties faced with when dealing with this problem, such as applicability
to complete networks, robustness to outliers, and the ability to deal with non-
uniform branch lengths and curvature. Along with this, we provided extensive
theoretical results concerning the computation of the BC, its robustness, as well as
its relation to the ordinary local cluster coefficient. We showed that together, the
BC and our introduced concept of f-pines, provide effective forest representations
in which many concepts of graph theory, such as longest paths and betweenness
centrality, become both efficiently computable, and topologically meaningful.

Our newly introduced graph-optimization problem termed Constrained Leaves
Optimal subForest (CLOF) led to various interesting theoretical results. CLOF
induces a nontrivial monotone submodular set function maximization problem
subject to a cardinality constraint on tree graphs, for which a greedy approach
provides an exact solution in polynomial time. We furthermore illustrated the
importance of this problem, as well as the effectiveness of its solution, for min-
ing substructures through forest representations. All together, we provided a new
method for topological data analysis of graph-structured data. We qualitatively
and quantitatively demonstrated that our method leads to effective graph-structured
models—balancing their size, goodness of fit, smoothness, and average commute
time preservation—in many types of synthetic and real world data sets. These
may be given weighted or unweighted graphs, point cloud data sets embedded in
(non-)Euclidean metric spaces, or high-dimensional data sets.

There is no single best method when it comes to extracting the backbone from
a network. There will be cases where our approach will not be the best one as
well. Examples are when the connectedness of our graph does coincide with the
connectedness of its model, or in case of metric data, when the used proximity
graph is not a truthful representation of the underlying model (Figure 5.27a). Nev-
ertheless, our results convincingly show that we provided a very promising method
across a broad spectrum of realistic applications.






Topological Signatures through Graph
Approximations

This chapter is based on the following paper.

* Robin Vandaele, Bastian Rieck, Yvan Saeys, and Tijl De Bie. Stable Topo-
logical Signatures for Quantifying Patterns through Graph Approximations
of Metric Trees. Submitted to Pattern Recognition Letters, 2020. (Under
revision)

6.1 Introduction

In the previous chapter we presented a method for inferring topological subgraph
models, i.e., backbones in graphs. We showed how this led to a new CTI method,
competitive with the state-of-the-art. However, we observed that CTI methods
struggle to correctly infer the number of leaves, or that even high-ranked methods
do not perform well on many data sets.

In this chapter, we introduce topological signatures that allow us to investi-
gate these issues further. These signatures are obtained through 0O-dimensional
persistence of arbitrary graph approximations. The term ‘approximations’ is to be
loosely interpreted, in the sense that we are given some graph that is meant to cap-
ture topological information of the data at hand. This can be a Rips graph, kNN
graph, minimum spanning tree, or any type of neighborhood graph constructed



144 CHAPTER 6

from the data. Furthermore, this may also be the result of a (graph) model infer-
ence method such as the Mapper algorithm or one of the CTI methods we discussed
in the previous chapter.

In Section 6.2, we illustrate why it may be practically more useful to guarantee
that topological signatures are preserved well, rather than the (inferred) topolo-
gies. In Section 6.3, we discuss topological persistence through sublevel filtrations
of graph approximations, and why an arbitrarily good preservation of both dis-
tances and functional values cannot guarantee an arbitrarily good approximation
of the ground truth topological signatures. Note that this idea has been previously
illustrated for Rips graphs [112], and we generalize this to any given graph. We
also present and prove a new stability result for metric trees. Next, in Section 6.4
we use this to study and compare topological signatures for cell trajectory data
sets, from which we will be able to conclude the presence of the issues mentioned
above. Hence, in this chapter we present the use of our signatures in an exploratory
data analysis setting, rather than for solely topological inference. Furthermore, we
will discuss how we may regard these signatures as a method for quality control
specifically in the field of CTIL.

6.2 On Preserving Topology vs. Geometry

Recall our example in Section 2.3 that stated a coffee mug and a donut are topo-
logically equivalent. Nevertheless, they are clearly geometrically distinct. The
concept of an isometry between spaces is strictly stronger than the concept of a
homeomorphism between spaces. One may therefore think that one should at least
guarantee that we are able to correctly provide all topological information, be-
fore we can provide additional geometric information. However, this is generally
untrue. An example to illustrate this is shown in Figure 6.1.

Figure 6.1 shows two different point cloud data sets. One of them is sampled
from a ground truth ‘H-structured’ model, whereas the other is sampled from an
‘X-structured’ model. The middle branch of the H-structured model is so short,
that without displaying the ground truth models, it becomes nearly impossible to
visually distinguish the underlying models of the point clouds. Naturally, the same
holds algorithmically. E.g., in [13], the authors require that the metric distortion is
bounded by a function of the shortest branch length of the underlying topology to
guarantee its correct reconstruction (Chapter 4).

Although the answer to both questions “are the underlying models homeo-
morphic” and “are the underlying models isometric” is either yes or no, the latter
question admits some form of quantization that expresses to which extent the an-
swer is true, in terms of the Gromov-Hausdorff distance. This means that even
though our inferred model may be topologically completely incorrect, it can be
geometrically arbitrarily close to our correct model [6].
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Figure 6.1: Point cloud data sets sample from (Left) an H-structured and (Right) an
X-structured topology. The ground truth models are shown in red. As the middle branch of
the H-structured topology is short relative to the amount of noise in the data, its underlying

topology becomes difficult to distinguish from an X-structured topology. The purpose of
this section is to theoretically and practically quantify that these patterns are similar.

In this chapter we will not present a formal model inference method as in
Chapters 4 & 5. We will study topological signatures of metric trees, obtained
through graph approximations, that are exactly preserved well whenever the ge-
ometry of the model is preserved well through the approximation in terms of the
Gromov-Hausdorff distance. Even if topological inference from these signatures
may remain difficult, these allow us to provide a powerful quantization whether
two (underlying) models, such as those in Figure 6.1, are indeed similar.

6.3 Topological Persistence through Graph Approx-
imations

Fig. 6.2b shows that ‘regular’ (O-dimensional) persistent homology (Section 2.5.2.2)
of the point cloud data set X shown in Fig. 6.2a misses out on capturing any topo-
logical information other than the underlying model being connected. We can
however equip X with a function f that expresses how far a point is from the
data center. To this end, we first constructed a 10NN graph G from X, and then
computed its negative eccentricity function f = —&g, where

Eq = da(-, ).

G = maxdg(-, z)

After rescaling both f and the shortest path distance metric dg on G to [0, 1], the
Rips based signature presented by [113] for the metric space (X, dq) equipped
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Figure 6.2: (0-dimensional) Rips based signatures for a point cloud data set X, and a
custom defined filtration on a 10NN graph G constructed from X. The lower and upper
limits of the diagram axes are defined through the first and last ‘time’ a simplex is added to
the complex, respectively.

with resulting normalized centrality function
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which more formally equals the (0-dimensional) persistence diagram computed
from the filtration

(VR (Fi(66))) e

(both the Rips graph as well as the subset of data points on which is constructed are
indexed by the same time parameter ¢) now captures some additional structural in-
formation. The three ‘leaves’ present in the topology underlying X correspond to
the three most elevated points in the diagram (Fig. 6.2c). However, the components
representing these leaves merge quickly before reaching the center of bifurcation,
due to the addition of higher weight edges at later times ¢. In contrast to this,
(0-dimensional) persistent homology of the sublevel filtration

(Fi(%0) = Gl{v € V(G) : %a(v) < 1}])

teR
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easily identifies the presence of three leaves. Here, G[U] denotes the subgraph of
G induced by the set of nodes U C V(G).

The purpose of this section is to provide a more formal theoretical foundation
for last this type of persistence through such graph approximations. In Section
6.3.1, we will illustrate the concept of stability through graph approximations, and
discuss the main obstacles for introducing an immediate stability result. In Section
6.3.2, we prove a new stability result for metric trees.

6.3.1 Stability through Graph Approximations

In this section, we introduce our first theorem, leading to our novel stability result
in Section 6.3.2. We also discuss the necessity to split this result into two main
parts (Th. 6.3.1 & 6.3.3).

The following theorem states that for any correspondence C' between the points
in a metric space (X,dx) and nodes in a graph G, and functions f : X — R,
g : V(G) — R, one may bound the bottleneck distance between the diagrams for
f and g by a value m = max{a, b}, measuring how well f and g preserve the
connectivity in their respective sublevel filtrations under C'.

Theorem 6.3.1. Let (X, dx ) be a connected metric space, G a graph, f : X — R
a tame function, and g : V(G) — R. Let a,b > 0, and suppose C C X x V(G)
is a correspondence with the following properties:

cife ~yin{z € X : f(z) <t} and (z,u),(y,v) € C, then u ~ v in
Glw € V(G) : g(w) <t +a),

s ifu~wvinGw e V(G): g(w) <t] and (x,u), (y,v) € C, thenu ~ v in
{ze X : f(z) <t+10}

where - ~ - denotes that two points are connected in their respective (not nec-
essarily topological) space, and G|U] denotes the subgraph of G induced by the
nodes U C V(G). Then

dy (ngo (ﬁ(f)) ,Dgm, (]?(g))) < max{a,b} .

Proof.  Our proof will use the concept of merge tree (Section 2.7). Note that the
merge tree Ty is immediately defined. However, the nodes in G generally do not
compose a connected topological space (e.g., for the metric dg). We therefore
take |G| to be any geometric realization of GG, defined through a set of functions
¥ : V(G) — R%, and a smooth curve ¢, : [a., b.] — R? for each edge e € E(G),
and extend g to |G| through linear interpolation, i.e.,

be —t
be — ae

t— ae

gl =Gl > R :y =@ (t) — g9 (¥ (ae)) + g (b))

be_ae
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For the rest of the proof, we will identify nodes v € V(G) with their images
¥(v) € |G|. It holds that Dgm, (F(g)) = Dgmy (F(|g|)) [36,114]. Now let
Ty and T}, be the merge trees of f and |g|, respectively. Note that their elements
(points) are equivalent classes. Furthermore, w.l.o.g. we may assume that the
topology on a merge tree T}, is induced by the metric

dTh, ([(m, t)]Th? [(xlv tl)}Th)
= 2min {7 > max{t, ¢} : [(2,0)], = [(2/0)], } ¢~ 1"

Let p := max{a, b}, and consider the mapping
ot - Tf — T‘g‘ . [(.%‘,t)]Tf — [(y,t+ M)]T‘g‘ s

where y is any node of G' such that (z,y) € C. Suppose [(z,t)]r, = [(z/, )],
for some z, 2’ € X and¢,t’ € R. Asin Section 2.7, it follows that t = ¢/, with (by
definition) ¢ > max{f(z), f(«')}, and (x,t) and (2’, ¢) are connected in 7_1(15).
Then necessarily = and 2’ are connected in F;(f). To see this, observe that if (z, t)
and (2, t) are connected trough the path P x {t} in f ' (¢), with P C X, then P
connects = and 2’ in F;(f). If now y,y' € V(G) are such that (z,y), (z/,y') €
C, then by assumption y and y are connected in G[w € V(G) : g(w) <t + p,
and hence, in F;4,(|g|). This shows that [(y,t + /‘)]Tm = [(¢,t+ H)]Tm’ S0
that o is well-defined. Now take [(z,t)]r;, [(2',t')]7, € Ty, and suppose that
(x,y), (2',y") € C. By our assumption, it holds that

[@.D)]y, = [0 Dy, = (@04 w)]p, = [0 T4 m)]y, -

Hence, we find that
dry,, (o ([(2,D)]z,), o ([(2",)]1,))
=dn,, (((y.t +Wln,. [V ¢ + w)]r,,)
— 2min {t > max{t,t'} +p: [(v,7)],, = [(y’,t”)}Tlg‘} —t—t' —2u
n{ > max{t,¢'} s [(0,0)]y, = [(&/,0)]p, }+ 20—t =¥ 20
=dr, ([(z. )]z, (&, 1)]7,)

so that o** is continuous.
Now consider the mapping

<2

pr: T‘g\ - Tf : [(‘pe(s)vt)]T\g\ = [(m7t+u)]rf )

where z is any point of X such that (z,arg min,c. g(v)) € C. Suppose that
[(SDG( ) )]T\g\ = [(908’(5,)7tl)}T\g\ fore, e’ € E(G)’ s € [a€7b€]’ s’ € [ae’abe’]’
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and ¢,¢' € R. Again, we have t = ¢/, and ¢.(s) and p./(s") are connected
in 7;(|g|). By definition of g, arg min,e. g(u) and arg min,c. g(v) are then
connected in Glw € V(G) : g(w) < t]. As before, this shows that 5" is well-
defined. Now take [(¢e(s),?)]T, , [(e (s'),')]T, € Tlg), and suppose that
(x,u = arg minge. g(u)), (¢',v = argmingye g(v)) € C. Observe that . (s)
and u, resp. . (s') and v, are necessarily connected in Fyaxis,1(|g]). Hence,
we find that

dr, (B"([(¢e(s), D)]m,, ), B ([(0er (5'), ¢)],))
= dr; ([(z,t + )]y, (2", + 1)), )
= 2min {7 > max{t, ¢} + o [(,0)] 7, = [(@0)] 5, }— ¢ =t = 20
< 2mm{52 max{t,t'}: [(u, )], = [@.D)]y p+2m—t—t—2p
{72 max{t 0} (09D, = (006D, } =00

dT\q\ ([(L,De ) ]T|q\7 [(cpe/(s >7t/)]T\g\) )

so that 5" is also continuous.
Now take any [(x,t)]7, € Ty. Clearly, it holds that

gl ([(z,O)z,) = t + = F([(2,D)]z,) + p.
Furthermore, for (z,y) € C, we have
5# (O/L ([(1‘, t)]Tf)) = BH ([(ya t+ /L)]Tm\) = [(l‘, t+ 2:“‘)]Tf
=2 (I(x, )]y ) -
Conversely, take [(¢e(s),t)]7,, € T}y With (z,arg min,e. g(v)) € C. We have
FB"([(pe(s),D)]my,)) = t+ p
= [gl([(pe(s), )], ) + i

and,

o (8" ([(ge(s). O, ) = o (=t + )y )
[fmarers]

Now since ¢, (s) and arg min,e. g(v) are necessarily connected in F;(|g|), and
hence, in ﬁt+2“( gl), it holds that

(sremington+2u)| =ttt + 20, =, (Geclor00n,)
lgl

It follows that a* and B* define continuous p-compatible maps. The result now
follows from Theorem 2.7.6. O
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Th. 6.3.1 cannot yet be interpreted as a stability result. We must still express
how the distance between the diagrams depends on the closeness of (X, dx) and
G. However, even if (X,dx) and G are arbitrarily close in the sense of an e-
correspondence C, and f : X — Rand g : V(G) — R are arbitrarily well-
preserved under this correspondence, there is generally no guarantee that the dia-
grams are close as well. This is illustrated by two example models and their graph
approximations in Fig. 6.3.

In the first example (Fig. 6.3a), we constructed the fully connected graph G
on a translated sample Y of a continuous linear-structured metric space (X, dx).
Due to the absence of curvature, the metric space (V(G), d¢) well-approximates
(X,dx) in the sense of an e-correspondence (we omit an actual value of € as we
believe the concept is clear). Since G is fully connected, one connected compo-
nent will be born in the filtration, and it will never die. This is illustrated by the
persistence diagram in Fig. 6.3b, where we defined the filtration through the nega-
tive eccentricity function of G. Both for the ground truth model, as well as for G,
the eccentricity function provides a smooth transition from the (underlying) leaves
towards the center. However, the sublevel filtration for (X, dx) will start at two

= = _Ecc bk
1.00 ¢
125 &7
-1 .50 : ® HO, Ground Truth
. _1 75 g ‘ | ‘A Ho, Pm‘xlmltyGrapT]
-2.00 2.0 15 1.0 05 0.0

Birth

(a) The negative eccentricity for the ground truth (b) Persistent homology for the
(top) and graph approximation (bottom). The graph sublevel filtrations of the negative
connects every pair of nodes. eccentricity functions.
L e ] 0 oA
f,g -1
1.0 .
0.5 a 2 tg
D . D g, ® Ho, Ground Truth
(‘2 A HO, Proximity Graph
“ﬂ-ml II‘- . -0'5 "- I T T T T 1
-1.0 -0.5 0.0 05 1.0 15
-1.0 Birih
(c¢) Custom defined functions f and g for the ground (d) Persistent homology for the
truth (top) and Rips graph approximation (bottom), sublevel filtrations of the custom
respectively. defined functions.

Figure 6.3: In terms of Th. 6.3.1, these examples show that a (e-)correspondence can
preserve the metrics and function values of f and g arbitrarily well (in terms of €), while
simultaneously, max{a, b} can be arbitrarily high.
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connected components, that only merge at the center of X.

The second example (Fig. 6.3¢) illustrates a ‘finer’ approximation of (X, dx)
through the Rips graph Rg.1(Y") constructed from Y. We now defined a function
f (resp. g) on X (resp. Y) that values -1 at every single point, apart from one point
near the center where it values 1. Again, the filtration for R 1 (Y") starts with one
connected component (including all but one point), that never dies. The filtration
for the ground truth model starts off with two connected components that merge
only at the center as before.

The takeaway of the examples above, is that to ensure stability, we need two
things. First, we need to formalize how well our graph GG approximates the topol-
ogy of the underlying space, both through the concept of e-correspondences, as
well as through a distance measure between nodes connected through an edge.
Given a weighting function w : E(G) — R™, we will use the maximum weight
Wmax = MaXecB(@) w(e) for this purpose. In practice, wmax Will be low if the
data is sufficiently densely sampled and G is a neighborhood graph. Second, the
functions used to define the filtration must be such that if € and w4« are small,
so are the corresponding constants a and b in Theorem 6.3.1. Inspired by [112,
Lemma 3.3], we will consider Lipschitz functions.

Definition 6.3.2. Let (X, d) be a metric space. A scalar function f : X — R is
called c-Lipschitz if | f (z) — f(y)| < cd(z,y) forall z,y € X.

It easily follows that Lipschitz functions are necessarily continuous.

6.3.2 Stability for Metric Trees

In this Section, we provide two closely related functions to ensure stability for tree-
structured topologies through graph approximations. These will be the (negative)
eccentricity and the normalized centrality, the latter of which is scale-independent.
The true persistence diagrams for these functions are extremely informative for
metric trees. The birth of a component will always occur through a leaf, and its
death through either a multifurcation or the center of the tree (Fig. 6.2d).

Theorem 6.3.3. Let (M, d ) be a metric tree, and G a positively weighted graph
such that there exists an € \q-correspondence C between (M, d ) and (G, dg).
Let f : M =R, g:V(G) = R, and ey € Rxq be such that for all (z,u) € C,
|f(z) — g(u)| < €y, and f is c-Lipschitz. Then

_ _ €
dy (Dgmg (F(f)) ,Dgm, (F(g))) < cmax{TM,wmax} + cenm + €.
Proof. Take any (z,u), (y,v) € C, let P, ,, C M denote the unique path from z

to y in M, and let (u = po,p1,...,p = v) be a shortest path from u to v in G.
For any 0 <4 <, take ¢; such that (¢;,p;) € C, with g9 = z,q; = .
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Suppose first that z ~ y in {z € M : ¢ < f(z)}. Let m; be the closest point
from g; on P, . If for any i, da((g;, m;) > 362’( , then

= dm(®,q:) + da(qi, y) — 2dm(gi, ms)
< dM(%Qz) + dM(ley) - 36/\/1 < dG(’LL,U) — €M < d./\/l(xay)a
a contradiction. Now since necessarily m; € {z € M : t < f(2)},

3cepm

9(pi) = f(qi) — €5 =2 f(mi) — cdpa(mi, qi) —ep >t = — €1
This shows thatu ~ vin G [{w € V(G) : t — 254 — ¢ < g(w)}].

Now suppose we have z ~ y in {z/ € M : ¢ < f(2/)}. If x = y, then
max{g(u), g(v)} < t+e€y. asneither v nor v is included in this subgraph, u ~ v in
GHw e V(GQ) : t + c(Wmax + em) + €5 < g(w)}]. If ¢ # y, take any z € P,
that minimizes f(z) over Py ,. Observe that necessarily f(z) < t. Now let

i=max{0<i<l:P,p NP.,=0Vz=gq},

where Py, p, , © M denotes the unique path from g; to (its closest point on) P,
in M. By definition of i, the path from g; to ¢;;1 necessarily passes through z.
Hence, it follows that

9(pi) < fl@i) +ep < f(2) +cdpm(a, 2) + €5
< f(2) + cda(gi, givr) + €
< f(Z) +C(U}max + EM) +€f <t+ C(wmax + EM) + €f.

Again u » v in G[{w € V(G) : t + c(Wmax + €m) + €5 < g(w)}]. Since con-
tinuous functions on finitely triangulable spaces are tame [40, Proposition 2.3], the
result follows from Theorem 6.3.1. O

Remark 6.3.4. The proof of Theorem 6.3.1 suggests that we can obtain even
stronger comparisons by looking at the interleaving distance between the resulting
merge trees, instead of the O-dimensional persistence diagrams. Indeed, [57, Fig.
3] provides an example of two distinct merge trees for which the corresponding
functions have the exact same persistence diagram. Unfortunately, computing in-
terleaving distances between merge trees is currently a lot more challenging than
computing bottleneck distances between persistence diagrams [115].

Remark 6.3.5. For Rips graphs G = R3s(X), the bound in Theorem 6.3.3 re-
duces to the bound in [112, Lemma 3.3] for zeroth-order persistent homology,
whenever 4 < wyax < 30. However, our result applies to any graph, and does
not require that wyax dominates 5. Intuitive examples where this may not be
true include minimum spanning trees.
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Similar to [112, Lemma 3.3], we expect that our result can be generalized to
arbitrary length spaces by bounding € a4 through a function of the convexity radius
p(M) of M. The convexity radius p(M) states that for any open metric ball in
M of radius less than p(M), any two points x,y in this ball are connected by a
unique shortest path on M.

The following result can now be derived.

Corollary 6.3.6. Let (M, daq) be a metric tree, and G a positively weighted graph
such that there exists an e-correspondence C between (M, d ) and (G dg). Let
—Em()

Em = maxgenm da (-, @) be the eccentricity function, and Gy = W
X M

be the normalized centrality function on M (£ and 6 are defined analogously).
Then

dy (Dgmy (F(~Em)) , Demg (F(—E6))) < max {5, wmax | + 26,
and

max{%, wmax} + 5e

rad(M) ’

dy (Dewng (F(40)) . Degmy (F(4c)) <

where the last inequality holds if €4 and € are well-defined.

Proof. Take x,y € X and suppose (z,u) € C. It holds that

Epm(z) = ?ée}\}/l(dM(x z) < wren‘ﬁm(%)d(;(u ,w) +e=Eq(u) +e.

Analogously, £g(u) < Eam(z) + €, and we may take eg,, = €pq = € in Theorem
6.3.3. Furthermore, with z = arg max, ¢ pq daq(x, 2”) we have

Em(x) = Emy) = dp(w,2) — max dm(y,2') < dm(z, 2) — dm(y, 2)

Analogously, Ex(y) — Epm(x) < daq(x,y), so that Epy is 1-Lipschitz. The sta-
bility result for £ now follows from Theorem 6.3.3.

For the proof of the stability result for the normalized centrality function, we
will use the intermediate diagram

gmax + b,d —
D= {M : (b,d) € Dgm, (}"(—EG))} ;
M M

where the addition is vectorized. Due to our previous result,

max{g,wmax} + 2¢

rad(M)

dy, (Dgmy (F(Em)),D') <
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Now take any u € V(G). It holds that
Enex — Eg(y) 3 Egax — Eg(y) < Enpx — Sg(y) 3 e — Eg(u) —€
gimax — gmin gmax _gmin = “gmax _ gmimn  gmax _ gmin | o
2€ (ER™ — Ea(u) + € (EX™ — ERY")
(e — xp)” + 2 (En — ex4)
3¢ (Sj\“/lax — 5}{‘,}“ + e)

N2 .
(e — E)” + 2 (30" —£30)

IN

2
- 3¢ + raSEM) < 3e
~ rad(M) +2¢ ~ rad(M)

We furthermore find that

6™ —Eclu) G —Ealy) E6™ ~Ealy)  EG™ ~Ealu) — ¢

gg}ax _ (c/’glin (c/‘/n\}tax _ 5.§\n/lln — ggax _ ggin gglax _ 5glin + 26

2¢ (E5™ — Eg(u)) + € (5™ — £8™)

(e = eg™) +ac(eg™ - eg™)
3e

< -

> ngnaX _ gémn + 2¢

< 3¢ . 3e

= gmax _gmin _9c 1 9¢  rad(M)

This shows that d, (D', Dgm, (F(%c))) <
bining the bottleneck matchings. O

3(6M). The result follows by com-

Illustrating Stability for Metric Trees through a Toy Example To illustrate
how Corollary 6.3.6 can be applied in practice, we considered four tree-structured
topologies embedded in R?, and sampled 600 observations from each of them, by
sampling uniformly from each branch a number of points proportional the length
of this branch. For each of these data sets, we applied a small amount of random 2-
dimensional Gaussian noise, as well as a random rotation, three times. From each
of these twelve resulting data sets, we constructed a Euclidean minimum spanning
tree (MST) [116], and computed the normalized centrality function. The resulting
functions, MSTs, as well as the ground truth models, are shown in Fig. 6.4.

The persistence diagrams obtained for the sublevel filtrations of the normalized
centrality functions are shown in Figure 6.5. Note that there may be overlapping
points. As can be expected, there are many points in the persistence diagrams
for the MSTs near the diagonal. This is a result from the MST not including
any triangles (in the graph theoretical—not the simplicial—sense). Nevertheless,
we observe that the highly elevated points in all our diagrams identify important
structural information of the ground truth models.
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Normalized Centrality
025 050 075

| ground truth | sample 1 | sample 2 | sample 3
Y ground truth Y sample 1 Y sample 2 Y sample 3
X ground truth X sample 1 X sample 2 X sample 3

H ground truth H sample 1 H sample 2 H sample 3

Figure 6.4: Synthetic data sampled from the metric trees in the first column. The samples
and their (MST) normalized centralities are shown in columns 2-4.

Figure 6.6a visualizes the pairwise bottleneck distances between all diagrams.
Figure 6.6b shows a Multi-Dimensional Scaling (MDS) plot of this distance ma-
trix. We see that similar shapes are clustered well together. We also note that the
H-structured topologies are somewhat in the middle of the other topologies. This
is as expected. E.g., the longer the middle branch of the corresponding model is,
the closer this pattern is to a I-pattern. The shorter this branch is, the closer it is to
an X-pattern. This illustrates that topological inference may be difficult depending
on the level of noise relative to the shortest branch length, as also discussed in Sec-
tion 6.2 Nevertheless, in the following Section we will show that these signatures
through graph approximations may serve as a tool for exploratory data analysis,
rather than topological inference, in case of real world cell trajectory data.



156 CHAPTER 6
| ground truth | sample 1 | sample 2 | sample 3
o ] ] ] ]
4:—- =
s ] i ]
= LI I N I B | [ I LI I LI | 1
Y ground truth Y sample 1 Y sample 2 Y sample 3
- . - -
= | 4 _
= =
< ] i
= LI I I I | rrrr LI I I | | | 1
X ground truth X sample 1 X sample 2 X sample 3
o ] ] ] ]
= =
= . . 4
82 - i i
s | ] i ]
= LI I I I | [ A I I | LI I I | | | 1
H ground truth H sample 2 H sample 3
L] L] L]
=] 1
£ + '
D o«
o2+ -
= | -
= LI I N I B | LI I LI | 1
00 04 08 00 04 08 00 04 08 00 04 08
Birth Birth Birth Birth
Figure 6.5: The ground truth and empirical persistence diagrams are computed using the

normalized centrality to define the filtration.

Y X H

(a) Pairwise bottleneck distances between
all our true and experimental diagrams.
The ground truths are marked by their
corresponding shape.

(@)

shape

® H
L |

(b) MDS plot of the pairwise bottleneck

distances. The points corresponding to the
ground truth models are marked by a black
contour.

Figure 6.6: Visualizing the bottleneck distances between the diagrams.
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6.4 Charting Cell Trajectory Data Sets through Topo-
logical Signatures

Cell trajectory inference is overall a very difficult task. Even the top ranked meth-
ods have a low performance on many data sets, and find it difficult to correctly
infer important topological properties such as the number of leaves (Section 5.8).
The purpose of this section is not to propose the use of our signatures (Corollary
6.3.6) as a new topological inference method for this type of data, but rather to use
these to study why this problem is essentially so difficult. To this end, we proceed
with an analysis similar to the one above.

We consider 131 synthetic and 57 real cell trajectory data sets with an under-
lying tree-structured model [65]. The number of cells ranged from 59 to 5018,
and the number of genes from 373 to 23 658. A two-dimensional diffusion map
embedding was computed for each data set, both for visualization purposes, as
well as to reduce the effects of the curse of dimensionality on our neighborhood
graph approximation [107]. A 10NN graph and its normalized centralities were
computed from each embedding.

Fig. 6.7 visualizes all cell trajectory data sets by means of an MDS plot of the
pairwise bottleneck distances we obtained through topological persistence of our
10NN graphs. We illustrate twelve ‘landmark’ embeddings of cell trajectory data
sets, as well as their ground truth models on these embeddings, and their obtained
empirical persistence diagrams in Fig. 6.8.

First, observe that all linear cell trajectories are located near a linear curve on
top of the MDS plot. This means that our chosen data representation does not
artificially create more leaves than truthfully present. However, many nonlinear
trajectories are located near this curve as well. Near the right side of this curve,
this is mainly due to branches being relatively short compared to a main linear
trajectory (e.g., MDS (0, 0.6) in Figure 6.8). These trajectories are indeed theo-
retically close to linear according to our chosen metric. On the left side of this
curve, we find the more noisy data sets, where we fail to provide a good repre-
sentation. Their persistence diagrams represent more ‘blob’-like patterns (Figure
6.8). Below this curve, we find the trajectories where we truthfully manage to
identify additional branches. However, we note that it appears to be difficult to
identify more than three leaves. This explains why cell trajectory inference meth-
ods commonly underestimate the true number of leaves (Section 5.8). Note that
the ‘boomerang’ shape made up by all data sets in Figure 6.7, also coincides with
what we theoretically expect for our chosen metric. We note a continuous trans-
mission of blob-like patterns, towards linear patterns, towards patterns with leaves.
The fact that this shape takes a turn near the right, can be theoretically explained
through the definition of the bottleneck distance. As we only look at the maximal
distances of a matching, the number of ‘high’ distances in such matching does not
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Figure 6.8: Twelve example data sets and their corresponding empirical persistence
diagram. The coloring corresponds to the ground truth grouping of cells.

matter. Hence, blob-like patterns are as distant from linear patterns as they are
from patterns with leaves, according to this metric.

Finally, we fitted a loess curve (standard settings in R) using the MDSI1 co-
ordinate as the independent and the average performance over 45 different cell
trajectory inference methods as the dependent variable. This performance is mea-
sured through the geodesic distance preservation (correlation) metric introduced
by [9] (Section 5.8). Figure 6.7 shows a positive correlation (0.58) between these
variables. Note that the choice of using the MDS1 coordinate is arbitrary in gen-
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eral. However, this choice supports our findings that on the left side of our MDS
plot, we mainly find noisy data sets. Since every cell trajectory inference method
uses a different algorithm or data representation (such as the type of dimensional-
ity reduction or neighborhood graph), this can be seen as a quality measure of the
data itself, independent of our chosen data representation.

6.5 Discussion and Conclusion

We provided a novel foundation for quantifying topological patterns in metric trees
through graph approximations, which led to new stability results. This is often a
more useful concept than guaranteeing a correct topological reconstruction. When
aiming for such reconstructions, this results in very restrictive assumptions, as well
as algorithms that are sensitive to the used parameters and the amount of noise.
In contrast, our results are direct, and independent of unknown properties of the
underlying topology.

We verified the theoretical behavior of our topological signatures—the persis-
tence diagrams from Corollary 6.3.6—on an experimental level. We furthermore
developed novel insights into cell trajectory inference, and provided the first chart-
ing of such data sets that explains some of the difficulties this field is confronted
with. We also provided a new way of quality measurement, that does not require
ground truth knowledge.

Though our stability result currently only holds for metric trees, we opened up
new possibilities to study which functions ensure stability by means of Theorems
6.3.1 & 6.3.3, and Remark 6.3.5. This may lead to further theoretical justification
of recognizing a wider variety of patterns through graph approximations.






Topological Object Detection in
Images

This chapter is based on the following publication.

* Robin Vandaele, Guillaume Adrien Nervo, and Olivier Gevaert. Topological
image modification for object detection and topological image processing of
skin lesions. Scientific Reports, 10(1):21061, 2020. [2]

7.1 Introduction

In this chapter, we consider an application of TDA that is rather distinct from our
previous chapters. We will extend the applicability of TDA for real world image
processing and object recognition. Recall that a 2D image can be seen as a real
valued-function defined on a graph, which can be seen as a 1-dimensional abstract
simplical complex (Sections 2.5.1 & 2.5.2.4). Furthermore, for the applications
we consider in this chapter, we will not require including higher dimensional sim-
plices than nodes and edges. Hence, in some sense, we will still conduct topo-
logical inference on graphs in this chapter. However, although mathematically our
inferred objects will be subgraphs, they will represent well-defined 2D areas in the
real-world, i.e., we do not conduct topological inference of graphs in this chapter.

Our current work builds upon the idea that persistent homology can be used to
detect objects in images [21]. However, many real-world images contain outliers,
as well as irrelevant objects, which complicate the use of persistent homology for
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this purpose. We enclose this gap by introducing Topological Image Modification
(TIM). TIM targets improving Topological Image Processing (TIP)—processing
an image based on the aggregation of its topological information—by filtering out
significant but irrelevant topological information. We consider the use of TIP
for enhancing the ability to identify and segment important objects on images,
increasing the performance of existing models and algorithms for this purpose.

Unlike existing TDA methods for object detection or segmentation, through
TIM and TIP we are able to discard significant but irrelevant objects [21, 117],
which is the main purpose for which we designed this method. Furthermore, al-
though we will consider skin lesion images for illustrating the effectiveness of
our method, we do not require any specific textural assumptions restricted to this
domain [117]. We also mark the relevant objects in images in a robust manner,
rather than producing a parameter sensitive oversegmentation of the entire im-
age [118,119]. Finally, we may pass our resulting processed image to any seg-
mentation algorithm, and do not target active contour based segmentation methods
in particular [119].

Our case-study will consider skin lesion images [120, 121], ideal for illus-
trating the intuition behind our method. Nevertheless, TIM (and as result, TIP)
generalizes to many types of real-world images through its generic assumptions,
without requiring any supervision [122, 123]. Furthermore, although any existing
method for segmentation or object detection (or that might be modified for this
purpose) [124—-129] could lead to a possibly generic method for TIP as a replace-
ment of Algorithm 7 which we introduce in this work, we will make clear that
these are unfit for this purpose in our experiments. To the best of our knowledge,
neither TIM, the concept of TIP, nor the flow ‘TIM — TIP — Segmentation’ has
been introduced or studied before.

Figure 7.1 illustrates an example of our proposed approach. The original image
depicts a centered skin lesion (the relevant object of this image). The image also
depicts other irrelevant objects, such as strands of hair and a part of another lesion
connecting to the border of the image. Both the irrelevant and relevant objects,
as well as the border of the image, are all included in the result of the Chan-
Vese segmentation algorithm (an unsupervised segmentation algorithm for single
channel images [124]) on the corresponding grayscale image. However, the same
segmentation algorithm on the topological processed image provides a much better
segmentation, that only includes the relevant object. This processed image was
obtained from the topological information of our topologically modified image. In
the following sections, we describe our approach in more detail.

We discuss the existing difficulties of TDA for object detection in real-world
images in Section 7.2, and introduce topological image modification (TIM) to
overcome these in Section 7.3. Also in Section 7.3, we discuss how image smooth-
ing can be regarded as a destructive way of TIM, and introduce a new and more



TOPOLOGICAL OBJECT DETECTION IN IMAGES 163

Topologically Topologically
Original Imagg Modified Image Processed Image

Topological Topological
Modification Processing

Segmentationi

Chan-Vese ’”
Segmentation
Topologically

Processed

Image

Figure 7.1: An overview of how topological image modification and processing improves
the performance of the completely unsupervised Chan-Vese segmentation algorithm [124].

constructive way, i.e, border modification, in Section 7.3. In Section 7.4 We show
how TIM leads to a powerful new method for topological image processing (TIP),
for which we introduce a new algorithm that marks objects in an image consistent
with the (number of) inferred components from its persistence diagram (Algo-
rithm 7). We demonstrate how TIM and TIP effectively improves three differ-
ent generic unsupervised segmentation algorithms in Section 7.5, as well as three
other methods in Section 7.5, through a case-study of the ISIC 2018 skin lesion
images [130, 131].

7.2 Persistent Homology for Object Detection

Consider the 0-dimensional persistence diagram in Figure 2.13 of the image [
shown in Figure 2.12. More formally, this persistence diagram is obtained through
the sublevel filtration of the function

f: A} —R: o+ maxgray,(p),
pEo

defined on the graph Al that is obtained by connecting all (vertically, horizontally,
and diagonally) neighboring pixels (nodes) in the image, where gray;(p) denotes
the grayscale value

1
gray;(p) = 1000 (299R;(p) + 587G (p) + 114B;(p)) (7.1

given to pixel p in the RGB image I. Note that this is just the standard linear color
to grayscale converter implemented in the PIL library in Python.
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The darker pixels in I making up two different objects in the image, i.e., the
‘1’ and ‘8’ component, correspond to the most persisting components. Hence,
persistent homology is well able to identify that there are two distinct important
objects on this toy image.

We are now going to perform a similar analysis, but on a real world im-
age instead, obtained from the ISIC 2018 data set. This data set can be ob-
tained through https://challenge2018.isic-archive.com/. Figure
7.2 shows a skin lesion image I that contains multiple true objects: strands of hair,
(part of) a non-relevant lesion connecting to the boundary, and a centered lesion:
the object of interest. Since these objects are darker than the skin tissue, they
should correspond to persisting components in the sublevel filtration of I. Again,
we attempt to identify the important objects of I, is through the points in its persis-
tence diagram marking components with a high persistence (Figure 7.2, Middle).
Note that apart from the single component with infinite persistence, which will
always be present for images, we also note two other relatively long persisting
components, with a lifetime above 75. Including the component with infinite per-
sistence, these correspond to three components that are all alive right before the
lowest of their death-times (Figure 7.2, Middle).

This example illustrates the first problems that arises from applying topolog-
ical persistence as a method for object detection in real-world images. Though
topological persistence is stable in terms of noise, it is not robust to outliers. In
the case of images, this means that a single or insignificant cluster of pixels can be
identified as a significant component through persistent homology. This is the case
for the component born at time ~78 in Figure 7.2 (Right). Furthermore, persistent
homology also identifies true but irrelevant objects, such as the lesion connecting
to (and born through) the border of the image.

Although this example shows that topological persistence is sensitive to out-
liers, it is a well-known and important fact that it is stable under noise (Theorem

Grayscale Image Complex at time: 50
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Figure 7.2: (Left). Three complexes F(gray ). at different time steps in the original image
1. (Middle). The resulting persistence diagram and lifetimes obtained by rotating the
diagram. (Right). The identified components—those with lifetimes above the thresholds
marked by the red striped line—right before their lowest death-time, as well as their
birth-pixel and value. Ground truth segmentation borders are marked in red on all images.
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2.5.18). Intuitively, this means that if there is only a small pixel-wise difference
between two images of the same dimensions, their resulting diagrams will be close
according to the bottleneck distance. This result is furthermore important to our
current work, as our chosen implementation based on the Ripser library in Python
for computing persistence does not allow to track the pixels through which partic-
ular components are born or die [132]. However, if each pixel in our image has a
unique value, we can just match the birth time of a component to the correspond-
ing pixel in the image. Hence, in practice, we apply a small amount of random
noise to our image for this purpose. Due to the stability of persistence diagrams,
this will not affect the performance of our method. Other implementations that do
allow to track birth and death pixels can e.g. be found in the Dionysus 2 library
in Python. Note that Algorithm 7 which we present below requires one of these
methods to match diagram points to birth and death pixels.

7.3 Topological Image Modification

In this section, we introduce topological image modification (TIM): artificially
altering the topological properties of an image, making it significantly more easy to
extract relevant topological information. We will consider two types of topological
image modification methods in this thesis: image smoothing (Section 7.3.1), and
border modification (Section 7.3.2).

7.3.1 Image Smoothing

The first type of method for TIM we consider is image smoothing. Note that
this method has previously been used in conjunction with persistent homology
of images [21]. However, its true potential within the context of TIM remained
unnoticed.

For each pixel p of an image [ and £ € 2N + 1, we may consider a k£ x k
square pixel neighborhood N (p) centered at p, and restricted to 7, i.e., undefined
beyond its borders. We can then define a new image I’ from I by averaging over
the neighborhood N, (p) for each pixel p.

Image smoothing destructs topological properties resulting from outliers, de-
creasing their persistence or even preventing their birth. Furthermore, instead of
destructing such insignificant objects, image smoothing may also destruct signif-
icant but irrelevant objects of an image. E.g., by smoothing the strands of hair
in our example image I (Figure 7.2), they blend in with the surrounding tissue
(Figure 7.3).

From the persistence diagram of the smoothed image I’, we now only deduce
one object in the image with a relatively long finite persistence (Figure 7.3). The
corresponding component, as well as the component with infinite persistence, are



166 CHAPTER 7
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Figure 7.3: (Left). Three complexes F(gray )¢ at different time steps in the smoothed
image I' (k = 25). (Middle). The resulting persistence diagram and lifetimes obtained by
rotating the diagram. (Right). The identified components—those with lifetimes above the
thresholds marked by the red striped line—right before their lowest death-time, as well as
their birth-pixel and value. Ground truth segmentation borders are marked in red on all
images.

also displayed in Figure 7.3. Note that there is no longer a component corre-
sponding to a cluster of outlying pixels. Furthermore, the component with infinite
persistence is now born through a true—although not the relevant—object, instead
of the border.

Remark 7.3.1. The fact that image smoothing can be regarded as a destructive
way of TIM, can also be noted by observing the significant decrease in the number
of points in the diagrams in Figures 7.2 & 7.3 after smoothing the image.

7.3.2 Border Modification

We showed how image smoothing was able to destruct insignificant and irrelevant
topological features in our image. However, depending on the prominence of ir-
relevant objects, image smoothing is insufficient for this purpose. This is shown
in Figure 7.3, where the most persisting component actually corresponds to an
irrelevant object of the image.

In the case of real-world images, some may have borders, some may have ir-
relevant objects, and some may only display the actual objects of interest. Hence,
even with (a possibly different method for) TIM, in a generic setting, it becomes
difficult to guarantee that the most persisting components correspond to the most
important objects of an image, without prior information on their location in the
image. Instead, we apply a simple, intuitive, yet powerful ‘trick’. More specif-
ically, through TIM, we guarantee that the most persisting component does not
correspond to the important object(s) in the image.

Border modification builds upon this idea through the generic property that in
many real-world images, the object(s) of interest do not connect to the border, but
the background does. Note that this is a strictly weaker assumption than assuming
that the object(s) of interest are near the center of the image. More formally, border
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Figure 7.4: (Left). Three complexes F(gray 1 )¢ at different time steps in the border
modified smoothed image (I = 25). (Top Right). The resulting persistence diagram and
finite lifetimes obtained by rotating the diagram. (Bottom Right). The identified
component—the single component with finite lifetimes above the thresholds marked by the
red striped line—right before its lowest death-time, as well as its birth-pixel and value.
Ground truth segmentation borders are marked in red on all images.

modification constructs a new image I, from an image I, by ensuring that every
pixel within a distance [ of the border of Ij reaches the lowest value, while other
values remain unchanged. Due to the elder rule (Section 2.5.2.1), this ensures that
every object connecting to this border will be born through the border. Hence, all
of these irrelevant components correspond to the single point with infinite lifetime
in the persistence diagram of I;. As such, we may restrict the analysis of our per-
sistence diagram for identifying objects to the points corresponding to components
with finite persistence. This is illustrated in Figure 7.4.
The advantages of border modification are the following.

¢ There is no bias towards the single point with infinite death-time in the per-
sistence diagram (there will always be one for any image). This is especially
useful when the birth (pixel) of the corresponding component marks an ir-
relevant or insignificant object (Figure 7.2), or when there are more than
one relevant objects (possibly making up one ‘meta object’) displayed by
the image (Figure 7.5).

* By ensuring relevant objects have finite persistence, we may automatically
infer nontrivial thresholds to mark objects in the image through their death-
times (Algorithm 7).

* By restricting our analysis to the points of the persistence diagram with fi-
nite persistence, any existing outlier detection method can be applied to au-
tomatically infer the number of objects displayed by an image based on their
persistence (Section 7.4).

Remark 7.3.2. Border modification can both be regarded as a constructive and
destructive way for modifying topological features of an image. On the one hand,
we construct a border such that the existence of a corresponding component with
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infinite persistence is ensured. On the other hand, this process discards all other
points in the diagram corresponding to components born through a pixel of this
border in the original filtration.

7.4 Topological Image Processing

In the previous section, we showed how TIM results in persistence diagrams from
which one may more efficiently extract both significant and relevant topological
features of an image. In this section, we present topological image processing
(TIP), i.e., image processing based on this topological information.

Our first step is to decide how many components are displayed by the image,
through the distribution of the lifetimes. Note that we may restrict the diagram to
only include finite lifetimes by applying topological image (border) modification.

In Section 7.3, we manually decided a threshold 7 to identify significant com-
ponents, as those with lifetime greater than 7. Without supervision, any standard
outlier detection tool may be used to select such thresholds. However, we will use
a method previously described by [80]. This method is based the fact that relevant
peaks (of the function defining the filtration) can be extracted from the persistence
diagram if it contains a band of a certain width that does not contain any points,
as shown by [133]. More specifically, we look for the the largest empty region
parallel to the diagonal we can draw into the persistence diagram. To achieve this,
we simply iterate over all lifetimes in decreasing order, and track the difference be-
tween consecutive lifetimes. A threshold is then obtained by taking any 7 between
the two lifetimes where the largest of these differences is achieved. Note that our
manually selected threshold in Figure 7.4 suffices this criterion. Furthermore, this
procedure is especially useful in conjunction with TIM. If any consecutive dif-
ference in the ordered lifetimes would be infinite, it would always be selected.
However, in Section 7.3, we showed that this is inefficient for real-world images,
and may lead to irrelevant components. Furthermore, selecting the single compo-
nent with infinite persistence in images is insufficient when multiple objects are of
interest.

Remark 7.4.1. [80] observed that this procedure results in a stable threshold
T, if the ratio of the width of the largest empty region to the mean width of all
empty regions in the persistence diagram is greater than four. After border mod-
ification, smaller ratios indicate the absence of contrast between components in
images, where it may be difficult to infer the objects trough an automatic pro-
cedure. Though we will not consider this step in our current work, this can be
especially useful in medical applications, to identify the images from which it is
difficult to identify the object(s) of interest (Figure 7.10a).

Once a threshold 7 has been selected, we process our images as to increase the
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Data: Image I, persistence diagram D of I (infinite persistence is assumed
to mark the border), threshold 7
Result: Binary image J marking objects in L.
J, ds = zeros_like(I), list()
lifetimes = D.death - D.birth #obtain the lifetimes directly from D
obj_idxs = where(r < lifetimes < c0)
#identify diagram points marking significant finite lifetimes
4 obj_idxs = obj_idxs[argsort(D.death[obj_idxs]), ‘desc’)]
#sort identified diagram points by decreasing death times
for idx in obj_idx do
6 b = birth_pixel(idx) #identify the image pixel that corresponds to
#the birth time of this diagram point
7 ds.append(death_pixel(idx)) #store the image pixel that corresponds to
#the death time of this diagram point
8 C = component(I[I[b] < I < D.death[idx]], b)
#get pixels connected to b right before its death
9 new _dval = min(I[intersect(ds, C)], D.death[idx])
#check if C contains death pixels of previous components
10 C = component(I[I[b] < I < new_dval], b)
#ensure C does not overlap with previous components
11 J[C] = 1 #mark the component for this diagram point in the output
12 end
13 return J
Algorithm 7: Pseudocode for an algorithm that marks objects in an image
based on its persistence diagram.

W N =

wm

contrast between the objects with a lifetime above 7, and the rest (the background)
of the image. For this, observe that if any component with birth-time b and lifetime
L dies through another component, due to the elder rule, the latter component has
birth-time b’ < b and lifetime I’ > L. This means that if any component is
identified to be significant, the component causing its death is as well. This implies
that Algorithm 7 provides a binary image, marking objects of the original image
consistent with the number of inferred components through its diagram.

Finally, we apply multivariate interpolation to fill in the background pixels.
More formally, for every pixel p, we determine the closest pixel p1,...,pg, in
each of the k identified components. p is then assigned to an interpolation of the
values of pixels pi,...,pr, by means of inverse distance weighting [134]. By
applying this on our topological modified (smoothed) image, we obtain a smooth
transition between our object(s) and the background, as well as between different
parts of the background. Additional smoothing may be required if the result of
Algorithm 7 is applied as a mask to the original image. Our method for TIP is
illustrated through two examples images of skin lesions in Figures 7.5 & 7.6.
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Figure 7.6: A second example overview of TIP.
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When TIP is used as a first step for segmentation, one may wonder why we
conduct our last step. E.g., Figure 7.5¢ already provides a reasonable segmenta-
tion of the components making up the skin lesion. This is because there is no clear
gradient between the background and the border of the image. In this case, when-
ever we start including any background pixel, we rapidly include the majority of
background pixels, resulting in the death of the relevant components through the
border of the image, guaranteed to be included through TIM. However, when there
is a particular gradient in the background that is darker near the object(s) of inter-
est, such as on the images in Figures 7.6a & 7.6b, the identified component(s) will
generally include many more pixels than those of the actual object (Figure 7.6e),
only marking the area that includes the the object(s) of interest. Nevertheless,
the relevant objects are significantly more highlighted in the topological processed
images (Figures 7.5f & 7.6f).

7.5 Unsupervised Segmentation of ISIC 2018 Skin
Lesion Images

In this section, we qualitatively and quantitatively show how our method effec-
tively improves the performance of three generic unsupervised binary segmenta-
tion models on the ISIC 2018 skin lesion images. In Section 7.5.1 we will discuss
the data and (topological) image processing steps. In Section 7.5.2 we present the
binary segmentation algorithms that we will consider for improvement through
TIM + TIP. In Section 7.5.3 we discuss four metrics that we will use to evaluate
how our method improves binary image segmentation. Finally, our experimental
results will be discussed in Section 7.5.4.

7.5.1 Topological Image Processing of Skin Lesion Images

We consider 2594 skin lesion images from the ISIC 2018 data set. The relevant
object on each image was a skin lesion, for which a ground truth segmentation
was available. We will convert each image to grayscale to construct the scalar fil-
tration function (7.1), after which we apply random normal noise (02 = 0.01),
and topologically modify each image through smoothing and border modifica-
tion. Note that the purpose of the addition of noise is not to affect our perfor-
mance, but to identify birth-pixels through Algorithm 7, as discussed in Section
7.2. For each image I with diagonal length A([I), we set the smoothing parameter
k ~ A(I)/25 and the border width [ ~ A(I)/100, while satisfying the integer
requirements. Topological image processing is then performed on the topologi-
cal modified images. We will evaluate three generic unsupervised segmentation
methods—presented in the following section—on all three of the original image,
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the smoothed only image (using the same image, prior to border modification and
TIP), as well as the topologically processed image.

7.5.2 Presenting the Binary Segmentation Algorithms

We will consider the following three algorithms straightforwardly lead to binary
segmentations for all three of the original skin lesion images, the smoothed images,
and the topologically processed images.

Chan-Vese Segmentation First, we will consider the Chan-Vese segmentation
algorithm [124]. This is a very generic segmentation algorithm designed to seg-
ment objects without clearly defined boundaries, not particularly targeted towards
skin lesion, or even biased towards darker objects. The algorithm is based on
level sets that are evolved iteratively to minimize an energy function. We used
the standard settings of the algorithm implemented in the SCIKIT-IMAGE library
in Python.

ISODATA Threshold Segmentation Next, we will consider an unsupervised
threshold segmentation where the segmentation is composed by the pixels with
a value below, i.e., darker than a certain threshold. The threshold was selected
based on the ISODATA method [125], using the standard settings of the algorithm
implemented in the SCIKIT-IMAGE library in Python.

Isocontour Segmentation We furthermore consider a segmentation algorithm
based on identifying isovalued contours in the image, i.e., contours in the im-
age where the pixel value remains constant. For this, we use a special case of the
marching cubes algorithm implemented in the SCIKIT-IMAGE library in Python
[126]. The final segmentation is then obtained by filling in the obtained contours—
regarded as polygons in the Euclidean plane—using the OPENCYV library. This
method differs from a threshold segmentation, in that the isovalued contours are al-
ways closed (unless they intersect the border of the image), and that lighter patches
enclosed by the contour(s) will also be filled in. The main hyperparameter is the
constant which the isocontours should value to. We will simply consider the mean
value of the image for this purpose.

7.5.3 Metrics for Evaluating Binary Segmentations

Marking pixels included in the segmentation as positives, we will consider the
following metrics for evaluation:

¢ The Accuracy
TP+TN

TP+TN+FP+FN

€10,1],
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a common validation metric for binary classification.

¢ The Sgrensen-Dice Coefficient [135,136]

2TP
2TP+ FP+ FN

€ [0,1],

a statistic assessing the similarity of two samples.

¢ Matthews Correlation Coefficient [137]

TPxTN —FPxFN
(TP + FP)(TP + FN)(IN + FP)(TN + FN)

€ [-1,1],

measuring the correlation between truth and predicted.

* The Inclusion Score (in general machine learning also known as recall)

TP

—_— 1

assessing how well the predicted encompasses the truth.

7.5.4 Experimental Results

Table 7.1 shows that the average performance for each of the considered metrics,
and each of the considered segmentation methods, before TIP, after smoothing, and
after TIP. Figure 7.7 shows the respective distributions. We consistently observe
strong improvements of the segmentations after TIP, with two exception where the
inclusion score is better with smoothing only for the ISODATA and Isocontour
method. However, as can be deduced from the other metrics, this is accompanied
by a large number of false positives. This is exactly as expected from our method,
as through TIP, we disregard the irrelevant objects in the image.

Figure 7.8a illustrates why the inclusion score most significantly increases for
the Chan-Vese segmentation algorithm after TIP. Without TIP, the algorithm ap-
pears to often segment the inverse of the actual the lesion. Furthermore, note that in
this example, the algorithm did not converge well (after the standard set number of
iterations), even when TIP was applied. This results in a checkerboard-like pattern
(used to initialize the algorithm) surrounding the actual segmentation, and greatly
affects the accuracy, Dice, and Mcc. score. This occurred rather commonly (in
approximately 600 topologically processed images), explaining the bimodality of
the corresponding distributions in Figure 7.7a. Nevertheless, we observe that TIP
successfully fulfills its purpose, identifying the lesion in the image and increasing
its contrast with the background (Figure 7.8a).

Figure 7.8b illustrates how TIP improves (ISODATA) based threshold segmen-
tation. Without TIP, the darkest parts of the image include the irrelevant strands of
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| metric | no TIP | smooth | TIP | minimal improvement

Acc. | 0.643 | 0599 | 0.847 +0.204
Chan-Vese |_Dice | 0346 | 0367 | 0.614 10247
Mcc. | 0152 | 0.156 | 0.590 +0.434
Inc. | 0420 | 0454 | 0.746 +0.292
Acc. | 0.850 | 0851 | 0.875 +0.024
Dice | 0543 | 0587 | 0.672 +0.085
ISODATA —r 10481 | 0528 | 0.657 +0.129
Inc. | 0587 | 0.660 | 0.584 20.076
Acc. | 0.680 | 0.798 | 0.893 +0.095
ocontour. | Dice | 0439 | 0.532 | 0.704 +0.172
soconto Mcc. | 0335 | 0492 | 0.687 +0.195
Inc. | 0757 | 0.825 | 0.785 20.040

Table 7.1: Averaged performances of different segmentation algorithms before TIP, after
smoothing, and after TIP.

Chan-Vese
1.0 1.0
0.5
0.0
no TIP smooth TIP no TIP  smooth TIP no TIP smooth TP no TIP smooth TIP
accuracy mcc dice inclusion
(a) Performance distributions of the Chan-Vese segmentation algorithm.
ISODATA
1.0 1.0
0.5
0.0
no TIP smooth TIP no TIP  smooth TIP no TIP smooth TIP no TIP smooth TIP
accuracy mcc dice inclusion
(b) Performance distributions of the ISODATA threshold segmentation algorithm.
Isocontour
1.0 1.0
0.5
0.0
noTIP smooth  TIP no TIP smooth  TIP noTIP smooth  TIP no TIP smooth  TIP
accuracy mcc dice inclusion

(c) Performance distributions of the Isocontour segmentation algorithm.

Figure 7.7: Performance distributions of different segmentations algorithm before TIP,
after smoothing, and after TIP.
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(a) The Chan-Vese segmentation algorithm segments the inverse of the relevant object in the
image without TIP, and the correct object with TIP. Note that the algorithm did not converge
well after the standard set number of iterations. Without TIP: Acc. = 0.570, Dice = 0.020,
Mcc. = -0.219, inclusion = 0.039. With TIP: Acc. = 0.938, Dice = 0.767, Mcc = 0.742,
Inclusion = 0.890.

Original Image Grayscale Image Topologically Processed Image
' 5 W v 5

R
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(b) The ISODATA based threshold segmentation algorithm segments many dark strands of
hair along with the lesion when no TIP is applied. These strands are disregarded through
TIP, resulting in a much better final segmentation. Without TIP: Acc. = 0.811, Dice =
0.657, Mcc = 0.571, Inclusion = 0.526. With TIP: Acc. = 0.809, Dice = 0.618, Mcc =
0.588, Inclusion = 0.447.

Grayscale Image

Original Image

Topologically Processed Image

.

Ground Truth Segmentatlon Prediction (with TIP)

(c) Isocontours (red) valuing to the image mean capture the lesion on the image much better
after TIP. Without TIP: Acc. = 0.553, Dice = 0.259, Mcc = 0.262, Inclusion = 0.964. With
TIP: Acc. = 0.986, Dice = 0.919, Mcc = 0.913, Inclusion = 0.965.

Prediction (without TIP)
- g

Figure 7.8: Three examples illustrating how each one of our considered segmentation
algorithms benefits from TIP.
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hair, and there does not exist any threshold that can be used to include the pixels of
the lesion and only those. However, after TIP, the darkest object on the image is the
lesion itself, as the strands of hair are disregarded. In this case, ISODATA) based
threshold segmentation does lead to a good result. One may also argue whether
the ‘ground truth’ segmentation is actually better than the provided segmentation
after TIP in this example. Clearly, TIP significantly improves the segmentation.
However, three of the four considered metrics point otherwise (Figure 7.8b).

Finally, Figure 7.8c illustrates how isocontour based segmentation benefits
from TIP. First, after TIP, due to the high contrast between the object and the
background, and the homogeneity of the background, it becomes easy to select an
appropriate value the isocontours should value to, as the mean of the image val-
ues simply suffices. Second, without TIP, there are often many such isocontours,
whereas there are commonly only one or a few (correctly) identified contours after
TIP (Figure 7.8c).

7.6 Improving Other Generic Methods

In this section, we discuss some other generic models for which TIP may result
in an effective increase in performance. Unlike the previous three models, they
will not be quantitatively evaluated on a large scale, as they are not necessarily
binary segmentation methods, or we lack a fair and consistent comparison to the
non-topologically processed images.

Clustering Based Segmentation Superpixel segmentation algorithms use clus-
tering algorithms in the color space to produce oversegmentations (more segments
than necessary), and are generally less effective when straightforwardly applied
for the task of binary segmentation. Different segments (clusters) in the result are
referred to as superpixels. Figures 7.9a & 7.9b show the result of a k-means clus-
tering based superpixel segmentation algorithm [127], to segment a skin lesion
image in 20 different superpixels, before and after TIP. Only after TIP, we observe
clear superpixels belonging to the lesion, and only to the lesion. Hence, TIP pro-
vides a promising approach towards constructing effective cluster-based (binary)
segmentation algorithms.

Edge Detection Edge detection methods searches for linear segments that cor-
respond to edges and borders in an image. They differ from segmentation methods
in that they do not target the output of well-defined (2D) areas. Figures 7.9¢c &
7.9d show the result of Roberts’ cross operator for edge detection [128], on a skin
lesion image before and after TIP. Before TIP, we infer some strands of hair (Fig-
ure 7.9c), or even no edges are clearly deduced (Figure 7.9d). After TIP, we infer
many edges characterizing the lesion, and only those.
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Grayscale Image k-Means Clustenng (without TIP} Topologically Processed Image

e, e

(a) A k-means superpixel segmentation algorithm marks clear segments belonging to the lesion only
after TIP (first example).

k-Means Clustering (without TIP) Topologically Processed Image

k-Means Clustering {with TIP}

Grayscale Image k-Means Clustering (with TIP)

(b) A k-means superpixel segmentation algorithm marks clear segments belonging to the lesion only
after TIP (second example).

Grayscale Image Roberts Edges (without TIP}  Topologically Processed Image Roberts Edges {with TIP)

: Q

(c) Roberts’ cross operator for edge detection marks edges characterizing the lesion only after TIP
(first example).
Grayscale Image Roberts Edges (without TIP)  Topologically Processed Image Roberts Edges (with TIP)

(d) Roberts’ cross operator for edge detection marks edges characterizing the lesion only after TIP
(second example).
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(e) Two example images where Algorithm 7 is used to initialize the active contour model to provide an
effective segmentation of the lesion (interior of the blue line). The initialization (red line) of the first
example is the boundary of the convex hull of the mask in Figure 7.6.

Figure 7.9: Examples of three other generic and unsupervised models to which TIP
provides an effective method to improve their results.
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Active Contour Segmentation The active contour model is a method to fit open
or closed splines, referred to as snakes, to lines or edges in an image [129]. It is
based on the minimization of an energy function, similarly to the Chan-Vese seg-
mentation algorithm. Unlike the previous two examples, this method does lead to a
straightforward binary segmentation, by taking the interior of the resulting snake.
It requires an initial estimate surrounding the object of interest, making it difficult
to apply to the original (skin lesion) images in a consistent and effective way, with-
out additional supervision. However, through TIM and TIP, we are able to provide
both an effective initialization and segmentation. More specifically, as discussed
in Section 7.4, Algorithm 7 does not provide a straightforward segmentation of the
objects, rather it marks a surrounding area of the object of interest, containing no
other significant objects. Hence, we can use the areas marked by Algorithm 7 to
initialize the active contour segmentation algorithm. Figure 7.9e shows the result
of this method, where we used the boundary of the convex hull of this area as
the initialization, leading to effective segmentations of the topologically processed
images.

7.7 Discussion and Conclusion

We introduced topological image modification (TIM) as a method for enhancing
the ability to extract both relevant and significant topological information from an
image. Although image smoothing has been applied in conjunction with persistent
homology of images before, its true potential as a destructive topological image
modifier has not been studied in detail. Furthermore, we introduced a powerful
new method for TIM, i.e., border modification, sensible on three different levels.
First, we discard all bias towards the single component with infinite persistence.
Second, we may automatically and consistently separate objects from the back-
ground through their finite death-times (Algorithm 7). Third, any outlier detection
method to automatically infer the number of components through the persistence
diagram of the image becomes well-defined.

We introduced the concept of, as well as a new method for topological image
processing (TIP). We showed how this method significantly increased the perfor-
mance of six different generic and unsupervised models and algorithms through a
wide variety of of skin lesion images from ISIC 2018. Furthermore, this increase
in performance was extensively quantified on all 2594 skin lesion images, for the
three algorithms that led to a straightforward binary segmentation method before
and after TIP. Though this is a very domain-specific application, our method for
TIP is very generic, resting on the assumptions that outliers can be destructed
through smoothing the image, and that the relevant object(s) are away from the
border of the image.

In any of the shown examples, we observe that our method of TIP fulfills its
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Figure 7.10: Two example images where our current version of TIM + TIP does not
capture the full relevant object and only the relevant object.

purpose, correctly identifying the relevant objects in the image and increasing their
contrast with the background. Interestingly, none of the segmentation methods we
considered, showed to be effective for the task of skin lesion segmentation prior
to TIP. Furthermore, even in conjunction with TIP, these methods maintained their
genericity. Naturally, these methods can be further improved for the particular task
of skin lesion segmentation, by trading off their genericity with their performance.
E.g., though the ground truth lesions always connected, none of our considered
segmentation algorithms necessarily outputs connected segmentations. Their re-
sults may be post-processed to accommodate for this restriction.

Since we only considered unsupervised models in our experiments, it may be
unrealistic to expect similar performances as the state-of-the-art supervised mod-
els, such as convolutional neural networks [122, 123]. Rather, we evaluated our
work in an unsupervised context to show that TDA using TIM and TIP improves
the task of skin lesion segmentation using generic unsupervised segmentation al-
gorithms. It is left to investigate how TIP may enhance the ability to learn in a
supervised setting, e.g., as an additional channel to a convolutional neural network
based model, or through combined architectures, for either segmentation or clas-
sification problems [117].

As with any method, there are some limitations to our method, both for skin
lesion images, as well as for more general applications. We assumed that the
relevant objects of our image were darker than the surrounding background, i.e.,
they have a lower pixel value. In applications where they are actually lighter, one
can easily apply our method by constructing the superlevel filtration instead of
the sublevel filtration, capturing topological information equivalent to the sublevel
filtration of the image after negating its pixel values.

A more difficult problem is when there is little to no contrast between our
object of interest and the background (Figure 7.10a). We argue that any learning
model, unsupervised or supervised, will find it challenging to correctly identify
objects in such images. However, we may automatically recognize these particular
types of images based on their persistence diagrams, as stated in Remark 7.4.1.

Another difficulty is when more prominent but irrelevant objects are separated
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from the boundary of the image. E.g, in Figure 7.10b, many irrelevant objects,
such as the corners of the image, the strands of hair, and the ruler, are destructed in
our topologically processed image. However, the surgical marker surrounding the
lesion still remain. A different function defining the filtration on the image than
the customary grayscale (7.1), possibly nonlinear in the color channels, that e.g.
accounts less or not for the purple colors of the image, may be more appropriate
in this case.

The fact that death times commonly occur after the full lesion has been in-
cluded, prevents us from using persistence diagrams of the topologically modified
images for a direct segmentation algorithm. However, in practice, a gradient be-
tween the lesion and the background of the image that results in such ‘late’ death-
time may also indicate a region of inflammation around the lesion (Figure 7.6).
Unfortunately, these regions are often disregarded in the ‘ground truth’ (Figure
7.6a), and further exploration of this interesting property is required.

Our method works well on images displaying one or few objects of interest
on a uniform, noisy, or textured background. This makes skin lesion images an
ideal application. For images fully composed of many objects (e.g., a street, cars,
houses, trees, ...), other types of models may be more applicable.



Concluding Remarks and Future Work

In this chapter, we conclude upon our work (Section 8.1), and discuss further direc-
tions for and applications of topological inference in graphs and images (Section
8.2). Finally, we discuss our work in the broader context of machine learning and
real-world applications in Section 8.3.

8.1 Conclusion

In this thesis, we thoroughly illustrated that simple graph-structured models occur
naturally in many real-world graphs. However, this does not necessarily imply that
many graphs are the (causal) result of these models. This makes it difficult to math-
ematically formalize the concept of topological models in graphs, as discussed in
Chapter 3. Yet, we presented a variety of methods for effectively inferring these
models across a broad spectrum of realistic applications.

In Chapter 4, we showed how local topological data analysis (LTDA) can pro-
vide local topological characterizations of metric data approaching metric graphs,
in terms of degrees. Furthermore, we showed that one may also practically deduce
the presence of cycles without the need of 1-dimensional persistent homology. By
both storing and using this topological information, we were able provide effective
reconstructions of metric graph models by means of clustering algorithms. These
methods are inspired by the fact that exact knowledge of the degrees of all points
in the theoretical model, or even less specific whether they are different from 2 or
not, allows one to exactly reconstruct the model. Due to this reason, for metric
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graph reconstruction methods to work well, local topological information needs to
be inferred correctly near every data point. Therefore, they are ideally applied to
more clean and/or processed data, that approximates the underlying model well.
The advantage of these methods is that they can directly model cycles, and mark
important regions through the used clustering algorithms.

In Chapter 5, we introduced a completely different approach towards topo-
logical inference in graphs. Here, we inferred topological subgraph models, called
backbones, based on the assumption that in real-world graphs ‘noise’ and ‘outliers’
surround the actual topological model underlying the graphs. Unlike reconstruc-
tion methods, these assumptions apply to the empirical data, rather than the ground
truth model. Hence, our method for backbone inference satisfies much better gen-
eralization and robustness properties. In contrast to the degree of a node, our
introduced boundary coefficient (BC) captures the coreness of a node well in both
the small-world network model, as well as the non-small-world network model.
This coefficient allowed us to construct effective forest-representations, i.e., f-
pines, for inferring backbones through the Constrained Leaves Optimal subForest
(CLOF) problem. We qualitatively and quantitatively confirmed its effectiveness
for many types of graphs, ranging from social networks, to earthquake locations
scattered across the Earth, and high-dimensional cell trajectory data.

In Section 5.8 we showed that even high-ranked state-of-the-art approaches in
the field of cell trajectory inference (CTI) struggle to infer trajectories in many
examples. They often fail to capture the geometry of the model, or predict the
number of leaves correctly. In Chapter 6 we developed topological signatures ac-
companied by theoretical justification, that allow their use to study and quantify
this particular problem in more detail. We furthermore showed that these signa-
tures correlate well with the performance of current CTI methods, and as such
provide a new way of performing data quality control within this field.

Finally, in Chapter 7 we applied TDA for a different kind of graph-structured
data, this being images. We showed that although 0-dimensional persistent ho-
mology can be used for object detection in images, a direct approach towards this
lacks robustness properties. We therefore introduced topological image modifi-
cation (TIM) to enhance the ability to extract both significant as well as relevant
topological information from real-world images. This information was then con-
secutively used for topological image processing (TIP) to increase the contrast be-
tween important objects and irrelevant objects or the background of the image. We
furthermore qualitatively and quantitatively evaluated how TIM and TIP improve
a wide variety of image segmentation methods in an unsupervised setting.
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8.2 Future Work

In this section, we discuss a variety of interesting research topics that arise from
the results and observations in this thesis. We will subdivide these according to
chapter(s) and topic.

Formalizing Topological Models in Graphs As mentioned in Section 3.5, how
to mathematically formalize the concept of topological models in graphs is one of
the most important open problems resulting from this thesis. E.g., one might for-
malize these through random graphs for different ‘classes’ of graphs separately. As
discussed in Section 3.4.2, these classes could specify whether the graphs are given
or derived from point cloud data, whether there is a causal relationship between
them and the model, whether they satisfy the small-world network model, or how
nodes in the model relate to the nodes they represent. Furthermore, these classes
often largely overlap (although not necessarily completely). E.g., proximity graphs
derived from low-dimensional point cloud generally do not satisfy the small-world
network model. However, whether such a finite classification of formalized topo-
logical models in graphs is even possible without limiting their applicability, is an
open problem. Furthermore, even though we pointed out the difficulties for pro-
viding a universal formalization of topological models in graphs, we showed that
there do exist methods that may effectively infer such models in graphs that would
be distinct according to such classification. This makes studying how to formalize
these models that more interesting.

Topological Libraries [Chapters 4 & 6] As discussed above, LTDA and the
graph reconstruction methods derived thereof area ideally applied to clean, pro-
cessed data, or data with a low underlying complexity of the model. Accompa-
nied with a (number of leaves) inference method [80], the signatures introduced in
Chapter 6 may provide some additional robustness to these methods. More specif-
ically, one would not require to introduce an inner radius v’ parameter anymore.
Furthermore, one could develop a topological library of possible ground truth lo-
cal topological signatures to match empirical local neighborhoods. One may even
just perform these matchings to the persistence diagram of a line topology to iden-
tify edge and non-edge points, which is (theoretically) sufficient to reconstruct the
global model. The restriction to constructing (local) Rips graphs will then not be
required for inferring local topologies. Indeed, instabilities in terms of the number
of connected components in punctuated neighborhoods of different type of prox-
imity graphs may then be identified through points close to the diagonal of the
diagram, e.g., as in Figure 6.5.

Figure 8.1 illustrates of how this may work in practice. First, we construct
a topological library £ containing one persistence diagram D (Figure 8.1b), ob-
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(c) A Rips graph G constructed from a point
cloud data set Pikachu. Each node v is mapped
to the bottleneck distance between the
persstence diagram of the sublevel filtration of
the normalized centrality function on
G[Bdl(l;nw (v, 3)] and the diagram in the
topological library.
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(b) The single persistence diagram D
in the topological library £, which
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(d) The local signature obtained from
the node and its neighborhood shown
in blue on Figure 8.1c.

Figure 8.1: Within the context of LTDA, topological libraries may provide a more robust
way to discover edges, leaves, multifurcations, and isolated points, with better
generalization properties.

tained from the sublevel filtration of the normalized centrality function on a linear
metric graph (Figure 8.1a). Note that the resulting signature is independent of the
length or any curvature of the ground truth model of which it is computed. More
precisely, it always equals the set {(0,00),(0,1)} U {(x,z) : + € R}. In Fig-
ure 8.1c we consider the same Rips graph G constructed from the metric graph
representing Pikachu in Section 5.5.4. For every node v € V(G), we consider
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a neighborhood Bgunw (v, ) = Bgunw (v, — 1). The local signature of v, which
is the persistence diagram obtained through the sublevel filtration of the normal-
ized centrality function on G[Bgunw (v, — 1)], is then matched to D through the
bottleneck distance. An example of such signature for the node v marked in blue
in Figure 8.1c is shown in Figure 8.1d. By mapping each node v to the such ob-
tained bottleneck distance, we are able to identify nodes representing edges (low
bottleneck distance) and nodes representing non-edges (high bottleneck distance),
as shown in Figure 8.1c.

Nevertheless, further exploration how to decrease the sensitivity of to the choice
of the (outer) radius r under a non-uniform amount of noise may still be required.
This can e.g. be noted from the thicker lower parts of Pikachu’s eyes in Figure
8.1c, which for the chosen radius represent ‘blobs’ rather than edges.

Scalability of the Boundary Coefficient [Chapter 5] Our method for infer-
ring backbones shows to scale well to thousands of nodes. At first sight, this
may not be enough for many practical applications, such as large network em-
bedding [102, 138]. Nevertheless, there are many practical examples, such as cell
trajectory data, where identifying the underlying topology for graphs of this order
remains an important problem. Furthermore, our method may scale to larger order
graphs by optimizing or even parallelizing our current implementation to com-
pute boundary coefficients, the most expensive part of our method. Algorithms for
approximating these coefficients may be investigated on a theoretical, probabilis-
tic, and experimental level as well. E.g., fast algorithms for all-pairs approximate
shortest paths are discussed in [139].

Generalization to more Complex Backbones [Chapter 5] One may increase
the local scope of the boundary coefficient. L.e., the BC currently only averages
over pairs of neighbors, but it may as well consider neighbors of neighbors, and
so on. In this way, we may be able to effectively mine fopological skeletons in
data with a a locally higher intrinsic dimension. An example of this would be the
Swiss Roll from Section 5.7, where we increase the width of the manifold (along
the z-axis), while also increasing the sparsity of the proximity graph.

We experimentally demonstrated that modeling the topology of or graph by
means of a (sub)forest is not a severe limitation when it comes to cycles. These
may be more efficiently discovered through persistent homology if our backbone
provides a significant size reduction, while remaining spread out across the under-
lying topology. However, we have yet to provide an effective method for ‘lifting’
the holes found by means of topological persistence to our forest-structured back-
bone, i.e., closing the gaps corresponding to these holes. Persistent homology
has also been connected to minimum spanning trees and their higher-dimensional
analogues of minimum spanning acycles on a theoretical level [140]. Connecting
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these results to CLOF may lead to new theoretically well-founded approximation
algorithms for computing persistence [40, 141].

Another interesting direction is to investigate how our method generalizes to
directed graphs. From a topological viewpoint, (anti-)arborescences could be very
useful to interpret as possible backbone structures in directed graphs, as they have
a natural and consistent flow defined on them. However, this may already become
too restrictive. Unlike for unweighted graphs, such backbones may become non-
existing if we require that each other node in the graph can be connected in some
way to this backbone, through either a fixed or varying directionality. Furthermore,
the BC may become undefined for nodes in weakly connected components, that
are not strongly connected, and a different core measure may be more appropriate.
This leads to many new theoretical and practical research questions.

Applications of Backbones [Chapter 5] Considering backbone inference in
graphs, we only focused on applications within the field of topological data anal-
ysis. Correctly identifying the graph-structured model is the exact purpose of
CTI methods. For other graphs such as social networks, we also showed that we
can meaningfully identify backbone structures, both on a qualitative and quantita-
tive level. Our procedure provides a way to visualize or obtain insight into their
underlying structure. Nevertheless, this is often not the end goal for these net-
works. Hence, a wide variety of new applications of backbones, such as commu-
nity detection, subgroup discovery, and graph embeddings, is yet to be discovered.
E.g., [102] introduced a heuristic algorithm to iteratively simplify a graph, as to
increase the performance of any existing graph embedding method through better
initializations. Hence, initializing the embedding through a well-chosen backbone
can lead to a graph embedding method that respects topological properties of the
graph.

Finally, one may investigate how backbone extraction improves existing mod-
els for graph-structured data, and vice versa. E.g., graph convolutional networks
(GCNs) have recently led to many new applications for graphs [142]. On the one
hand, prior knowledge of nodes near or on the core structure of the graph may
enhance the ability to learn from graphs through better initializing a GCN. This
is similar to the method described above for improving graph embeddings, which
is also one of the many applications of GCNs. On the other hand, similar to how
an initial dimensionality reduction improves the performance of cell trajectory in-
ference, graph autoencoders [143] may serve as a tool to find a latent or denoised
representation of the graph, prior to the final backbone extraction.

Cell Trajectory Inference [Chapters 5 & 6] In case of CTI, we noted that even
high-ranked cell trajectory methods, according to [9], often struggle to capture the
geometry of the underlying model, or its exact number of leaves (Figures 5.31 &
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5.33). From Chapter 6, we conclude that for many data sets, branches are difficult
to separate from each other due to a high amount of noise (even after a dimen-
sionality reduction), or that branches which are relatively short according to some
main trajectory are left undetected (intuitively, our ‘elbow’ in Figure 5.10b will
occur too soon). In Section 5.8, we also showed how our method for backbone
inference may benefit from a more accurate leaf inference method for the task of
cell trajectory inference, increasing its performance under this knowledge (Figure
5.31). Again, from Chapter 6 we conclude that developing such method based
on purely topological information may be difficult. However, the signatures in-
troduced in this chapter allow do us to qualitatively and quantitatively evaluate
which data representation (dimensionality reduction and/or proximity graph) bet-
ter captures topological properties of cell trajectory data. Naturally, finding more
effective representations will lead to a better performance of both our as well as
other methods. This is the formal subject of [6].

Topological Image Modification and Processing [Chapter 7] The idea behind
topological image modification—altering the topological properties of an image
to improve the detection of both relevant and significant objects—is very generic.
Hence, a wide variety of topological image modifiers, as well as new applications
of topological image processing to supervised learning and domains other than
(segmenting) skin lesions are yet to be discovered. A simple example of an ad-
ditional topological image modifier would be color modification. E.g., through a
nonlinear function on the color channels we may decrease the prominence of the
purple surgical markers of the image in Figure 7.10b. This may prevent their detec-
tion through the resulting persistence diagram. Furthermore, adding extra channels
that capture topological information to images may prove to be valuable for con-
volutional neural networks models. Unfortunately, many current state-of-the-art
pre-trained layers have been optimized for 3-channel (RGB) images. Hence, we
might not be directly able to exploit their advantage of having been trained on
sometimes millions of images [144], and require further investigation into novel
model architectures that benefit from this additional topological information.

8.3 Our Work in a Broader Context

We both qualitatively and quantitatively showed that we developed effective tools
for topological inference and analysis across a wide variety of real-world graphs
and images. Naturally, not every of our considered ‘applications’ appears to be
equally important at the time of writing. E.g., it might be obvious that cell tra-
jectory inference is currently a more relevant and difficult problem, than inferring
the underlying model of the Harry Potter network. The purpose of this section is
hence to discuss how our work may impact society and show real-world value.
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Something that we did not discuss is that methods particularly targeting CTI
often deal with pseudotime analysis, which corresponds to ordering cells along the
(inferred) trajectory [9]. Given a (inferred) trajectory, cells can be directly ordered
in various ways, e.g., by projecting them onto the trajectory. In a matter of fact, this
is exactly implemented in the wrapper provided by [9]. Note that early methods for
CTI prioritized ordering cells correctly over inferring the actual trajectories [9,58].
Cell trajectories and these pseudotimes offer a transcriptome-wide understanding
of dynamic processes [9]. In cancer, they can be used to identify (dis)continuity
in cell states, and indicate the mode of tumor evolution [58-61]. In immunol-
ogy, understanding the cellular transition dynamics modeled by cell trajectories
and how they can be modified to improve human health is one of the central ob-
jectives [62]. These examples accompanied by the ongoing efforts to construct
transcriptomic catalogs of whole organisms [9, 145, 146], clarify the importance of
effective and scalable CTI methods.

Nevertheless, we merely showed that our method for CTI through backbone
inference (Section 5.8) is competitive to, but does not outperform the state-of-the-
art. Although our provided method for CTI may show to be a complementary and
useful tool over the 45 others evaluated by [9], and those that have been and will
be developed thereafter [147, 148], we argue that our real contribution for the par-
ticular case of CTI lies in Chapter 6. Indeed, by using our topological signatures
(Corollary 6.3.5) for exploratory data analysis rather than topological inference in
Section 6.4, we were able to explain the difficulties accompanied by CTI (which
we observed in Section 5.8) on both a theoretical and practical level within a topo-
logical context. To the best of our knowledge, neither such an application of TDA,
nor such an analysis within the field of CTI, had been considered before. Further-
more, we observed that the performance averaged over all CTI methods evaluated
by [9] is consistent with the information captured through our topological signa-
tures, allowing for a novel method for cell trajectory data quality control. This may
eventually lead to new methods for evaluating the data prior to the actual trajectory
inference, and for comparing and developing new representations (dimensionality
reductions and/or proximity graphs) to improve the effectiveness of both our or
other CTI methods. We recently investigated and discussed this in more detail
in [6].

In a more general context beyond CTI, applications of topological inference of
graphs from graphs are still unclear. E.g., the locations of earthquakes in Figure
5.23 can be straightforwardly visualized, which does not require the underlying
model. Similarly, while connoisseurs may confirm that our method qualitatively
provides effective models for the Harry Potter and Game of Thrones network,
this is subject to opinion, and what we can use these models for remains vague.
Yet, it is for these very reasons we included extensive experiments on a variety
of different graphs, rising from artificial graphs to fields such as social networks,
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geology, and biology. This enabled us to thoroughly illustrate that we are able to
provide effective graph-structured models in many fields of science, without any
particular application currently in mind.

Similar to dimensionality reductions of point cloud data, the direct applications
of inferring graph-structured models in graphs lie within topics such as exploratory
data analysis, and visualization. Furthermore, as do dimensionality reductions find
applications for improving machine learning models, e.g., by reducing overfitting,
so may constrained graph-structured models lead to future applications for im-
proving machine learning models on graphs, such as GCNs, graph embeddings,
or classification models. As an example (which we also discussed above), [102]
showed that simplified graphs obtained from the original graph—which are exactly
the models we consider in a broader context—may prevent any existing graph em-
bedding method from getting stuck in local minima during optimization. The ap-
plications of these various machine learning problems on graphs range from link
prediction and recommender systems [149-151] (think of Netflix predicting which
series you will like, Amazon which items might interest you, or Facebook your po-
tential friends) to classification of graphs arising from social networks, toxicology,
and protein functions or structures [39, 152-155].

In case of topological image modification and image processing, and in the par-
ticular case of skin lesion images, effective segmentations allow for automatic and
more accurate predictions [117], and hence fast and tailored interventions when
necessary. However, applications must not be restricted to biomedicine, or even
have any social value at all. One may e.g. think of a cool new selection tool or
filter in Photoshop, with only expressing your creativity as an application in mind.
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