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We have performed X-band electron spin resonance (ESR) measurements on a single crystal of the metallic
chiral helimagnet CrNb3S6 from 3.5 to 180 K and for the external magnetic fields Hext , up to 4 kOe, perpendicular
to the c axis (the helical axis of CrNb3S6). This field-crystalline configuration is expected to provide the chiral
soliton lattice (CSL) state in this system. The main resonance line can be fit with a Dysonian function above
Tc = 127 K, but additional features in the spectra were observed below 105 K. Specifically, spiked anomalies
superposed on the main signals were observed for magnetic fields between Hc1 and Hc2 that are the appearing
and disappearing fields of the spiked anomalies, respectively. The resulting magnetic field vs temperature phase
diagram possesses three regions, which are interpreted as different dynamical responses in the CSL phase. In
addition, the values of Hc2 are close to those reported by the d2M/dH2 curve [Tsuruta et al., Phys. Rev. B 93,
104402 (2016)]. Furthermore, the field range between Hc1 and Hc2, where the spiked anomalies exist, depends
on the field direction and shifts to higher fields when turning to the c axis, thereby providing additional evidence
that these spiked anomalies must be related to the chiral soliton dynamics.

DOI: 10.1103/PhysRevB.100.104413

I. INTRODUCTION

Chirality, left-handedness or right-handedness in symmet-
rical properties, plays a crucial role in nature. Some com-
pounds with crystallographic chirality are named as chiral
helimagnets (CHMs). The uniform Dzyaloshinskii-Moriya
(DM) interaction, an antisymmetric interaction induced by
the absence of inversion symmetry between neighboring mag-
netic ions [1–3], and the exchange interaction cause the chiral
helical magnetic structure below a long-range ordering tem-
perature. In order to show how to construct the chiral helical
magnetic structure, we simply consider a one-dimensional
(1D) CHM given by the following Hamiltonian:

H = −J
∑

i

Si · Si+1 −
∑

i

D · (Si × Si+1) − gμB

∑
i

H · Si.

(1)

Here, the first, second, and third terms represent the ferromag-
netic (FM) exchange interaction (J > 0) between the nearest-
neighbor (NN) spins, the uniform DM interaction between
the NN spins, and the Zeeman interaction, respectively. The
uniform DM interaction gives twists in the 1D FM chain, so
the competition between the FM and the DM effects create

*Corresponding author: hagiwara@ahmf.sci.osaka-u.ac.jp

the chiral helical magnetic state. This state has already been
observed in several chiral materials, for example, MnSi [4],
Fe1−xCoxSi [5], and CrNb3S6 [6].

In the presence of an external magnetic field Hext, peculiar
magnetic states emerge in these CHMs, and the skyrmion
lattice is one notable example. In this state, the magnetic vor-
tices, i.e., skyrmions, form a triangular lattice, which has been
observed in small angle neutron scattering and Lorentz trans-
mission electron microscopy measurements [7–9]. A different
peculiar state appears in magnetic fields perpendicular to the
helical axis of the CHMs. Under these conditions, the helical
structure is unwound periodically, resulting in a magnetic
structure constructed by alternate FM and helical structures.
This arrangement is known by several names, including heli-
coid, magnetic kink crystal, and chiral soliton lattice (CSL),
which is the terminology that will be used hereafter. In this
CSL state, the FM region widens with increasing magnetic
field, and finally, all of the magnetic moments point along the
field direction above the saturation magnetic field Hsat. This
CSL state was first theoretically proposed by Dzyaloshinskii
[10], and its characteristic features have been theoretically
investigated in recent years [11–13], and some of them were
experimentally observed [14–19].

CrNb3S6 is one of the materials in which the CSL state
appears. Magnetic Cr3+ ions are intercalated in the 2H-
type NbS2 layers, and these Cr3+ ions construct the two-
dimensional layers. The centrosymmetry is broken due to the
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intercalation of the Cr3+ ions, and then, CrNb3S6 belongs to
the noncentrosymmetric hexagonal space group P6322, which
allows the uniform DM vector along the c axis [6,20–22]. The
lattice constants at room temperature are a = 5.75 Å and c =
12.12 Å [6,20,22]. The chiral helical magnetic structure with
a long period along the c axis below the long-range ordering
temperature Tc (=127 K in our sample) was observed by the
neutron scattering [6] and electron beam [14] measurements.
The magnetic helical pitch is 480 Å (48 nm), corresponding
to about 40 unit cells, in the lower temperature region. For
the Hext ⊥ c axis, the CSL state emerges below Hsat∼2000
Oe. Our previous electron spin resonance (ESR) [23] study
with the Hext‖c axis and a theoretical study to explain some
experimental resutls of CrNb3S6 [24] indicated that both the
inter- and intralayer interactions are ferromagnetic and that
the intralayer interactions are about ten times larger than the
interlayer ones. Thus, the magnetic structure of this com-
pound is explained as two-dimensional (2D) FM layers which
align along the c axis with twisting as depicted in Fig. 1
of Ref. [13]. With the Hext ⊥ c axis, the period of the CSL
state was observed to increase gradually up to about Hsat. In
the vicinity of Hsat, a dramatic increase of the period was
detected [14], and this change is also evidenced in magneti-
zation measurements [18,25]. These unusual features of the
static magnetic response of the CSL state for the Hext ⊥ c
axis motivated the present study of the dynamical behavior
[26,27].

In this study, we have performed X-band ( f = 9.28 GHz)
ESR measurements of a single crystal of CrNb3S6. We ob-
served a signal with the shape of the Dysonian function
above 130 K, a deformed signal between 110 and 130 K,
and then spiked anomalies, which appear and disappear at
certain fields defined as Hc1 and Hc2, superposed on some
unusual ESR signals below 110 K. We discuss the fea-
tures of the ESR signals and the field region of the spiked
anomalies by comparing with the ac magnetization results
[25] in the magnetic field versus temperature (H-T ) phase
diagram.

II. EXPERIMENT

Single-crystal samples of CrNb3S6 were synthesized by a
chemical transport method, and the details of the synthesis
are described in Ref. [21]. The size of our samples is about
1 × 1 × 0.1 mm3 (the c axis is along the shortest-size direc-
tion) and thus our sample is regarded as a bulk crystal. The
qualities of the samples were checked by the x-ray diffrac-
tion measurements, and no impurity phase was found in the
samples.

The temperature dependence of ESR signals were mea-
sured with an X-band ESR apparatus (Bruker EMX ESR
spectrometer). The sample was mounted on a quartz rod by
vacuum grease and the rod was inserted into the resonant
cavity. The external magnetic field Hext and the microwave
oscillating magnetic field Hmw were applied perpendicular to
the c axis. The field derivative of ESR absorption curve was
obtained by the field modulation technique while data were
acquired during isothermal field sweeps at temperatures in the
range 3.5–180 K.

FIG. 1. Temperature dependence of ESR signals of a single
crystal of CrNb3S6 at 9.28 GHz for Hext ⊥ c and Hmw ⊥ c. The
asterisked numbers on the right side of the plot indicate the scaling
factors used to reduce the size of the ESR signals in the plot.

The magnetization of the single crystal of CrNb3S6 was
measured by using a superconducting quantum interference
device magnetometer (Quantum Design MPMS-XL7).

III. RESULTS AND ANALYSES

Figure 1 shows the temperature dependence of the ESR
signals of a single crystal of CrNb3S6 at the measurement
frequency f = 9.28 GHz for Hext ⊥ c and Hmw ⊥ c. For
130 K < T < 180 K, we observe an ESR signal that gradually
shifts to lower fields with decreasing temperature down to
145 K and then drastically shifts below 140 K. The signal in
this temperature range can be fitted by a single Dysonian func-
tion. Below 125 K, which is close to the transition temperature
Tc = 127 K, the shape of the signal starts to deform, and the
signal splits into several lines. In addition, the signal intensity
becomes large near this temperature, and the data have been
scaled by a factor given in the figure. Eventually at lower tem-
perqatures, the lowest-field signal shifts to the low field side
and is not observed below 65 K, and the shapes of the other
signals are almost unchanged below 90 K. The spiked anoma-
lies, which look like noise on the baseline, start to appear
near 1000 Oe at 105 K. The field range and the characteristics
of these spiked anomalies will be described later in Sec. IV.
This unusual phenomenon emerges in the presence of the field
below Hsat, and hence it must be related to the CSL state.
In the following sections, we will discuss the features of the
aforementioned ESR signals separately above and below Tc.

104413-2



ANOMALOUS SPIKED STRUCTURES IN ESR SIGNALS … PHYSICAL REVIEW B 100, 104413 (2019)

FIG. 2. ESR signals of a single crystal of CrNb3S6 together
with the fitting results by a single Dysonian function above Tc. The
red solid and black broken lines indicate the experimental and the
fitting results, respectively. The numbers with an asterisk next to
the temperatures have the same meanings as in Fig. 1.

A. Above the transition temperature (T > Tc)

We can fit the spectra above Tc by using a single Dysonian
function,

fDysonian(H ) = ID
d

dH

(
WD + α(H − Hres )

(H − Hres)2 + W 2
D

)
, (2)

where ID, WD, Hres, and α in Eq. (2) are the signal intensity,
the half width at half maximum, the resonance field, and
the dispersion to absorption ratio of the signal, respectively
[28,29]. The Dysonian function, Eq. (2), represents the ESR
absorption in a metallic sample. Here, the dispersion to ab-
sorption ratio 0 < α � 1 is related to metallic properties of the
sample, for example, sample size, geometry, and skin depth.
If the skin depth is small compared to the sample size, then
α → 1. On the other hand, when the sample is an insulator,
α → 0, and then Eq. (2) changes into the Lorentzian function.
Figure 2 shows the results of fitting the ESR signals with
Eq. (2) at several temperatures above Tc.

In Fig. 3, all the ESR signals, with the exception of the
data at 130 K, are fitted with α ∼ 1, suggesting the Cr3+

spins exist in a good metallic environment. Usually, the ESR
signal intensities are proportional to the magnetization values
in the paramagnetic state. Therefore, we compare the ESR
signal intensities with the magnetizations of CrNb3S6 at the

FIG. 3. Fitting parameters ID, Hres, WD, and α [Eq. (2)] for the
ESR signals of CrNb3S6 as a function of temperature. The open black
squares with a line indicate the calculated ferromagnetic resonance
fields.

resonance fields, and this comparison is shown in Fig. 4.
The mass of the sample (∼0.1 mg) is too small to calcu-
late the correct magnetization values, and thus we used the
raw magnetization data. As obviously shown in Fig. 4, the
ESR signal intensities are proportional to the magnetization
values at the resonance fields above 135 K. However, ID at
130 K significantly deviates from trends observed at higher

FIG. 4. Comparison of the signal intensities ID and the magne-
tization values M at Hext = Hres for Hext ⊥ c. The broken line is the
result of the linear fitting except the data at 130 K. The inset indicates
the simultaneous plots of the temperature dependences of ID (open
red squares) and M (solid blue circles) at Hext = Hres.
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temperatures, and this change in behavior is clearly shown in
the inset of Fig. 4. This result indicates that the FM state with
the DM interactions is developed, although the temperature
is above the transition temperature Tc = 127 K. Previous ac
magnetic susceptibility measurements show similar results. A
large third harmonic component M ′

3ω and a large out-of-phase
component of M ′

1ω were observed below about 135 K [25].
In addition, the shift of the resonance field Hres changes

drastically below 140 K as mentioned in the previous sec-
tion. This is probably caused by the ferromagnetic resonance
(FMR) including the demagnetization factors given by the
following equation for the magnetic field applied parallel to
the plane:

ω0 = γ [B0(B0 + 4πM )]1/2, (3)

where ω0 is the angular frequency (=2π f ), γ (=gμB/h̄) is
the magnetogyric ratio, B0 is the resonance magnetic flux
density (=μ0Hres, μ0 ≡ permeability in vacuum), and M is the
magnetization (G) which is normalized to meet the observed
Hres at 130 K. The open squares above 130 K in Fig. 3,
which are the calculated FMR fields, agree well with exper-
imental results. This FMR with the demagnetization factor
below 180 K is probably caused by strong FM interactions
in the ab plane [23,24]. Because of the large intralayer FM
interactions, magnetic moments in CrNb3S6 are aligned only
in the ab plane above Tc. This idea is supported by the
previous magnetic entropy measurement which suggested the
FM correlations might be present even at higher temperature
than Tc [30].

B. Below the transition temperature (T < Tc)

When T < Tc, the ESR line shape is deformed from a sim-
ple Dysonian curve and the CSL phase is established due to
the combined effect of the DM interactions and the interlayer
FM coupling. It is difficult to analyze the spectra successfully
by fitting them with some resonance functions such as the
Lorentzian and the Dysonian functions, because their shapes
are too complex. These complex spectra may arise from the
high-temperature CSL state of CrNb3S6. The shapes of ESR
spectra at 90 < T < 115 K are more complicated than those
at other temperature ranges. It is hard to analyze the observed
ESR spectra and thus identify accurate resonance fields men-
tioned above, but we observed some deformed signals at T =
3.5 K. The dip near 1900 Oe may correspond to the theoretical
ESR signal reported by Kishine and Ovchinnikov [26]. In their
paper, the resonance branches originated from CSL magnetic
structure are almost field independent, and rapidly decrease
near the saturation magnetic field. The ESR signal observed
when H < 1 kOe is not predicted theoretically and its origin
is not clear at the moment.

IV. DISCUSSION

The ESR signal above Tc is explained by a single Dysonian
function. Below Tc, several ESR signals were observed, and
interesting anomalies were observed. As shown in Fig. 1, the
spiked anomalies were observed below 105 K. Figure 5(a)
shows the ESR signals at 3.5 K, and the spiked anomalies
were clearly seen below 1000 Oe. In order to identify the

(b)

CSL-1b

CSL-2

(a)

CSL-1a

FIG. 5. (a) ESR signal at T = 3.5 K for Hext ⊥ c and Hmw ⊥ c
(Fig. 2). The Hc1 and Hc2 indicate the appearing and disappearing
fields of the spiked anomalies in the ESR signal, respectively. The
inset shows the expanded view of d2I/dH2. At Hc1 < H < Hc2,
intense peaks were observed. (b) Magnetic field vs temperature phase
diagram of CrNb3S6. The red solid and open circles indicate the
Hc1 and Hc2, respectively, and the solid red squares represent the
saturation magnetic fields derived from the magnetization curves.
The purple triangles are plotted from the d2M/dH2 curve in the
magnetization measurements [25], and the green inverted triangle is
plotted from the temperature dependence of magnetic susceptibility
[25]. The red dashed, dot-dashed, and solid lines are guides to the
eyes.

field region where the anomalies exist, we plotted the second
field derivative of the signal intensity (d2I/dH2) as shown in
the inset of Fig. 5(a). These spiked anomalies are not caused
by the measurement system because they are much larger
than the white noise observed above 1000 Oe [the inset of
Fig. 5(a)] and they have not been observed without the sample.
Furthermore, these spiked anomalies are not random noise
because their shapes are relatively insensitive to changes of
the amplitude and frequency of the modulation magnetic field
(0.5–8 G and 12.5–100 kHz, respectively), the microwave
power (0.2–20 mW) and the time constant (81–655 msec),
and by the thermal cycles (three times from room temperature
to 3.5 K). Therefore, the spiked anomalies must be intrinsic
signals in the CSL phase of CrNb3S6.

We determine the appearing and disappearing fields of the
spiked anomalies (Hc1 and Hc2) by the d2I/dH2 for all the
measured temperatures, and plot them in the magnetic field
vs temperature phase diagram [the red solid and open circles
in Fig. 5(b)]. It should be noted that these boundaries are
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not thermodynamic phase transitions but merely crossovers
observed by dynamical ESR responses. Therefore, the foun-
dations of Dzyaloshinskii’s theory [10] are not applicable in
this discussion. In this figure, the saturation magnetization
fields Hsat derived from the magnetization curves and the
transition temperature to a long-range helical ordered state at
zero field are also plotted as the red solid squares and the green
inverted triangle, respectively. The solid and open circles
traverse the area surrounded by these squares and the inverted
triangle, indicating that the Hc1 and Hc2 are two boundaries
between the CSL-1a and the CSL-1b, and between the CSL-
1b and the CSL-2 regions, respectively, in Fig. 5(b). The
boundary indicated by open circles agrees with those plotted
by the purple triangles in Fig. 5(b) which are determined
from the d2M/dH2 curve of CrNb3S6 in the magnetization
measurements [25]. The CSL-1 and 2 areas were named from
the magnetization measurements. The boundary determined
from the disappearing field Hc2 nearly corresponds to that
determined from the d2M/dH2 [18], magnetic entropy curve
[30], and magnetization [31]. Therefore the spiked anomalies
appear in the linear magnetization region of the CSL state,
where magnetic soliton density is high enough and the solitons
probably do not move easily, in CrNb3S6. Other evidence for
the correlation between the CSL state and spiked anomalies
is the angular dependence of the spiked anomalies as shown
in Fig. 6(a). The field region of the spiked anomalies shifts to
higher field side and widens, when the magnetic field is ro-
tated from the direction perpendicular to the c axis to that par-
allel to the c axis. When the magnetic field is almost perfectly
parallel to the c axis, the spiked anomalies disappear from
the window of the measurement magnetic field. The angular
dependences of Hc1 and Hc2 are shown in Fig. 6(b). The solid
lines are the results of fittings with the following expression:

Hci = ai/|cosθ | + bi, i = 1, 2, (4)

where ai is a coefficient, θ is the applied field angle, and bi is
a constant. Both Hc1 and Hc2 are well fitted with this equation
(a1 = 0.432, b1 = 0.055, a2 = 0.910, and b2 = 0.010), but
we do not know the origin of the angular dependence.

Next, we consider the origin of these spiked anomalies.
The Walker mode which appears in some ferromagnets is
negligible because the wavelength of emitted microwave
(∼33 mm at ∼9 GHz) is sufficiently longer than the sample
size (�1 mm). Furthermore, they do not alter their structure
by changing the experimental parameters as written above.
Thus, the origin of the spiked anomalies is not clear at present.
The magnetic structure in the CSL-1a region in Fig. 5(b)
is close to the chiral helimagnetic structure (CHS) and then
the density of the ferromagnetic region is quite low and the
ferromagnetic domains cannot correlate each other because of
the large distance between them [18]. Some reports suggest
that the CSL-1b region in our phase diagram also possesses
the CHS and the boundary determined by Hc2 corresponds
to the CHS-CSL crossover line. However, the observation of
the spiked anomalies only in the CSL-1b region is opposed
to this idea of CHS-CSL crossover, because the CHS in the
CSL-1a region does not cause such an unusual response.
Consequently, we do not have an interpretation of the spiked
anomaly region. Finally, we discuss the distance between the
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FIG. 6. (a) Angular dependence of the spiked anomalies shown
by d2I/dH2 to clarify the anomalous field region. The data are
displayed every 10◦ from 0◦ (Hext ⊥ c) to 180◦. The solid and open
circles indicate the appearing and disappearing fields of the spiked
anomalies (Hc1 and Hc2), respectively. The field region of the spiked
anomalies shifts to higher field and widens, when the magnetic field
is rotated from the direction perpendicular to the c axis to that parallel
to the c axis, and moves to the out of range for the c axis. (b) The
angular dependence of Hc1 and Hc2. The data are plotted by the same
symbols as in Fig. 6(a). Both solid lines are the results of the fittings
with Eq. (4).

magnetic solitons (helical region of the CSL structure) that
is larger in the CSL-2 region than in the CSL-1b region. The
spiked anomalies only appear in the CSL-1b region because
the distance between the magnetic solitons may be appropriate
only in this region.

V. SUMMARY

In summary, we have performed X-band ESR measure-
ments of a single crystal of CrNb3S6 in magnetic fields
perpendicular to the c axis (helical axis). The observed main
ESR signal above Tc is fitted by the single Dysonian function.
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In addition, we observed spiked anomalies superposed on
unusual ESR signals below 105 K. These spiked anomalies
exist in a range of magnetic fields bounded by Hc1 and
Hc2, i.e., Hc1 < H < Hc2. The resulting magnetic field versus
temperature phase diagram identifies the CSL state as having
three distinct regions in terms of dynamic responses in the
gigahertz regime. Correlations between magnetic solitons in
the intermediate region, CSL-1b of Fig. 5, may be the source
of the spiked anomalies.
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