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AN EVOLUTIONARY APPROACH TO ROUTING IN MOBILE AD HOC
NETWORKS USING DOMINATING SETS
Hiranmayi Sreenivas, MS
University of Nebraska, 2003

Advisor: Dr. Hesham Ali

| This _thesig presents a new approach to routing in ad-hoc wireless networks using
virtual backbones that may be approximated by the graph theoretic concept of dominating
sets. -Ad hoc wireless networks provide a flexible and quick means of establishing
wireless peer-to-peer communications. Routing remains the main challenging problem in
an ad hoc network due to its multihop nature and dynamic network topology. Several
protocols based on virtual backbones in ad hoc wireless networks have been proposed
that may be used to simplify the routing process. However, little is known about the
network routing performance of these protocols and no attempt has previously been made

to directly compare them.

This thesis is the first research effort to implement, ana}lyzre and compare the
routing performance of dominating-set-based routing protocols. In this study, we examine
four existing routing approaches using a virtual backbone, or “spine”, imposed on the ad-
hoc network. We then propose an evolutionary approach to constructing a stable
minimum connected domjnating set in an ad hoc wireless network: this employs the use
of a genetic algorithm. Since the mobile nodes that constitute an ad hoc wireless network

are constantly in motion, the network configuration is subject to constant change in a



manner that resembles the biological process of mutation. This evolution of networks

over time lends itself naturally to a model based on genetic algorithms.

As part of an in-depth study of the application of genetic algorithms in thg field of
wireless networks, a scatternet formation protocol for Bluetooth networks was 'designed,
developed and evaluated. This helped to build the knowledge base required to implement
new routing protocols using the network simulator ns-2. Simulation studies were then
conducted using ns-2 to compare the performance of previously proposed dominating-

set-based routing approaches.

In this thesis, we analyze the performance of our evolutionary routing approach
and compare it with the previous approaches. We present our simulation results and show
that our evolutionary routing approach outperforms the other routing algorithms with
respect to end-to-end packet delay, throughput, packet delivery ratio and routing
overhead- across several different scenarios. Thus, we demonstrate the advantages of
utilizing a genetic algorithm to construct a backbone that is used to effectively route

packets in an ad-hoc wireless network.
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Chapter 1

Introduction

This thesis focuses on the study, implementation and performance evaluation of
various approaches to routing in ad hoc wireless ne;tworks using graph theoretic
concepts. This thesis also proposes an evolutionary routing approach based on genetic
algorithms and compares the performance of this approach with previous approaches
through extensive simulations. This chapter introduces the problem and the

motivation for our work and also provides a high-level overview of our approach.

1.1 Problem Introduction

The origin of coded transmission using air as a medium began with radio telegraphy
in the 19th century. With the advent of World War 1, and subsequently World War II,
there were re{pid advances in wireless radio communications to support military
tactical communications. Cellular telephony emerged in the 1970s and formed the
Basis for present day Wirele.ss networks. Today, wireless computing has taken the
world by storm. With the falling cost of devices such as laptops, hand-held computers
etc, wireless or mobile computing has become affordable to both business users and
private consumers. People on the move use their mobile devices to read email,

buy/sell stocks etc. On the other hand, disaster recovery, search-and-rescue



operations, and military operations in the battlefield use wireless networks to

communicate important and sensitive information to each other.

A distributed system with mobile units is usually an infrastructure network composed
of a reliable static network of fixed hosts and a number of mobile units connected by
a slow and usually unreliable wireless link. This is the typical single hop cellular
network model. Some of the fixed hosts, called Mobile Support Stations or Base
Stations, also use a wireless interface and provide a gateway for communication
be;tween the wireless network and the static network. A mobile unit can communicate
with a Base Station only within a limited geographical region; this region is known as
the Base Station’s “cell”. A "handoff" occurs when mobile nodes move from the

range of one base station into the range of another..

This wired backbone infrastructure c.omprirsing of base stations may be unavailable
for use by mobile nodes, due to several reasons that include unexpected natural
disasters or radio shadows. Also, it may be infeasible to construct this wired
backbone in certain areas e.g. in wilderness areas, festival grounds, and battlefields.
In emergency search-and-rescue operations or military maneuvers, it may be

necessary to deploy a temporary communication network immediately.

In the above situations, a dynamic or infrastructure-less network would be the

appropriate choice; mobile hosts in such a network communicate with each other over



wireless links, without any interaction with fixed hosts. This communication may be
direct or indirect i.e. routed via another mobile host. The mobile hosts act as routers;
they have the capability to relay packets. Such networks are known as ‘“ad hoc”

networks.

The precursor of ad hoc networking technology was the packet radio network. Packet
radio applies packet communications to a radio channel rather than to a wire-based
medium. This technology can be used to create Local Area Networks (LANSs) that
link devices, as well as to provide gateways to other network systems and databases

[39].

An ad hoc M:ireléss network, also known as Mobile Ad Hoc Network or MANET (6],
isa multihbp network in which mobile hosts/computers communicate over a shared
wireless medium. An ad hoc network can be deployed quickly in situations that are
characterized by lack of established infrastructure and that demand flexibility and
ease of network setup: distributed computing, battlefield operations, disaster relief
situations and search-and-rescue operations. The features of such networks include:
dynamic topology, multihop communication, limited resources (e.g. bandwidth),

security vulnerabilities and the absence of centralized infrastructure.

Since the mobile nodes that comprise an ad hoc network are constantly moving in and

out of each other’s transmission ranges, the network topology is dynamic and poses a



challenge in the design of routing algorithms. The communication is multihop~
because other mobile nodes forward packets sent from a source mobile node to a
destination mbbile node. Since wireless links have much less available bandwidth
than wired links, bandwidth is limited in such networks. Also, mobile nodes are
battery-powered. Therefore, there is considerable resource constraint in ad hoc
wireless networks. It is far easier to “sniff” a wireless communication on a particular
radio frequency than it is to hack into a physical wire. This introduces inherent

security vulnerabilities in wireless networks.

A well designed architecture for mobile ad hoc networks involves all networking
layers, ranging from the physical layer to the application layer. Extensive research has
been devotéd to mobile ad hoc networks at every layer, such as medium access
control, broadcast, routing, distributed algorithms, and Quality of Service (QoS)
issues for user applications. The routing problem is one of the most important issues
in ad hoc networks; the Internet Engineering Task Force (L'ETF) Working Group on
Mobile Ad Hoc Networks (MANET) is standardizing routing in ad hoc networks with

the goal of supporting networks scaling up to hundreds of routers.

This thesis focuses on the routing problem in mobile ad-hoc networks. Routing in ad-
hoc networks involves the design of an efficient, robust routing protocol that differs
from traditional routing approaches for wired networks because it must consider the

following characteristics of ad-hoc networks [39]:



e The topology is highly dynamic and changes in this topology are difficult to
predict.

e Mobile ad hoc networks are based on wireless links that have different
'characteristics than their wired counterparts, in particular: lower capacity,
limited physical security, and greater susceptibility to loss, delay or jitter.

e Mobile nodes rely on batteries or other exhaustible power ‘su'pplies for eneréy.

Thus, energy savings is an important criterion in routing protocol design.

Desirable qualitative properties of routir}g protocols for ad hoc networks include
[17]:

e Compatibility with the undcrlying data link and physical layers

.. Optimizes resource usage

e Distributed operation

e Loop-freedom

e Demand-based or proactive opefation

e Security

e "Sleep" period operation

e Unidirectional link support



1.2 Problem Motivation

Traditional -fouting protocols for MANETs can be classified as: proactive (table-
driven).and reactive (on-demand), depeoding on how they react to network topology
changes [25], [35]. Proactive, or toble-driven, protocols attempt to maintain routes
continuously, such that the route 1s already available when it is needed for forwarding
a packet. In such protocols, routing tables are exchanged among neighboring nodes
every time a change occurs in the network topo]ogy. Examples of proactive protocols
include Wireless Routiog Protocol, (WRP). [30] and Destination Sequenced Distance
Vector (DSDV) [33]. In contrast, reactive, or on-demand, or source-initiated,
protocols send control messages to discover a route between a given source-
destination pair only when necessary. Examples of reactive protocols include
Dynamic:- Source Routing (DSR) [13], Signal Stability_—Base;l Adaptive Routing
(SSA) [22], Ad Hoc Oo-Demand Distance Vector Routing (AODV) [34] and

Temporally Ordered Routing Algorithm (TORA) [32].

The proactive approach is analogous to the connectionless approach of traditional
datagram networks. This is b_aseci on the constant update of routing information [35].
Maintaining consistent and updated routes pertainiog to each source-destination pair
requires the propagation of a large amount of routing information. As a result, a route
bétween any source-destination pair is always available but such protocols cannot
perform properly when node mobility is high or when there are a large number of

mobile nodes in the network. The control overhead in terms of network traffic and



power consumption proves to be a serious limitation in MANETSs, where bandwidth

and power are scarce resources.

The reactive approach is analogous to connection-oriented communications.and is
based on the observation that (i) routes in a dynamic topology expire frequently, and
(i) not all the routes are used at the same time. A reactive protocol creates and
maintains routes between source-destination pairs only when necessary, i.e. when
requested by the source. Therefore, in this approach, the control overhead is
drastically reduced. However, a route is not initially available and the route discovery

process generates a latehcy period.

An alternative hybrid approaéh 'is to combine both proactive and reactive
characteristics in order to benefit from the short reSponse time provided by proactive
routing protocols and to limit control overhead as in reactive protocols. This can be
done by proactively handling all routes that are frequently used and create all the

other routes on demand [25]. |

- As stated previously, | to utilize the limited avai}able bandwidth effectively,
communication overhead must be minimized. We have seen that existing proactive as
well as reactive routing protocols for ad hoc networks employ “flooding”, a broadcast
mechanism, to disseminate control packets for topology updates and route discovery.

Flooding causes redundancy, contention and collision. In addition, broadcast



mechanisms are inherently unreliable in conveying information to all nodes in a
wireless network; not all hosts receive broadcast messages even in a collision-free

environment.

The problem is to desigh a routing protocol for mobile ad hoc networks théf
minimizes the flooding problem, thereby minimizing the communication overhead
‘and optimizing resource usage. This can be achieved by restricting broadcast to a
subset of the mobile nodes that constitute the ad hoc network. At the same time, the

routing protocol must ensure the availability of consistent and up-to-date routes.

Imposing a virtual backbone structure on an gd hoc network by approximaﬁng a
dominating set uses unicast to replace flooding. This dorninating set could be.
connected as well as minimum in size. This virtual backbone/spine is dynamic and
- must be recomputed periodically; its main function is to compute and update routes. It
also provides a backup route in case of link failures. The primary route for packets is
obtained by a shortest-path computation. Topology updates and route requests: are
restricted to the nodes comprising the backbone and a small subset of nodes not in the
backbone; this reduces redundant transmissions as well as the accompanying

overhead.



1.3 Summary of Existing Methods

Thé approach taken began with a literature search of theory and applications
pertaining to the dominating set approach of routing in mobile ad hoc networks. Four
main versions of this approach [8], [15], [18], [41] were identified and investigated.
From this research, two aspects of the routing approach using dominating sets were
identified. The first is the creation of the virtual backbone; this is accomplished by
using a distributed algorithm that computes an approximation of a dominating set for
the given network. The second is routing packets using this virtual backbone. Both
aspects involve periodic re-computations of the backbone and must handle frequent

node mobility.

Das et al’s approach [18] proposes two distributed approximation algorithms [24] to
construct a minimum connected dominating set (MCDS) that serves as a backbone in
the network. The computation of the MCDS is based on a coloring process. Initial}y,
all nodes are unmarked and colored white. The effective degree of a node is the
number of its unmarked neighbors. A node is colored black, i.e. it joins the
dominating set if it has the maximum effective degree compared to all nodes in its 2-
hop neighborhood. The nodes that belong to the dominating set are then connected
using a distributed minimum spanning tree algorithm as per the first proposed
approximation anori.thm, or by adding extensions to the current MCDS, as per the
second proposed approximation algorithm. Das et al then propose a routing algorithm

that will route through the MCDS thus computed.
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“Wu and Li propose a simplé and efficient distributed algorithm [41] for calculating
non-minimum connected dominating sets (CDS) using a marking process. While Das
et al’s algorithm first finds a dominating set and then connects this dominating set;
Wu and Li’s approach first finds a CDS and then removes certain nodes from the
CDS via a selection process. Initially, all nodes are unmarked. Every node exchanges
its neighbor set with all its neighbors. Every node now marks itself i.e. joins the
dominating set if it has two unconnected neighbors. Wu and L1 also propose a routing
approach that routes all packets through the nodes that belong to the dominating set,

or backbdne, in the network.

Alzoubi et al propose an efficient distributed algorithm [8] to construct a connected
dominating set (CDS) by buildiﬁg arooted tree. The status of each node i.e. backbone
or non-backbone node is then assigned based on the level of the node in the tree.
Cheng et al propose two efficient distributed algorithms [15] to con‘stmc;t a CDS. The
first algorithm is cost-aware and takes into consideration‘ resource constraints in ad
hoc wireless networks. The second algorithm 1is degree-aware and takes into
consideration maximum effective degree, similar to the approach in [18]. The
approaches in [8], [15] do not propose a specific routing approach to accompany the
construction of the virtual backbone. For this study, we assume that the routing

approach 1s as proposed by Das et al [18]. -



11

1.4 Approach

In all the existing approaches described in the Section 1.3, performance analysis of
the dominating-set-based routing algorithms was based on graph theoretical
background and/or simulations implemented using custom programs developed by
the authors. Extensi(zé theoretical analysis pertaining to the construction-of the
dominating set has been conducted for each proposed dominating-set-based routing
approach. However, to the best of our knowledge, these routing approaches have not
been implemented, evaluated or compared on a standard simulation platform. -In
particular, the dominating-set-based routing approaches proposed thus far in literature

have not been evaluated or compared in terms of network routing performance.

--This thesis is the first research effort to implement and analyze the routing
performance of the protocols based on the donﬁnating set approach using the network
simulator ns-2 [1]. This simulator is targeted towards networking research and is the
outcome of a collaborative research effort undertaken by UC Berkeley, USC-ISI,

Xerox PARC and LBNL.

This thesis also proposes an efficient heuristic based on genetic algorithms [5] to
construct a virtual backbone for an ad hoc wireless network and utilize this backbone
to compute and update routes in the network. Unlike previous approaches, the
proposed evolutionary approach takes advantage of the evolutionary nature of the

underlying network: ad hoc wireless networks evolve as nodes move and change
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positions. The backbone modeled by the dominating set must also be recomputed as
’the network changes, therefore the backbone also evolves. Using ns-2, a detailed
routing performance comparison of the proposed evolutionary algorithm with the

existing dominating set based routing protocols has been conducted.

The objectives of this thesis may be stated as follows:

e An in-depth study of existing dominating-set-based routing apprqaches in
literature.

e A study of genetic algorithms and its applications in ad hoc wireless networks.
This includes the design and dévelopment of a Scatternet formation protocol
for Bluetooth networks based on genetic algorithms, implemented and
evaluated using the network simulator ns-2.

e Implementation, detailed performanpe analysis and comparison of existing
dominating-sét-based routing approaches by means of extensiye simulations
conducted using the network simulatof ns-2.

e Implementation and detailed performance evaluation of an evolutionafy

routing protocol that uses genetic algorithms to construct a minimum
connected dominating set in ad hoc networks by means of extensive
simulations conducted using the network simulator ns-2.

e Implementation and detailed performance evaluation of the impact of
clustering nodes in a dominating-set-based routing approach by means of

extensive simulations conducted using the network simulator ns-2.



13
Chapter 2

Problem Definition

Existing routing protocols for ad hoc networks employ “flooding” to disseminate
control packets for topology updates and route discovery. Flooding is a broadcast
mechanism that causes 'redundancy, contention and collision resulting in a high
packet ]loss rate. ~The main problem is to design a routing protocol for mobile -ad hoc ‘
networks that minimizes the flooding problem. This can be achieved by restricting
broadéast to a subset of the mobile nodes in the ad hoc netWork, called the “virtual
backi)one”. This would minimize communication overhead and optimize the usage of

critical resources in the network.

A ?irtual backbone may be constructed by approximating a dominating set that uses
ur;icast to replace flooding. This backbone is used to compute and update routes as
well as provide a backup foute at the time of link failure. Since this backbone is
dynamic, it must be recomputed periodically and this presents a challenging problem

in the design and implementation of the routing protocol.

A secondary problem studied in this thesis involves the formation of multihop
Bluetooth ad hoc networks, known as scatternets. In order to learn how to apply the
genetic algorithm approach to wireless networks as well as learn how to use the

network simulator ns-2, we began with the study of how genetic algorithms may be
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used to solve a contemporary problem in Bluetooth personal area wireless networks:
the problem of Scatternet formation. The knowledge gained from this work was
further utilized to accomplish the primary goal of this thesis: to design an

evolutionary routing protocol for ad hoc wireless networks.

in this chapter, Sections 2.1 and 2.2 refer to the main problem: routing in ad hoc
wireless networks and Sections 2.3 and 2.4 refer to the secondary problem: scatternet

formation in Bluetooth networks.

2.1 Problem Domain: Routing in Ad Hoc Wireless Networks

A mobile ad hoc network, or MANET, is a collection of mobile computers that form
a temporary network without any pre-established infrastructure. Each mobile node
has a wireless interface and communicates with other nodes using radio waves or |
infrared technology. Figure 1 shows a simple wireless ad hoc network compriSing
three nodes — A, B and C. Nodes A and C are not within transmission range of each
other. However, node B acts as the intermediate router and forwards packets between
A and C. This type of communication wherein intermediary nodes forward packets
sent from a source mobile node to a destination mobile node is called multihop
communication, and is one of the primary characteristics of a MANET. As mentioned
in the introduction, other characteristics of MANETSs that present challenges in the
design of routing protocols for such wireless environments include: dynamic

topology, limited energy and bandwidth resources and security vulnerabilities.






16

routing approach is analogous to a connectionless approach of forwarding packets
with no regard to when the routes are actually required. This characteristic of table-
driven protocols incurs substantial control overhead and power consumption. This
can be a serious limitation of this category of protocols, since bandwidth and energy
are constrained resources in MANETs. Examples of proactive protocols include
Wireless Routing Protocol (WRP) [30] and Destination Sequenced Distance Vector

(DSDV) [33].

In contrast, reactive, or on-demand, or source-initiated, protocols create routes only
when desired by the source node. Therefore, control overhead is greatly reduced in
this approach when compared to the table-driven approach. However, a route to every
node is not always available and a node must wait until the route it desires has been
discovered. When a node requires a route to a destination, it initiates a route
discovery process by propagating route requests throughout the network. This process
is completed when a route is found or when all permutations have been exhausted.
Once a route to a particular destination is found, it is maintained by a route
maintenance procedure. The reactive approach is analogous to connection-oriented
communications and is based on the observation that (i) routes in a dynamic topology
expire frequently, and (ii) not all the routes are used at the same time. Examples of
reactive protocols include Ad Hoc On-Demand Distance Vector Routing (AODV)

[34], Dynamic Source Routing (DSR) [13], Temporally Ordered Routing Algorithm
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(TORA) [32] and Signal Stability-Based Adaptive Routing (SSA) [22].

Routing protocols in Mobile
Ad Hoc Networks (MANETS)

A A

Proactive/Table-driven Reactive/On-demand

l l o

DSDV WRP AODV  DSR TORA SSA

Figure 2 - Classification of routing protocols for Mobile Ad Hoc Networks

(MANETS)

Both proactive as well as reactive routing protocols for ad hoc networks employ
“flooding”, a broadcast mechanism, to disseminate control packets for topology
updates and route discovery. Flooding results in high protocol overhead and has been
proven to cause the broadcast storm problem [31] i.e. it causes redundant
transmissions, contention because of neighboring nodes trying to forward the
message that they just received to their neighbors, and collision because of the
absence of RTS-CTS-DATA-ACK exchange in broadcasts. Flooding has also been
shown to be unreliable by means of extensive performance evaluations of broadcast
storms in ad hoc networks [27]; not all hosts receive broadcast messages even in a

collision-free environment.
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Therefore, we see that a routing protocol that minimizes flooding by restricting
broadcasts to the members of the virtual backbone (or dominating set) is likely to be
robust and route packets efficiently through the network. The dominating-set-based
routing approach may be classified as a hybrid approach between the table-driven
approach and the on-demand approach, wherein the nodes that constitute the
dominating set maintain routing tables and the nodes outside the dominating set

request for routes as required from the members of the dominating set.

2.2 Problem Definition: Routing in Ad Hoc Wireless Networks using a Virtual
Backbone

As described in the introduction, the problem involves the design of an efficient
routing strategy in an ad hoc wireless network comprising dynamic mobile nodes.
Imposing a virtual backbone structure on the ad hoc wireless network replaces
flooding with unicast packet-forwarding mechanisms and this backbone may be

utilized to route packets efficiently through the network.

The virtual backbone may be constructed by approximating a dominating set in the
graph underlying the network. This dominating set may be connected and/or
minimum. The main function of the backbone is to compute and update routes;
topology updates are restricted to the subset of nodes that constitute the backbone.

Routes are obtained by shortest path computations. The backbone may also provide
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backup routes in case of link failures. An important characteristic of a virtual
backbone is its dynamic nature; it must be recomputed periodically during the routing

process.

The underlying network model is described as follows: we assume that a given ad-
hoc wireless network has ‘n” hosts. Each host has an omni-directional antenna; thus,
the host transmits in all directions and the transmission range of a host is a disk.
Every mobile host behaves as a router and has a fixed transmission range known as
its neighborhood. Two hosts within range of each other can communicate with each
other, and are said to be neighbors. Each host may be powered on or powered off. All
hosts use a common wireless channel as a communication medium. In this paper,
communication is assumed to be bi-directional, although in practice it may be

unidirectional, due to the hidden terminal problem.

In graph theoretic terminology, the network topology may be described as a unit-disk
graph G = (V, E), where V is the set of nodes (hosts) and E is the set of edges (links),
in which each mobile node has the same communication range, R=1, and a link
between two mobile nodes exists if and only if their distance is at most one. The
graph underlying the network consists of nodes that represent the active, powered-on

mobile hosts in the network.
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heuristic based on a genetic algorithm that finds an approximation to an MCDS. The
dominating set thus generated may be utilized as a backbone in order to route packets

efficiently through the network.

2.3 Problem Domain: Bluetooth Networks

Bluetooth [2], conceived initially by Ericsson, is a standard for a small, inexpensive
radio chip to be plugged into computers, printers, mobile phones and an array of other
devices that constitute a Personal Area Network (PAN). A Personal Area Network is
technology that enables the interconnection of information technology devices within
the range of an individual using wireless technology. Thus, Bluetooth is likely to
become an important platform for wearable computing [11] and ad hoc networking
[26], by means of which devices can establish connections anytime, anywhere,
without the aid of centralized infrastructure. For example, in a conference room,
participants can share documents and exchange business cards using their Bluetooth-

enabled mobile phones and handheld computers.

The Bluetooth technology operates in the unlicensed 2.4 GHz Industrial, Scientific
and Medical (ISM) band and uses a frequency hopping Time Division Duplex (TDD)
scheme for transmission. Bluetooth devices share 79 channels of 1 MHz bandwidth
within the ISM band. On the channel, each packet is transmitted at a different

frequency. Frequency hopping facilitates the co-existence of several piconets that can
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independently communicate in close proximity without affecting the performance

significantly. The maximum bandwidth possible is 1 Mbps (Megabit per second).

Up to 8 Bluetooth devices (1 Master and 7 slaves, as per Bluetooth 1.0b
specifications) can form a centralized network called a piconet, controlled by a
master node that allocates transmission slots to all the other nodes, called slave nodes,
in the piconet. Any Bluetooth device can perform the role of a master/slave node. In a
scatternet topology, when piconets are connected via shared slave nodes, the shared
slave node is also known as a bridge node (Figure 4). All packets are exchanged
between a master and its slaves within a piconet; there is no master-master or slave-
slave communication. A Bluetooth device may be a slave in several piconets but is a

master in only one piconet.

2.4 Problem Definition: Scatternet Formation in Bluetooth Ad Hoc Networks

Bluetooth technology can provide much more beyond cable-free connectivity
amongst a small number of devices in a piconet. Bluetooth may be extended to
interconnect multiple piconets to form a scatternet. In Figure 4, master M1 and the
slaves within its transmission range form one piconet; master M2 and the slaves
within its range form another piconet. The bridge node b is a slave node that is within
transmission range of both M1 and M2 and therefore, the node ‘b’ is slave to both
masters M1 and M2. Together, the two piconets interconnected by the bridge node

‘b’, constitute a scatternet. Bridge nodes participate in multiple piconets; a bridge can
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be a master node in one piconet and a slave node in another (M/S bridge) or a slave

node in both piconets (S/S bridge, as shown in Figure 4).

Figure 4 — Piconets and Scatternet
M1, M2 - Master nodes
S — Slave node

B - Bridge node or shared slave

A scatternet may consist of hundreds of devices and multi-hop scatternets can provide
connectivity over distances greater than that typical of short-range radio technology,
for e.g. across a football field, industrial plant or to support tactical operations in a

battlefield.

The performance of Bluetooth depends largely on the scatternet topologies. A
scatternet can be viewed as a Bluetooth ad hoc network that is formed by
interconnecting piconets. The problem involves designing a scatternet formation
protocol with the following desirable properties: 1) the scatternets are connected, i.e.

every Bluetooth device can be reached from every other device, 2) piconet size is
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limited to eight nodes to avoid “parking” of slaves and the associated overhead, 3) the
number of piconets is close to the universal lower bound that defines the optimal
number of piconets, resulting in low interference amongst piconets, and 4) end-user

delay is minimized during scatternet formation.

There exist several methods to construct a Bluetooth scatternet topology [12]. The
configuration of a scatternet [29] influences the performance of the network
considerably. Therefore, it is important to devise an efficient scatternet construction

protocol and fully utilize the capabilities of Bluetooth ad hoc networking.

As part of this thesis, we study the problem of scatternet formation amongst
Bluetooth devices that are within range of each other. We propose and evaluate an
evolutionary approach to scatternet construction, wherein we use a genetic algorithm
to determine the topology of the Bluetooth network prior to data exchange in the

network.
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Chapter 3

Background Information

The work for this thesis began by conducting an extensive literature search in the area
of routing approaches in mobile ad hoc networks (MANETSs) that use the graph
theoretic concept of minimum connected dominating sets to construct a virtual
backbone in the network. This search provided detailed information on different
approaches and models that have been applied to solve the problem of virtual
backbone construction and routing. These approaches were studied carefully and
classified into four main categories based on the backbone construction algorithm
used. The algorithms presented by these dominating-set-based routing approaches
were carefully analyzed in order to determine how they may be implemented and

evaluated.

A new evolutionary dominating-set-based routing approach based on genetic
algorithms was then designed. In order to study and test the use of genetic algorithms
in the field of wireless networks, a Scatternet formation protocol for multihop
Bluetooth ad hoc networks based on genetic algorithms was designed and
implemented. This chapter presents existing routing approaches based on dominating
sets as well as background information on genetic algorithms. Scatternet formation in
Bluetooth networks will be discussed in Chapter 4. The new evolutionary approach to

dominating-set-based routing in MANETS is discussed in detail in Chapter 5.
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Existing literature pertaining to dominating-set-based routing approaches in MANETS
includes different algorithms used to construct the virtual backbone as well as
algorithms used in the routing process. The algorithms presented in Sections 3.1-3.4

use the concept of dominating sets to construct and utilize a virtual backbone.

3.1 Das et al’s Algorithm

This approach [18] proposes two distributed approximation algorithms to compute the
MCDS, based on two centralized algorithms given by Guha and Khuller [24]. Das et

al then propose a routing algorithm using the MCDS.

Distributed Approximation Algorithm I:

Stage 1 — This stage finds a dominating set S. Initially, let all the nodes in G be
unmarked (white). The number of unmarked neighbors of a node u is its effective
degree &* (u). Node u collects the effective degree of all nodes present in its two-hop
neighborhood, N; (u). u joins the dominating set S if its effective degree is greater
than the effective degree of all nodes in N; (u).

Stage 2 — This stage connects the dominating set S. Each component formed by the
(u, dom (u)) edges is labeled; the components are now connected using a minimum
spanning tree algorithm. The edges in G that connect two nodes in the same

component are discarded; the remaining edges are weighted to favor those that will
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not increase the size of the dominating set too much. The minimum spanning tree of

G is now computed.

Distributed Approximation Algorithm II:

Stage 1 — This stage remains the same as Stage 1 of Algorithm L.

Stage 2 — This stage adds extensions to the current MCDS fragment. An extension to
the fragment is either a one or two-edge path consisting of one node in the fragment,
and one or two nodes not in the fragment. The effective combined degree of an
extension is the number of unmarked nodes adjacent to the non-fragment nodes in the
extension [18]. The best extension is the one with the highest effective combined
degree; this is added to the current MCDS fragment. The process is repeated until the

dominating set is connected.

These approximation algorithms have been used to compute the MCDS or Spine in

[19], [20] and [21].

The MCDS routing algorithm proposed in [18] consists of the following steps to
determine routes:

1. Compute the MCDS C.

2. Collect topology information transmitted from non-MCDS nodes (dominatees) to
MCDS nodes (dominators).

3. Broadcast global topology to all dominators.
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4. Each dominator runs an all-pairs shortest paths algorithm on its local copy of the
topology.

5. Propagate routing tables out to the dominatees.

6. Every t seconds, dominators broadcast topology to all nodes, providing a periodic

maintenance update.

This routing approach is used in [19], [20] and [21] with slight modifications. In [19],
it is proposed that instead of periodic topology updates, the dominators should unicast
the topology only on request from dominatees. This saves time and messages per
update. In [21], the authors suggest that only partial topology information should be

maintained at each dominator; this results in good routes at low overhead.

Example [18]: The steps involved in the routing process using the MCDS may be
illustrated by the example in Figure 5. After Step 1, the MCDS consists of nodes 3, 5
and 6. Node 3 dominates 1, 2, 4 and 5. Node 6 dominates 7, 8 and 9. After Steps 2
and 3, each node in the MCDS constructs its local copy of the topology. Using these
local copies, Nodes 3, 5 and 6 compute shortest paths in Step 4. In Step 5, 3 and 6
transmit routing tables to the non-MCDS nodes. In addition to finding routes, the
MCDS can also provide backup routes for temporary use while shortest paths are
being updated. For example, in Figure 5, if nodes 2 and 4 move apart then the MCDS

can provide the backup route <2, 3, 4>.
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Initially, let all nodes in G be unmarked. Every node v exchanges its open neighbor
set (all neighbors excluding v) with all its neighbors. Every node v now marks itself if

it has two unconnected neighbors; v is now a gateway host.

To reduce the size of the connected dominating set generated by this marking process,

this algorithm proposes two rules based on unique node ID [41]:

Rule 1:

Consider two vertices v and u in the induced graph G’ (the graph of nodes that form a
dominating set of G, derived from the marking process). If the closed neighbor set of
v (all neighbors including v) is covered by the one of «, v can be unmarked if its node

ID is smaller than that of u.

Rule 2:
Consider two vertices # and w that are marked neighbors of gateway host v in G’. If
the open neighbor set of v is covered by the open neighbor set of # and w, and if v has

the minimum node ID of the three nodes, then v can be unmarked.

This marking process has been used to construct the virtual backbone in [42] with

extended rules for selective node removal, based on node degree and energy level.
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The dominating-set-based routing algorithm proposed in [41] consists of the

following steps to determine routes:

1. Each gateway host v maintains a gateway domain membership list (non-gateway
hosts adjacent to v) and a gateway routing table (all gateway hosts and thecir domain
membership lists).

2. If the source is not a gateway host, it forwards the packets to an adjacent source
gateway.

3. The source gateway routes the packets in the induced graph generated from the
connected dominating set.

4. The packets are routed to a destination gateway; this could be the destination host
or the gateway of the destination host. The gateway then forwards the packets to the

destination host.

Example [42]: In Figure 6, the open neighbor set of u, N (u) = {v, y}, N (v) = {u, w,
v}, N (w) = {v, x}, N (y) = {u, v} and N (x) = {w}. After each node exchanges its
open neighbor sets with its neighbors, node u has N (v) and N (y), node v has N (u),
N (w) and N (y), w has N (v) and N (x), y has N (u) and N (v), and x has N (w). The
nodes v and w have unconnected neighbors, therefore they are marked as “gateway

hosts”, or members of the dominating set.
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Stage 1 — This stage constructs an MIS. A distributed leader election algorithm [16] is
applied to construct a rooted spanning tree T rooted at node v. Each node then
identifies its graph distance, or tree level, from the root. The root first announces its
level (0). This level announcement message propagates through the tree. Each node
calculates its own level and also records the Icvcls of its ncighbors. Each leaf node
transmits a LEVEL-COMPLETE message to its parent. When all nodes have reported
LEVEL-COMPLETE and the root receives this message from all its children, each
node is then ranked using an ordered pair (level, node ID). These ranks are sorted in

lexicographic order; therefore, the root has the lowest rank at level 0.

Once the rooted spanning tree has been constructed, the MIS is constructed. Each
node that has the lowest rank amongst its neighbors declares itself to be a dominator
and broadcasts this message. When a node receives a dominator message for the first
time, it declares itself to be a dominatee and broadcasts this message. If a node
receives dominatee messages from all of its neighbors with lower ranks, it declares
itself to be a dominator. This marking process continues until the leaf nodes are all
marked and the root receives MIS-COMPLETE messages from all other nodes in the

tree.

Stage 2 — This stage constructs a dominating tree that spans all the dominator nodes
such that all nodes in this tree form a CDS. Initially, the root joins the dominating

tree. When each dominator node joins the dominating tree, it invites all dominator
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nodes that are two hops away by communicating through the intermediate dominatee
nodes. Each dominator joins the tree when it receives the invitation for the first time,
along with the dominatee node that relayed the invitation. This process is repeated

until all dominator nodes are in the tree.

This approach focuses on the construction of a CDS and does not propose a specific
routing approach to accompany the construction of the virtual backbone. For our

study, we assume that the routing approach is as outlined in Section 3.1.

Example: Figure 7 shows a rooted spanning tree rooted at node 1 that is constructed
from the graph underlying the ad hoc wireless network by applying a distributed
leader election algorithm. The construction of the MIS proceeds as follows: Each
node identifies its level with respect to the root (node 1). The level of the root itself is
0. The levels of 2, 3,4, 5 and 6 are 1, 1, 2, 2 and 2 respectively. The ranks of nodes 1,
2, 3,4, 5 and 6 represented by the ordered pair (level, node id) are (0, 1), (1, 2), (1, 3),
(2,4), (2, 5) and (2, 6) respectively. Node 1 has the lowest rank and declares itself to
be a dominator node, marking itself black. Nodes 2 and 3 receive the dominator
message from Node 1 and declare themselves to be dominatee nodes, marking
themselves gray. Nodes 4, 5 and 6, upon receiving the dominatee messages from their
lower ranked neighbors, declare themselves to be dominator nodes. This completes

the process of MIS construction.
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cost (host id or inverse of residual power or load) and each node is ranked, depending
on its level in the tree. The nodes may be classified into four states: white (active or’
nactive), gray (dominatee) and black (dominator). Active white nodes are those that

have at least one neighbor that is a dominatee.

Initially, let all nodes be unmarked (white, inactive). The leader begins the algorithm,
declares itself to be a dominator and broadcasts this message. A white node u that
receives dominator messages from node v chooses either v to be its dominator, or
dom (v) to be its dominator. An active white node u chooses v as its dominator if it
receives a dominatee message from v and v has a low cost. If there is no broadcast for‘
a time period ¢ and if an active white n(;de u has the smallest (cost, id) value amongst
u’s active white neighbors, then u deqlares itself to be a dominator and broadcasts this
fnessagé. If u is a dominatee node and receives a dominator message from v, where u
= dom (v) then u declares itself to be a dominator and broadcasts this message. If u is
a dominator node and none if its neighbors select it to be a dominator, then it declares
itself to be a dominatee and broadcasts this message. This algorithm terminates when

there are no white nodes remaining. The set of black nodes form the CDS.

Distributed Approximation Algorithm II:
This algorithm is degree-aware and thus, performs better than Algorithm 1.
Stage 1 — This stage computes a maximal independent set (MIS). Initially, let all

nodes be unmarked (white inactive). Each mobile node keeps track of its effective
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degree (number of white neighbors) 'and each node is ranked, depending on its level
in the tree. A leg'dér is elected from amongst the inactive white nodes, declares itself
to be a dominator and broadcasts this message. A White node u that receives
dominator messages from node v chooses v to be its dominator. A white node u may
receive active and dominatee messages; u responds by updating its list of active white
neighbors and effective degree of its neighbors respectively. Active white nodes keep
track of all dominatee meésages being broadcast in the network, in order to update the
effective degreé and rank accordingly. If there is no broadcast for a time period ¢ and
if an active white node u has the biggest (effective degree, id) value amongst u’s
active white rieighborsi,.then u declares itself to be a dominator and broadcasts this
message. Every dominatee node keeps track _of its blackdegree, the number of higher
rank black neighbors. Every dominator node u keeps track of its dorninatge neighbors
with lower rank and hig_hest. vaiue of (blackdegree, id); these dominatee neighbors are

candidate dominators for « in Stage 2 of this algorithm.

Stage 2 — This stage designates dominators for all dominator nodes. Each dominator u«
selects its lowest rank dominatee neighbor v with the highest value of (blackdegree,
id) to be dom (u). If u is a dominatee node and réceives a dominator message from v,
where ¥ = dom (v) then u declares itself to be a dominator and broadcasts this
message. If u is a dominator node and none if its neighbors select it to be a dominator,
then it declares itself to be a dominatee and broadcasts this message. The algorithm

terminates when all nodes have been assigned dominators.
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This approach focuses on the construction of a CDS and does not propose a specific
routing approach to accompany the construction of the virtual backbone. For our

study, we assume that the routing approach is as outlined in Section 3.1.

Example [15]: This example demonstrates how to apply Algorithm I to. compute a

connected dominating set. The given unit-disk graph G is shown in Figure 8. There

are 9 nodes and 12 links. Node O is the leader. We assume the cost is the node id.

Figure 8 — Cheng et al’s CDS Construction — Algorithm I

For this example, 4 steps are needed to compute the connectcd dominated set:

1. Node 0 declares itself to be a dominator. Nodes 1 and 5, in response to Node O’s
broadcast, declare themselves to be dominatee nodes. Nodes 2 and 6 then declare
themselves to'be active nodes, sincelthe(y are now neighbors of the dominatee

nodes 1 and 5 respectively.
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2. Between the two active white nodes 2 and 6, node 2 has a smaller cost (node ID).
Therefore, node 2 declares itself to be a dominato; and selects node 1 to. be its
dominator, since node 1 has a smaller cost compared to node 5. Node 1 then
declares itself to be a dominator and selects node O as its dominator. Nodes 3 and
6 then declare themselves to be dominatee nodes. In response to node 3’s
dominatee status, node 4 then declares itself to be active. Nodes O, 1 and 2
constitute the dominating set at this stage.

3. Node 4 is the only active node and declares itself to be dominator; it selects ﬁode
3 as its dominator. In response, node 3 declares itself to be dominator. Node 7
then declares itself to be a dominatee, rendering node 8 active. Nodes O, 1, 2, 3
and 4 constitute the dominating set at this stage.

4. Node 8 being the only active node, it declares itself to be a dominator and selects
node 7 as its dominator. Node 7 then declares itself to be a dominator. Node 8
detects that its children list is empty and declares itself as a dominatee, selecting
node 7 as its dominator. The algorithm now terminates with nodes 0, 1, 2, 3, 4 and

7 as members of the dominatingv set.

Here is an-example of how Algorithm II constructs a CDS. Stage 1 contains 4 steps:

1. Node O declares itself to be a dominator. Nodes 1 and 5, in response to Nodé 0’s
broadcast, declare themselves to be dominatee nodes. Nodes 2 and 6 then declare
themselves to be active nodes and broadcast their effective degrees, since they are

now neighbors of the dominatee nodes 1 and 5 respectively.
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2. Between the two active white nodes 2 and‘- 6, node 6 has a larger value of
(effective degree, node id). Therefore, node 6 declares itself to be a dominator.
Nodes 2 and 3 then declare themselves to be dominatee nodes. In response to
node 3’s dominatee status, node 4 then declares itself to be active. Nodes 5, 1 and
2 broadcast their blackdegrees of 1, 0 and O respectively.

3. , Node 4 is the only active node and declares itself to be dominator. 'In.response,
Node 7 declares itself to be a dominatee, selecting node 4 as its dominator and
rendering node 8 active. Node 3 broadcasts. its blackdegree of 1.

4. Node 8 being the only active node, it declares itself to be a dominator. Node 7

then declares its blackdegree of 1.

After Stage 1, the dominator nodes are O, 6, 4 and 8. Stage 2 contains the following

;teps;

1. Node 6 declares itself to be a dominator after receiving the bléékdegree message
from node 5. In response, node 5 declares itself to be a dominator and node 2
selects node 5 as its dominator.

2. Node 4 declares itself to be a dominator after receiving the blackdegree message
from node 3 and also selects node 3 as its dominator.

3. Node 8 declares itself to be a dominator after receiving the blackdegree meséage
from node 7 and also selects node 7 as its dominator. Since node 8 does not

dominate any nodes, it declares itself to be a dominatee and the algorithm
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terminates. The final connected dominating set consists of the nodes 0, 5, 6, 3, 4

and 7, as shown in Figure 9.

Figure 9 —~ Cheng et al’s CDS Construction ~ Algorithm II

Although theoretical performance evafuations of all the dominating-set-based routing
protocols surveyed in this chapter have been researched and documented thoroughly,
performance evaluations based on simulations have not been addressed in detail. In
particular, a performance comparison with respect to the routing performance across
the different dominating-set-based routing algorjthms has not been specifically
addressed. ‘Alsb, genetic algorithms have not been utilized in the routiﬁg process in ad
hoc wireless networks thus far. These factors provided a good opportunity to make an

original contribution to existing literature through this thesis.
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3.5 Introduction to Genetic Algorithms

A genetic algorithm 1s a stochastic, directed search algorithm that has proved useful
in finding global optima in both static and dyﬁaﬁﬂc environments. Genetic algé)rithms
work with large populations of randomly generated solutions that are repeatedly
subjected to selection pressure and which undergo naturally occurring genetic
operations, such as selection, crossover and mutation, .in order to find improved

solutions.

Genetic algorithms, introduced by John Holland in the 1960s, seek to emulate the
biological process of evolution; this is the driving process in the creation of complex
organic structures that are well adapted to their dynamic environment. An individual
in a population competes with other individuals for food and shelter and is affected by
environmental conditions, such as climate. The result is that an individual that is
better suited to its environment, or “fitter”, has a higher probability of surviving
longer and .generating more offspring, which carry its genetic information into future
populations. This eventually leads to the “survival of the fittest™: a population of

individuals with above average fitness than the previous populations.
Starting with an initial, randomly chosen population of strings, the genetic algorithm
proceeds in a sequence of steps, as outlined below [5]:

1. [Start] Generate random population of # chromosomes (suitable solutions for the

problem)
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2. [Fitness] Evaluate the fitness f{x) of each chromosome x in the popﬁlation
3. [New population] Create é new population by repeaﬁng following steps until the
new population 1s complete
1. [Selection] Select two parent chromosomes from a population according
to their fitness (the better fitness, the bigger chance to be selected)
2. [Crossover] With a crossover probability cross ;)ver the parents to form a
new offspriﬁg (children). If no crossover was performed, offspring is an cxé;:t'
copy of parents.
3. [Mutation] With a mutation probability mutate new offspring at each
locus (position in chromosome).
4. [Accepting] Place new offspring in a new population
5. [Repiace] Use new generated population for a further run of algorithm
6. [Test] If the end condition is satisfied, stop, and return the best solution in current
population

7: [Loop] Go to step'2

A genetic algorithm represents a solution as a string (or chromosome), usually binary.
The selection operation determines which strings will be utilized as parent strings for
the next generation. These sfrings are chosen such that the “fitter” strings, as
determined by the fitness function, have a higher probability of being selected. The
crossover operation produces two offspring by brea.king the two parent strings into
two smaller substrings at the same string location, and then recombining the

substrings such each now fits with a substring from the other parent. The mutation
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operation occurs with low probability and changes the value of a string position; this

is used to maintain population diversity.

The sequence of steps in a genetic algorithm may be described in detail as follows: a
genetic algorithm begins with a set of strings. This set is known as a “populatiron” and
each string is considered an individual member of the population. The string values
are randomly initialized and a “fitness function” is used to evaluate the fitness of each

3

string. This fitness value is used by the selection operation to choose the “parent”
strings for reproduction. Selection, crosso~ver‘ and mutation operations are then
applied to the strings. The mutation operatidn serves to maintain population diversity,
which prevents premature convergence on a sub-optimal solution. These steps
continue in an iterative manner until the population converges to a solution or a
certain number of generations is reached. Although this algorithm does not guarantee

an optimal solution, it searches the solution space extensively and is not likely to be

deceived by local optima. The algorithm is simple, yet powerful because of the

parameter choices that can be efficiently represented by a string.
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Chapter 4

An Evolutionary Bluetooth Scatternet Formation Protocol

Wireless technologies such as 802.11 do not impose topology constraints on fhe
network; however, Bluetébth imposes certain constraints for constructing valid
topologies. The peffdrmance of Bluetooth depends largely on these topolbgies. This
chapter presents and evaluates the performance of a new evolutionary scatternet

- topology construction protocol for Bluetooth networks.

_A scatternet can be viewed as a Bluetooth ad hoc network that is formed by
interconnecting piconets. The scatternets formed have the following pererties: 1) the
scatternets are connected, i.e. every Bluetooth device can be reached from every other
device, 2) piconet size is limited to eight nodes to avoid “parking” of slaves and the
associated overhead, 3) the numbe; of piconets is close to the universal lower bound
that defines the optimal number of piconets, resulting in low interference amongst

piconets, and 4) end-user delay is minimized during scatternet formation.

Chapter 2 describes the problem domain and definition pertaining to scatternet

formation in Bluetooth networks. This chapter describes existing' approaches to
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scatternet topology construction, the proposed evolutionary scatternet protocol and

the performance evaluation of this protocol.

4.1 Related Work

The scatternet formétion algorithms proposed in li_tcrature may be broadly classified
into two categories: the first category comprising [7], [28], [29], [36], [40], [44] and
our algorithm assumes that all Bluetooth devices are within transmission range of
each othcr and the secon_d category [10], [38], [43], [45], proﬁése protocols for

networks where the devices are not necessarily one hop away from each other.

Aggarwal et al. [7] introduce a two-phase scatternet algorithm that partitions the
network into independent piconets, and then elects a super-master that knows about
all the nodes. However, in the resulting topology, the piconets are not interconnected.

A reorganization process interconnects the piconets.

Miklos et al. [29] use a statistical approach to investigate the performance of
scatternets. They prbpose heuristics to generate scatternets with certain desirable
properties, such as the number of piconets, and evaluate the performance of these

scatternets through simulations.
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Salonidis et al. [36] propose a two-phase Bluetooth Topology Construction Protocol.
(BTCP) for scatternet formation. In this approach, a coordinator is elected in thé first
phase such that this coordinator has complete knowledge of all devices. The
coordinator then determines the roles of each node in the network and the topology of
the scatternet. A significant limitation of this protocol is .that it constructs a fully
connected scatternet; therefore the maxiﬁium number of devices it caﬁ handle is

limited to 36.

Tan et al. [40] propose a Tree Scatternet Formation (TSF) algorithm that is
decentralized and builds scatternets by connecting nodes into a tree structure.
Master/slave roles are dynamically assigned to each node. However, this increasés the
complexity of a scatternet formation algorithm and the tree structure is prone to
disconnections. A healing algorithm is also proposed to minimize disruptions due to

disconnections.

Law et al [28] presént a scatternet formation algorithm inspired by their research on
resource discovery algorithms. This algorithm consists of a single phase wherein the
devices are partitioned into componehts. Each component is a set of interconnected
devices (a single device, a piconet or a scattefnet) and there .is one leader per
component. The leader executes “seek™ and “scan” procedures to connect with other

Bluetooth devices. Multiple piconets that can form a single piconet are merged.
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However, this requires constant movement of nodes from one piconet to another as

the protocol forms larger scatternets; this causes disruption in communications.

Basagni et al. [9] compare the scatternet formation protocols BlueTrees [43] and
BlueStars [10]. The BlueTrees protocol designated a node called the blueroot that
initiates the protoco'l and builds a tree-like scatternet rooted at itself. Then, a re-
configurafion procedure bounds the number of slaves per master such tﬁat; at the end
of this procedure, each master has no more than seven slaves. This tree-like topology
limits the robustness of the scatternet generated by this protocol. In addition,
BlueTrees depends on the blueroot to initiate the protocol; this creates a single point
. of failure, and if the network is not connected after the device discovery phase‘then
this solution will not work. The BlueStars protocol proceeds from the device
discovery phase into two phases. In the first phase, piconet formation is initiated by
all nodes in a distributed manner wherein each node decides to be a master or a slave
based on a locally computed weight. The second phase generates the scatternet by

interconnecting the piconets through bridges selected by each master.

Zhen et al. [45] present a two-phase scatternet formation algorithm: in the first phase,
all the nodes are self-organized into “blue-star islands™ that consist of piconets
interconnected by a joint slave node. In the second phase, the “blue-star islands™ are

~bridged by means of a routing trigger to form a fully connected network. The routing
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trigger is implemented by means of route request messages, that have been used in

on-demand routing protocols.

Stojmenovic [38] proposed a dorninating-set—baséd three-phase scatternet formgtion
protocol for Bluetooth networks. In the first phase, all neighbors within transrrﬁssion
range are discovered, the unit graph is constructed and a localized sparse subgraph is
constructed. In the second phase, the Yao subgraph construct is applied
simultaneously on all nodes with excessive degree, to limit the degree of each node to
7. In the third phase, master-slave roles are assigned based on dominating set

membership.

The Bluetooth link formation mechanism requires that each node is pre—configured to.
serve as a master or a slave. In the first phase of our algorithm, the roles of all the
nodes in the netw'ork‘ are determined by means of a genetic algorithm. Therefore,
unlike the protocols in [7], [28] and [36], this phase does not require the election of a
leader or coordinator and is less time consuming. There is no disruption-in the

network during scatternet formation, as in [28] and [40].

In the second phase of our algorithm, connections are established amongst the devices
based on the roles assigned to them in the previous phase. This does not require the
flooding of routing trigger messages through the network, as proposed in [45].

Instead, connections amongst Bluetooth devices are established via standard Inquiry
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and Page procedures (defined in the Bluetooth 1.0b specifications) until the scatternet

is connected, i.e. every node in the scatternet is reachable from every other node.

4.2 Genetic Algorithm for Scatternet formation in Bluetooth networks

The proposed scatternet formation algorithm applies the genetic algorithm described
in Chapter 3 to find the best combination of masters, slaves and bridges in a

Bluetooth network. The algorithm executes in two stages, as outlined below: -

Stage 1 — Role Determination

In the beginniri_g of this phase, we assume all Bluetooth ”devices are isolated. A
genetig: algorithm selects random groups of nodes: these groups constitute the initial
population. Each group corresponds to a combination of masters, slaves and bridge
nodes and is represented by a string of length ‘n’ (the number of nodes in the
network). Each position in the string may be assigned the value 0, 1 or 2 indicating

that the node is a slave, master or bridge node respectively.

The fitness of each group of nodes is evaluated based on the number of master nodes
(or piconets), slave nodes and bridge nodes in the network. A desirable property of
scatternets is to minimize the number of masters, maximize the number of slaves and
ensure that the bridge nodes are not too few such that bottlenecks are created. Taking
this property into consideration, a fitness value 1s derived for each group in the

population.
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The following steps are ré;peated until a complete, new population is generated:

e Selection — Half the current population is re;tained in ,th_e new population.
From the remaining half of the current population, two parent groups are
selected from acco_rding to their fitness values; the better the fitness of a
group, thé better the likelihood of that group being selected.

e Crossover — The parent groups are crossed over with a crossover probability
to form new offspﬁﬁg, or children.

e  Mutation — The chﬁdren produced'by the crossover process are mutated with a
mutation probability at each position in the string that represents the given
child.

e The children are placed in a new population and this population replaces the

previous population for a further run of the algorithm.

The end condition of this algorithm is based on the universal lower bound for the
number of piéoncts formed. This corresponds to the value _r(n-l)/k T where k =
maximum number of slaves in a piconet = 7 as per Bluetooth 1.0b specifications. This
end condition is tested to see if it hés been satisfied. If the number of piconets in a
given group is equal to this lower bound, or within a limit of 2 greater than the lower
bound, this group is chosen to be the best solﬁtion in the current population and the

algorithm terminates.
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Stage 2 — Connection Establishment

Once each node is assigned to the role of master, slave or bridge node then the master
establishes connections with the slaves within range through the inquiry and paging
procedures, as déscribed in Chapter 3, Section 3.5. Each master discovers the devices
within its transmission range via the inquiry process. Once device discovery is
complete, each master then contacts its slaves by paging them. This completes

connection establishment in the network and data exchange can now take place.

This approach uses the same device discovery protocol as the asymmetric link
establishment protocol provided by the Bluetooth specifications. This is because the
Bluetooth asymmetric - device discovery protocol ‘ yields short connection
establishment delays when the roles of the nodes in the Bluetooth network are pre-

assigned [36], as in our algorithm.

4.3 Performance Evaluation

In this section, we investigate the performance of our scatternet formation protocol.

4.3.1 Assumptions and Performance Measures

Our scatternet formation protocol assumes that devices are within communication
range of each other (10m — 100m according to Bluetooth 1.0b specifications). The

input to the algorithm is: (i) the number of nodes in the network n and (ii) the
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population size. The performance of the resulting scatternet may be evaluated using

the following measures:

o Time compléxity — amount of time involved in scatternet formation. This value
‘must be minimized to reduce the delay experienced by end-users.

e Number of piconets — the number of collisions increases with an increase in
the number of piconets, since all piconets share the same set of 79 channels.

e Number of rounds required in Scatternet formation — this parameter is
equivalent to the number of generations that the genetic algorithm in Stage 1
iterates through and must be minimized in order to reduce end-user delay.

e Number of slaves — the number of slaves in a picdnet should be bounded by 7;
this avoids the time and bandwidth overhead associated with slave parking
and unparking operations.

e Number of bridge nodes — a large number of bridge nodes that switch between
piconets implies reduced performance due to the overhead associated with
piconet switching. This is estimated to be an average of 2 time slots [9].
However, bridge nodes must not be too few, because then they will be
bottlenecks for communication.

e  Maximum number of piconets that any device belongs to — this is also known

as the maximum degree of the device. If a shared slave belongs to several

piconets, this slave could become overloaded and become a bottleneck for
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communication between piconets. In a wireless network with many resource

constraints, this factor is of paramount importance.

4.3.2 Performance

The scatternet formation algorithm was simulated usiﬁg C++ code and IBM’s
Bluehoc/Bluescat modules [3] for the network simulator ns-2 [1]. Experiments were
conducted for varying numbers of nodes, starting W1th 5 nodes up to IQO nod¢s and
for population sizes 5, 10 and 20. The number 6f generations (equivalent to the
number of rounds), number of masters (number of piconets), execution time -of the
genetic algorithm and the nuﬁlber of bridge nodes were measured and graphs were

plotted (Figures 10, 11, 12 and 13).

It was found that the number of rounds required in Scatternet formation was about the
same for all populgtion sizes (5, 10 and 20) until the number of nodes was 40. Beyond
this, the number of rounds increases.for small population sizes, as shown in Figure
11. The execution time (Figure 12) was much greater for smaller population sizes as
the number of nodes in the network increased beyond 50. The number of piconets did
not vary much between the different population sizes, as shown in Figure 10. This
valﬁe was always within a limit of 2 greater than the optimal number of piconets, as

defined by the end condition of the genetic algorithm.
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The number of slaves per piconet was found to be bounded by k = 7. This is because
the algorithm ensures that the number of masters is optimal, or within a limit of 2
greater than the optimal value. This calculation of the number of masters is based on
the requirement that the size of each piconet must be less thaq or equal to 8. Since all
the nodes are within radio transmission range of each other, (i) each node is paged by
the master nearest to it, and connects-to that master, and (ii) no node rem»ai‘ns iséla’ted. ‘
This avoids a situation wherein one master connects to all the nodes such that the
piconet size exceeds 8 and one or more masters remain isolated. The average
connection establishment time between two Bluetooth devices was found to be about

2 seconds. This increases linearly with respect to the number of nodes in the network.

The average number of bridge nodeg in a Bluetooth network of Varyihg size 1s plotted
in Figure 13. The number of bridges increases in a linear fashion with respect to the
number of nodes in the network, for all three population sizes. At any given time, the
average percentage of bridge‘nodes in a network is about 33%. This does not cause
any apparent. bottlenecks for .communication in the Scatternet. In addition, the
algorithm ensured that even if there were multiple shared devices (bridge nodes)
éssigned to a piconet, the actual number of bridge nodes would be equal to the degree
of the piconet i.e. how many piconets were adjacent to the given piconet. This

implies that any two piconets shared only one bridge. The remaining nodes assigned
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number of piconets for the given number of nodes. This implies that the number of
piconets i1s minimized for any size of the network or current population (Figure 10);

this in turn reduces interference between piconets. -

The study of genetic algorithms that led to the developmént of this evolutionary
scatternet formation protocol helped pave the way to 'aﬁply genetic algorithms to
“design an efficient routing strategy . for .ad hoc wireless networks. Conducting
- scatternet formation simulations using the Bluehoc module for the network simulator
ns-2 assisted in the implementatfon and performénce evaluation of the dominating-

set-based routing protocols for ad hoc wireless networks using ns-2.
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Chapter 5

An Evolutionary Dominating-set-based Routing Approach in Mobile Ad Hoc
Networks

The proposed approach to routing in ad hoc wireless networks using a virtual
backbone is based on genetic algorithms. This chapter presents the reasons for using
such an evolutionary approach. We then describe the sequence of steps involved in a
genetic algorithm and illustrate how our approach uses the same sequence of steps to

determine roles for the mobile nodes in the graph underlying the network.

Because of the dynamic nature of mobile nodes, mobile ad hoc networks (MANETS)
‘evolve over time. Bach change in the network topology may be viewed as a mutation
in the sequence representing the nodes in the network. As the network changes, the
virtual backbone for the given network must be recomputed, this in turn triggers a
change in the routing process. This continuous series of changes in the network fits
naturally with an evolution érocess and therefore may be modeled using a genetic
algorithm. This eventually results in populations of nodes with above average fitness
than in previous populations and a certain desired value of fitness leads us to the best

solution.

. Although genetic algorithms take time to converge, we adapt the algorithm to the

‘rapidly changing network environment by selecting a sequence of nodes at the very
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beginning that is likely to produce an optimal solqtion quickly by virtue of being the
“fittest” group of nodes. We assume that the time taken 'by \‘the algorithm to find the
best solution is balanced by the quality of the solution retun;ed, since the very nature
of genetic algorithms relies on solutions that have worked well in the past and are

therefore guaranteed to work in the present.

A desirable attribute of an evolutionary approach to the routing problem in ad hoc
wireless networks include the ability of such an approach to handle large, non-linear -
and dynamic solution spaces. In addition, this approach is robust and flexible;

different objectives may be explored by using different fitness functions.

5.1 Genetic Algorithm for Dominating-set-based routing in Mobile Ad Hoc
Networks ‘ '

Our objective is to design a heuristic to find a stable approximation to a minimum
connected dominating set (MCDS) in an ad-hoc wireless network. This algorithm
assigns the attribute stability to a mobile node: an estimate based on the rate of
movement of the node indicative of how long the node will remain static. We utilize
this attribute to generate the “fittest” dominating set by selecting a group of nodes
with the maximum value of stability as one of the parent groups. This stability will

then be inherited by the offspring via the selection process.
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In our model, a binary string represents a possible solution, or combination of
" backbone and non-backbone nodes in the network. Each bit in the string represents a
mobile node: a v_alue of 1 represents a backbone, or dominator, node and a value of O
répresents a non-backbone, or dominatee, node. The algorithm repeatedly applies the
genetic operations of selection, crossover and mutation to the members of a

population of strings, eventually producing strings that represent good solutions.
Our routing algorithm proceeds in the following sequence of steps:

1. Construct the dominating set in the graph that models the given ad hoc wireless
network.

2. Collect topology information transmitted from non-dominator nodes (dominatees)
to dominator nodes.

3. Broadcast global topology to all dominators.

4. Each dominator runs an all-pairs shortest paths algorithm on its local copy of the
topology.

5. Propagate routing tables out to the dominatees.

6. The dominatihg set 1s recomputed periodically based on previous solutions such
that the solution evolves until the optimal solution is found.

7. The dominators provide a periodic maintenance update by periodically

broadcasting topology updates to all dominatees in their respective domains.
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The construction of a stable dominating set in the network (Step 1 of the rbuting
algorithm) follows the sequence of steps in a genetic élgorithm and proceeds as

outlined below:

1. Réndom groups of nodes are selected from the n nodes in the network; each group
corresponds té a possible dominating set. Each group may be represented as a binary
string of length n; a value of 1 in position ‘i’ indicates that the node‘i belongs to the ‘
dominating set and a value of O in position ‘i’ indicated that the node i does not
belong to the dominating set. Let one group be such that it contains the nodes with
maximum stability.

2. The fitness of each group of n nodes in the‘population is evaluated; let this fitness
be a function of the stability of the dominating set.

3. A new pop‘ulation is generated by repeating the following steps until the new
prulation is complete:

o Selection — select two groups of nodes from a population according to
their fitness (the better the fitness of a group, the better the likelihood of that group
being selected).

o) Crossover — Cross over the selected groups of nodes to form new groups.
o Mutation — With a certain probability, change or mutate the new groups pf .

nodes at each position in the binary string that represents each group.

o Place new groups of nodes in a new population.
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4. The previous population is replaced .with the new population for a further run of
the algorithm.

5. The end condition (a certain value for stability, connectivity and size of
dominating set) is tested to see if it has been satisfied. If so,lthen the algorithm stops
and the best solution iﬁ the current population is returned

6. Return to step 2 and repeat.

Example 1: Let us consider ten nodes that constitute an ad hoc wireless network. We
can set the population size to be eight i.e. the population processed by the genetic
algorithm consists of eight membérs, or solution groups. In step 1 of our genetic
algorithm, the set of node groups generated may be: 10010011, 00010100, 11001001,
01010001; 10001000, 11010000, 00010010, and 01110000. This notation implies that
'in string 1, nodes 1, 4, 7 and 8 are dominators or backbone nodes, and nodes 2, 3, 5
and 6 are dominatees, or non-backbone nodes. One of these groups is generated by
rgtrieving the stabilities, based on current speeds, of all the nodes, and choosing the

most stable nodes to be members of the dominating set.

The fitness of each string is then evaluated by summing the stabilities of the
dominator nodes in the string. Two parent groups of nodes are selected on the basis of
their fitness; two groups that have the highest fitness values are chosen. Let us
assume that the two groups selected are: 10001000 and 11010000. The crossover
operation produces the groups: 10000000 and 11011000. The mutation operation is

now applied with a certain probability. Let us assume that this operation changes the
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We can set thc: population size to be eight ie. the population processed by the genetic
algorithm consists of eight ;némbers, or solution groups. In step 1 of our genetic
algorithm, the set of node groups generated may be: 1001000, 1000101, 0001010,
0011000, 0101110, 1100100, 0100001, and 0011100. This notation implies that in
group 1, nodes A and D a_re dominators or backbone nodes, and nodes B, C, E, F and
G are dominatees, or non-backbone nodes. One of these groups is generated' by
retrieving the stabilities, based on current speeds, of all the nodes, and choosing the
most stable nodes to be members of the dominating set. Let us assume that the nodes
C and D have maximum stability amongst all the nodes. Therefore, the g1;oup

0011000 represents the group with maximum stability.

The fitness of each string is then evaluated by summing the stabilities of the
dominator nodes ir; the string. Two parent groups of nodes are selected on the basis of
their fitness; two groups that have high fitness values have a greatef probability of
Eeing chosen. Let us assume that the two groups selected are: 0011000 and 0011100.
The crossover operation produces the groups: 0011100 and 0011000. The mutation
operation is now applied with a certain probability. Let us assume that this operation
changes the groups to produce: 0111100 and 0001100. These two groups of nodes are
then assigned to a new population. At this stage:

Old population - 1001000, 1000101, 0001010, 0011000, 0101110, 1100100,

0100001, and 0011100
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New population — 0111100, 0001100

The selection, crossover and mutation operations are applied iteratively to the old
population until the new population is complete. This time, let us assume that the two
parents selected from the old population are: 0001010 and 0011100. The crossover
operation produces the groups: 0001100 and 0011010. The mutation operation is now
applied with a certain probability. Let us assume that this operation changes the
groups to produce: 0011100 and 0111001. These two groups of nodes are then
assigned to the new population. At this stage:

old populaﬁon - 1001000, 1000101, 0001010, 0011000, 0101110, 1100100,
0100001, and 0011100

New population — 0111100, 0001100, 0011100, 0111001

In the next step, let us assume that the two parents selected from the old population
are: 0101110 and 0011000. The crossover operation produces the groups: 0101000
and 0011110. The mutation operatipn is now applied with a certain probability. Let us
assume that this operation changes the groups to produce: 0111000 and 0011101.
These two groups of nodes are then assigned to the new population. At this stage:

Old population - 1001000, 1000101, 0001010, 0011000, 0101110, 1100100,
0100001, and 0011100

New population - 0111100, 0001100, 0011100, 0111001, 0111000, 0011101
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In the final iteration of building a new population, let us assume that the two parents
selected from the old population are: IOOOVIOI and 0011100. The crossover operation
produces the groups: 1000100 and 0011101. The mutation operation is now applied
- with a certain probability. Let us assume that this operation changes the groups to
produce: 0100100 and 0111100. These two groups of nodes are then assigned to the
new population. At this stage:

Old population - 1001000, 1000101, 0001010, 0011000, 0101110, 1100100,
0100001, and 0011100

New population — 0111100, 0001100, 001 1 100, 0111001, 0111000, 0011101,

0100100 and 0111100

The new population is now tested with the end condition that involves the
connectivity and size of the dominating set. The groilp 0011100 meets the criteria for
connectivity since nodes C, D and E are connected, as shown in Figure 14. It is also
the minimum connected dorrﬁnating set for the network. Therefore, the end condition

is met and the algorithm terminates producing the best solution.

After Step 1 of the routing algorithm, the MCDS consists of nodes C, D aﬁd E. Node
C dominates nodes A and B. Node E dominates nodes F and G. After Steps 2 and 3,
each no'dc in the MCDS constructs its local copy of the topology; Using these local
copies, Nodes C, D and E compute shortest paths in Step 4. In Step 5, C and E

transmit routing tables to the non-MCDS nodes.
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Upon node movement, the backbone must be reconstructed. The genetic algorithm is
now rerun with one of the initial groups assigned to the previous solution, i.e.
0011100. This should yield a new solution quickly, since the new solution should be
éimply a mutation of the previous solution in accordance with a changed, or mutated,
‘network topology. Therefore, a previous best, or “fittest” solution should pass on its
fitness to its offspring and thus a new best soluti‘Qn is found, as directed by the

process of evolution.
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" Chapter 6

Performance Evaluation

In this chapter, we evaluate and compare the performance of the protocols described
in Chapters 3 and 5 through our implementation of the dominating-set-based routing
protocols using the ns-2 network simulator [1] and simulations conducted using this
implementation. We chose to implement Distributed Approximation Algorithm I in
Das et al’s algorithm and Distributed Approximation Algorithm II in Cheng et al’s

algorithm, since it outperforms Algorithm I [15].

Our evaluations are based on the simulation of 10, 20, 30 and 50 nodes forming‘ an ad
hoc network, moving within a 6701ﬁ X 670m grid for 500 seconds of simulated time.
CBR traffic with a packet size of 512 bytes was used as data traffic in all simulations.
We chose this packet size because a larger packet size causes congestio'n in the
network and results in a substantial increase in the number of packets being dropped.
The packet size was changed to 64 bytes and detailed simulations were conducted to
observe the improved performance of the routing protocols. We used 10 and 20
traffic sources with a sending rate of 4 packets/second across all scenarios. Varying
the number of sources has been found to be approximately equivalent to varying the
sending rate [14]. Therefore, we fixed the sending rate at 4 packets per second and
~varied the network load by using 10 and 20 traffic sources. We chose CBR traffic

instead of TCP traffic because TCP changes the times at which packets are sent
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according to the ability of the network to carry packets [14]; therefore the position of
a node while sending a packet and the time at which a packet is originated will be
different for different routing protocols resulting in an unfair comparison. During
these experiments, the pause times were varied between 0 seconds and 500 seconds.

The speed of the mobile nodes was set to a maximum of 20 m/s.

The performance of the dominating-set-based routing protocols may be evaluated

using the following measures:

End-to-end packet delay: this is a measure of the average delay experienced by a
packet from the time it was originated at the source until the time it was received at
the destination.

Throughput: this' is a measure of the total number of bytes received during the
simulation; this is an indirect measure of the ability of the network to deliver packets
from the source to the destination effectively.

Packet delivery ratio: this parameter represents the total number of packets
delivered or received over the total number of packets sent.

Routing overhead: this defines the number of routing packets transmitted during

the simulation as compared to the total number of packets transmitted.

These measures reflect on the benefits of the virtual backbone infrastructure. This

backbone comprising the mobile nodes that form the dominating set allows for the
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reduction in the number of nodes performing route computations and avoids ﬂooding '
in the network by using unicast mechanisms for packet flow. This in turn results in
improvéd performance due to a decrease in route response time and consequently,
queuing time. Therefore, if the dominating set construction algorithm yields a near-
optimal number of dominator nodgs ih a given network, this implies that the
algorithm is more efficicnt, resulting' in improved throughput and packet delivery
ratio and lower routing overhead. End—tq—end delays depend on the number of
dominator nodes in» the wvirtual backbone; this is because the dominator nodes
participate in route computation for the entire network and thus have larger numbers
of packets queued. This results in larger end-to-end packet delays. Again, the closer
the number of dominators is to the oppimal number of dominators in a given network,
the lower the value of end-to-end delay and routing overhead. In summary, the
mefrics being used to evaluate and compare the performance of the dominating-set-
based routing protocols are directly related to the efficiency of the virtual backbone in

routing packets through the network.

6.1 End-to-end packet delay

This performance index is comparable across all the dominating-set-based routing
protocols while using 10 traffic sources, as shown in Figures 15 and 16. It increases
with an increase in the number of nodes since the packets have to travel across an
increased number of hops. Alzoubi’s protocol results in a substantially larger delay

when the network consists of 50 nodes. Also, Das et al’s protocol exhibits a large
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delay for large networks when Fhe node mobility is decreased, as shown in Figure 16.
When the number of traffic sources is increased to 20, the end—to.—end delay increases
for Das et al’s protocol as well as Wu and Li’s protocol across most scenarios.
Alzoubi’s protocol as well as the genetic protoco'l exhibits a larger delay than the
others for large networks when 20 trafﬁc sources are used and the node mobility is
decreased, as shown in Figure 18. These large delays could be because the protocol
yielded a large number of dominators for that particular scenario or because of

increased queuing delay due to the increased traffic load on the network.

When 10 traffic sources are used in the network and node mobility decreases,
Alzoubi’s protocol i)erforms better than the majority of the other dominating-set-
based routing protocols and exhibits similar trends as the genetic protocol across all
scenarios, as shown in Figure 16. Overall, the protocol based on the genetic
algorithm appears to perform best with respect to end-to-end _delay, as shown in

Figures 15, 16, 17 and 18.
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6.2 Throughput

This metric is also comparable across all protocols, as shown in Figures 19, 20, 21
and 22. As the network size and traffic load is increased, the throughput increases.
This can be attributed to an increase in the node density while maintaining grid
dimensions; this implies that more nodes are within transmission range of each other
and there are less chances of the network being partitioned. It also means that there
are more nodes available to forward packets between nodes, and more packets
flowing through the network when the traffic load is increased, thus increasing
throughput. If the throughput is low for networks comprising 30 or 50 nodes, this is
due to the increased likelihood of broken links and stale routes and the increased
delay in propagating topology information through larger networks, resulting in an

increase in packet loss.

Das et al’s protocol appears to perform best with respect to the number of bytes
delivered in networks comprising less than 50 nodes when 10 traffic sources are used
and the pause time is 100 seconds, as can be seen in Figure 19. When node mobility

is decreased, the genetic protocol performs best, as can be seen in Figure 20.

When the number of traffic sources is increased to 20, Wu and Li’s protocol performs
best across all scenarios, followed by Alzoubi’s protocol and the genetic protocol for

networks consisting of 30 nodes and 50 nodes. For networks of 50 nodes and when
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dominator nodes may contribute towards increased packet loss i.e. decreased packet

delivery ratio.

The values obtained for packet delivery ratios appear to be lower than that of other
previously obtained results for routing protocols used in ad hoc networks [14]. This
may be attributed to the recomputation of the backbone during which different nodes
may become dominators and begin route computations. Cached routes that are stale
may be used while the topology information is refreshed, resulting in an increased

packet loss.

The genetic protocol appears to perform best with respect to the percentage of packets
delivered in a majority of the scenarios, as shown in Figures 23, 24, 25 and 26. This
could be because the construction of the backbone is efficient and topology refreshing
is quicker than in the other protocols. When the node mobility decreases, the genetic
protocol has a lower packet delivery ratio than the other protocols for networks
comprising 10 nodes, as shown in Figure 24. This could be because decreased node
density may result in partitioning of the network, and decreased node mobility
implies that there are fewer chances that the network will be reconnected by node
repositioning. However, the genetic protocol performs well across all other scenarios

when node mobility is decreased, as can be seen in Figures 24 and 26.
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routing process (see Chapter 2). Therefore, broadcasts within the backbone, or
dominating set, occur with every change in network topology and periodic routing
table updates are broadcast to the non-backbone nodes, resulting in fairly high
overhead. Since the routing overhead is being measured as the percentage of routing
packets sent compared to the total number ot packets sent in the network, we observe
that the routing overhead as a percentage decreases as the network size increases.
This may be attributed to the substantial increase in the number of data packets, and
therefore the total number of packets in the network, while the number of routing

packets increase but not as much as the increase in the number of data packets.

When 10 traffic sources are used with a pause time of 100 seconds, Wu and Li’s
protocol performs best, as shown in Figure 27. The genetic protocol has high
overhead compared to the other protocols for networks comprising 10 and 20 nodes,
but performs best for larger networks. When node mobility is decreased, the protocols
exhibit very similar performance, as shown in Figure 28; the genetic protocol
outperforms the other protocols in 10-node networks but has the highest overhead in a

50-node network.

Again, when 20 traffic sources are used, all the protocols exhibit very similar
performance, as shown in Figures 29 and 30. The genetic protocol performs best for

networks comprising 30 and 50 nodes when the pause time is 100 seconds, as shown
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The indices used to measure and evaluate routing performance were the same as those
used 1n the previous simulations: end-to-end packet delay, throughput, packet
delivery ratio and routing overhead. The highlights of these experiments are presented

in this section.

End-to-end packet delay: The trend exhibited by this parameter is similar to the
scenarios where 512 Byte packets were used. All the protocols exhibit better
performance than the 512 Byte scenarios, except for Wu and Li’s protocol and Das et
al’s protocol, as shown by comparing Figure 15 and Figure 31. Wu and Li’s protocol
as well as Alzoubi’s protocol yield the maximum delays for large 50-node networks,
as before. This delay could be because the protocol generates a large number of
dominators for that particular scenario; this in turn increases queuing delay, thereby
increasing end-to-end packet delay. The proposed genetic protocol outperforms the
other dominating-set-based routing protocols by yielding the smallest packet delay

across all scenarios, as shown in Figure 31.
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3. Modify the fitness function to select the nodes that have consumed the least
power i.e. the nodes that have the most energy at the time of selection instead of

the most stable nodes.

6.6.1 Size of the Dominating Set or Virtual Backbone

Since the size of the dominating set plays a significant role in determining the routing
performance of the dominating-set-based routing protocol, we measure the average
size of the dominating set or backbone generated for the proposed genetic protocol.
The number of nodes in the dominating set is always less than half the number of
nodes in the mobile ad hoc network, as shown in Figure 35. This implies that less
than half the number of nodes in the network are involved in broadcasting packets;
this greatly reduces the overhead present in protocols that use flooding (see Section
1.2) and thus improves end-to-end packet delay, throughput, packet delivery ratio and

routing overhead, as we have seen in Sections 6.1-6.4.
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each node was set to 100 Joules at the beginning of each simulation. The packet size
was maintained at 512 Bytes for all simulations in this section. The indices used to
measure and evaluate routing performance were the same as those used in the
previous simulations: end-to-end packet delay, throughput, packet delivery ratio and

routing overhead.

End-to-end packet delay: This performance index increases with an increase in the
number of nodes since the packets have to travel across an increased number of hops.
In certain scenarios, the average delay experienced by a packet may be less because
the protocol yielded an efficient dominating set for that particular scenario. For
example, in Figure 38, the delay for the 50-node network is less than that for the 30-
node network. When the traffic is increased, and node mobility is decreased, the high-
energy protocol yields a much lower delay than the high-stability protocol, as shown

in Figure 40.

Overall, the high-energy version of the proposed genetic protocol outperforms the
high-stability version with respect to average end-to-end packet delay across a
majority of the scenarios. In particular, for large networks comprising 50 nodes, the
high-energy genetic protocol exhibits a significantly smaller packet delay than the

high-stability genetic protocol, as shown in Figures 37, 38, 39 and 40.
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Throughput: As the network size and traffic load is increased, the throughput
increases. If it is lower for 30-node networks than for 20-node networks in some
scenarios, this could be attributed to the increased likelihood of stale routes due to
topology changes and the delay involved in propagating topology changes throughout

the network.

The throughput for the high-energy version of the proposed genetic protocol is
significantly lower than that for the high-stability version, as can be seen in Figures
41, 42, 43 and 44. The high-stability protocol outperforms the high-energy protocol in
all scenarios except when 20 traffic sources are used and node mobility is decreased.
In this particular case, both protocols exhibit very similar trends with respect to

average throughput, as shown in Figure 44.
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In summary, the high-energy version of the genetic protocol performs well with
respect to end-to-end packet delay, throughput, packet delivery ratio and routing
overhead and outperforms the high-stability version of the genetic protocol with
respect to the aforementioned performance indices across several scenarios. As
described earlier, node energy is a very significant parameter in real-world mobile ad
hoc networks that are comprised of battery powered mobile units and therefore,
subject to strict resource constraints. This further highlights the importance of the
finding that node energy may be incorporated into the genetic algorithm to obtain a
competent level of routing performance. These experiments also demonstrate the
flexibility of the fitness function in the genetic algorithm; it allows for different
parameters to be explored while determining the fittest, or best, combination of

backbone and non-backbone nodes in the network.
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Chapter 7

An Evolutionary Dominating-set-based Routing Approach using

Clusters of Nodes

Mobile ad hoc networks, or MANETS, tend to be clustered naturally into groups. For
example, the clusters could be students in discussion groups in different parts of a
room or soldiers in combat units, all parties equipped with mobile devices.
Communication must take place both within the cluster (intra-cluster) as well as
amongst clusters (inter-cluster). Instead of using a flat dominating-set-based routing
strategy to communicate amongst all the mobile nodes, it would be more efficient to
use different routing strategies for intra-cluster communication and inter-cluster

coutnunication.

In this chapter, we present a two-level hierarchical evolutionary dominating-set-based
routing strategy for mobile ad hoc networks. The network is divided into groups of
nodes, or clusters. Within each cluster, there exists a self-organizing, dynamic virtual
backbone that is constructed and updated using the genetic algorithm described in
Chapter 5. Between clusters, mobile nodes communicate via gateways, modeled
using Base Stations. Here, the overhead of computing and refreshing the virtual
backbone for the entire network would be greatly reduced, particularly as the network
size increases, and this in turn should improve the routing performance significantly.

We conduct detailed simulations using ns-2 to evaluate the routing performance of a



109

clustered evolutionary dominating-set-based routing strategy and compare this
performance with the previous flat evolutionary dominating-set-based routing

approach.

As before, our evaluations are based on the simulation of 10, 20, 30 and 50 nodes
forming an ad hoc network, moving within a 670m X 670m grid for 500 seconds of
simulated time. CBR traffic with a packet size of 512 bytes was used as data traffic in
all simulations. We used 10 and 20 traffic sources with a sending rate of 4
packets/second across all scenarios. The speed of the mobile nodes was set to a
maximum of 20 m/s. In all scenarios, the network was divided into clusters of 10
nodes each. Each cluster has a gateway associated with it, through which packets are

routed between clusters.

The indices used to measure and evaluate routing performance were the same as those
used in the previous simulations: end-to-end packet delay, throughput, packet

delivery ratio and routing overhead.

7.1 End-to-end packet delay

With respect to average end-to-end packet delay, the clustered genetic dominating-
set-based routing protocol outperforms the non-clustered genetic protocol across a
majority of the scenarios, as shown in Figures 53, 54, 55 and 56. When 10 traffic

sources are used, and node mobility is decreased, the non-clustered genetic protocol
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7.3 Packet delivery ratio

With respect to packet delivery ratio, the clustered genetic protocol outperforms the
non-clustered genetic protocol across a majority of the scenarios, as shown in Figures
61, 62, 63 and 64. This could be attributed to the efficient construction and refreshing
of the virtual backbone within each cluster as well as efficient routing between the

gateway nodes.

When the number of traffic sources is increased and node mobility is decreased, the
performance of both the clustered and non-clustered protocols is comparable, as
shown in Figure 64. When node mobility decreases, the nodes are more stable, there
are less topology changes and the performance of the non-clustered protocol
improves with respect to packet delivery. The non-clustered protocol outperforms the
clustered protocol for networks comprising 10 and 20 nodes, and the clustered
protocol performs better in larger networks. Once again, this emphasizes the
advantages of using clustering to route efficiently, particularly in large networks
where a large backbone must be constructed and updated regularly, and updates must
reach all nodes in the network. This overhead is minimized by using a clustering

approach.
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Chapter 8

Summary and Conclusions

This chapter summarizes the work accomplished in this thesis, the objectives
achieved, and conclusions drawn from the performance evaluation of the dominating-

set-based routing protocols. This chapter also provides suggestions for future work.

8.1 Background

A mobile ad hoc network, or MANET, is a collection of mobile computers that form
a temporary network without any pre-established, centralized infrastructure. Each
mobiic node behaves as a roﬁu‘t'er and participates in the forwardingyof I;ackets sent
from a source mobile node to a destiilation mobile node. Thié type of communication
is known as multihop communication, and is one of the primary characteristics of.a
MANET. Other characteristics of MANETSs that present challenges in the design of

routing protocols for such wireless environments include: dynamic topology, limited

energy and bandwidth resources and security vulnerabilities.

Existing routing protocols for ad hoc networks may be classified as proactive or
. 7 . .
reactive, based on how they react to topology changes in the network. Proactive, or
table-driven, protocols attempt to maintain routes continuously, such that the route is

already available when it is needed for forwarding a packet. In such protocols, routing
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tables -are exchanged among neighboring nodes every time a change occurs in the
network topology. Therefore, a route between any sourge-destination pai.r is always
available but the maintenance of consistent and updated routes réquires the
propagation.qf large amounts Qf routing information throughout the network. The
control overhead in terms. of network traffic and power consumption proves to be a
serious limitation in MANETS, where bandwidth and power are scarce fesources.

On the other hand,;reac‘tivc-‘v:, or on-demand, or sourc‘e—iniﬁated, protocols gend control
messages to discover a route between a given source-destination pair only when
necessary.. This reduces the control overhead substantially; however, the route
discovery process generates a latency period that has a negative impact on routing

performance.

Both proactive as well as reacﬁve protocols employ “flooding” to disseminate control
packets for topology updates and route discovery. Flooding is a broadcast mechanism
that causes’ redundancy, contention and collision resulting in a high packet loss rate.
The problem identified in this thesis involves the design of a robust and efficient
rouﬁng protocol for mobile ad hoc networks that minimizes ‘t.he flooding problem. ﬂ
_ This can be achieved by restricting broadcast to a subset of the mobile nodes in the ad
hoc network, called the “virtual backbone”. This would minimize communication

overhead and optimize the usage of critical resources in the network.
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A virtual backbone may be constructed by approXimating a dominating set that uses
unicast to replace ﬂooding. This backbqne 1S a sélf—organized structure that is
primarily used to compute and_update routes and may also provide a backup route,
Since this backbone is dynamic, it must be recomputed periodically and this presents
a challenging problem in the design and implementation of the routing protocol. The.
dominating-set-based routing -app.rQach‘ may be classified as a hybrid ‘approach
between the proactive approach and the reactive approach, wherein the nodes thaf
constitute the dorninating set maintain routing tables ‘and the nodes oufs_ide the

dominating set request for routes as required from the members of the dominating set.

8.2 Objectives Achieved

A literature search in the area of routing in mobile ad hoc networks using dominating
sets was conducted. This provided Vaiuable information on the existing approaches to
dominatihg—set—based rou_ting. To the best of our knowledge, these routing approaches
have not‘b'_een implemented, evaluated or compared with respect to network routing
performance on a standard simulation platform. This study is the first to implement
and analyze the routing performance of the protocols based on.the dominating set

approach using the network simulator ns-2. This thesis then proposed a new

evolutionary approach to routing using dominating sets based on genetic algorithms.

In order to learn how to apply the genetic algorithm approach to wireless networks as

‘'well as learn how to use the network simulator ns-2, this thesis involved an in—depth
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study of how genetic algorithms may be used to solve a contemporary problem in |
Bluetooth personal area \;;/ireless networks: the problem of Scatternet formation, or
formation of multihop Bluetooth networks. The knowledge gained from thia'-work
was further utilized to accomplish the.‘primary goal of this thesis: to design an

evolutionary routing protocol for ad hoc wireless networks.

‘ In this thesis, we introduce an evolutionary approach to construct a dom'i,n'a'ting'set
that avoids flooding and can be utilized to route packets efficiently through ad hoc
wireless networks. This approach uses a genetic algorithm to find the best, or
“fittest”, dominating sat in the graph underlying the network. The fitness of the
dominating set is evaluated by measuring the stability of the nodes.‘ The proposed
‘evolutionary approach takes advantage of the evolutionary nature of the undérlying
network: ad hoc wireless networks evolve as nodes move and change positions. This

_evolution of networks lends itself naturally to a genetic algorithm model.

8.3 Performance Evaluation

The performance results of our approach, obtained by conducting extersive
simulations using ns-2, have been positive and encouraging. Through this
performance evaluation, we demonstrate that the proposed genetic algorithm results

in the construction of a robust virtual backbone ‘that can route packets effectively.
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We evaluated the performance of the proposed evolutionary (or genetic) routing =
protocol by measuring end-to-end packet delay, throughput, packet delivery ratio and
routing ovgrhead. We compared the performance of ;he genetic protocol with the
performance of other known domjnatirig—sct—based routing protocols. The proposed
genetic protocol performs best with respect to end-to-end packet delay across several
different scenarios. With respect to thrpughput, the genetic protocol significantly
outperforrns the other protocols in large networks as well as in most scenarios when
node mobility is decreased. The genetic protocol performs comparably well with
respect to the percentage of packets delivered and )routing overhead across most

‘scenarios.

We also measured certain characteristics of the dominating set generated using the
genetic algorithm: size of the dominating set (or number of nodes that comprise the
virtual backbone) and network diameter. The size of the dominating set was always
found to be less than half the number of nodes in the network, for all network sizes in
the simulation study. This implies that flooding in the network is restricted to less
than half the nodes in the network, resulting in improved routing performance. T_he
diameter was found to be equal to approximately half the nodes in the network for all
‘network sizes in the simulation study. From this we conclude that since the diameter
is finite, the network is connected at all times and the greatest number of hops a
packet needs to be travel to reach its destinaﬁon is about half the number of nodes in

the network.
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Mobilé ndde energy 1s a very significant parameter in_'reail-wo'rld mobile ad hoc
networks and sensor nétworl_(s that are subject to strict power constraints. Therefore, it
is important to incorporate node energy into the genetic algorithm, thereby
transforming the algorithm intd a resource-aware, adaptive algorithm. Further
experiments With the evolutionary routing approach included modifying the fitness
function to select the nodes that have the highest energy as members of the
dominating set or virtual backbone. Wé evaluated andx compared the routing
performance of a backbone generated based on energy as a fitness function with the
‘backbone generated in our previous experiments with stability as a fitness function.
The high-energy version of the genetic protocol performs well with respect to end-to-
end packet delay, throughput and routing ove~rhead and outperforms the ﬁigh—stability
version of the genetic protocol with respect to the aforementioned pex;formance
indices across several scenarios. In particular, these experiments demonstrated the
flexibility of the fitness function in the genetic algorithm; diffefent parameters may be
explored simultaneously while determining the fittest, or best, combination of

backbone and non-backbone nodes in the network.

Mobile ad hoc networks may consist of naturally occurring clusters, or groups, such
as combat units of soldiers who must communicate within each unit (or cluster) as
well as between units. In this thesis, the phenomenon of node clustering while using

an evolutionary dominating-set-based routing approach was investigated. Within each
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cluster, packets are routed by a virtual backbone constructed using the proposed
genetic algorithm. Each cluster has a gateway that routes packets between clusters.
The clustered genetic protocol performs well with respect to end-to-end packet delay,
throughput, packet delivery ratio and routing overhead and'outperfc')rms;the non-
A clilstered genetic protocol with respect to the »aforementioned performance indices
across most scenarios, most significantly for large networks. From these results, we
concludé that clustering is a simple yet effective means to .improve the efficiency and

routing performance of a dominating-set-based routing strategy, in particular for largé

networks.

8.4 Future Work

Future research efforts could further investigate enhan\cem'ents or)modiﬁcations to the
évolutionary donﬁnating%et-based routing approach. Tﬁe fitness function may be
modified to include multiple network parameters and experiments conducted to
observe the effect of these factors on routing pérformance. Future research efforts
could also extend this work by measuring the characteristics of the dominating set,
such as size and network diameter, for all the dominating-set-based routing protocols
and comparing the results with those obtained for the evolutionary dominating-set-
based approach. The clustering phenomenon may be studied further by observing the.
effect of clustering for all the dominating-set-based routing protocols in order to
compare the effect bf clustering using the evolutionary routing approach with the

other approaches. Future work could also compare the performance of dominating-
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set-based routing protocols with existing protocols for mobile ad hoc networks, such

as DSDV, DSR, AODV and TORA.
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