UNIVERSITY JOF
e ras University of Nebraska at Omaha

Omaha DigitalCommons@UNO

Student Work

8-1-2004

A New QoS Renegotiation Mechanism for Multimedia
Applications.

Abdelnasser Abdelaal

Follow this and additional works at: https://digitalcommons.unomaha.edu/studentwork

Recommended Citation

Abdelaal, Abdelnasser, "A New QoS Renegotiation Mechanism for Multimedia Applications." (2004).
Student Work. 3574.
https://digitalcommons.unomaha.edu/studentwork/3574

This Thesis is brought to you for free and open access by
DigitalCommons@UNO. It has been accepted for
inclusion in Student Work by an authorized administrator
of DigitalCommons@UNO. For more information, please
contact unodigitalcommons@unomaha.edu.



http://www.unomaha.edu/
http://www.unomaha.edu/
https://digitalcommons.unomaha.edu/
https://digitalcommons.unomaha.edu/studentwork
https://digitalcommons.unomaha.edu/studentwork?utm_source=digitalcommons.unomaha.edu%2Fstudentwork%2F3574&utm_medium=PDF&utm_campaign=PDFCoverPages
https://digitalcommons.unomaha.edu/studentwork/3574?utm_source=digitalcommons.unomaha.edu%2Fstudentwork%2F3574&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:unodigitalcommons@unomaha.edu
http://library.unomaha.edu/
http://library.unomaha.edu/

A New QoS Renégotiation Mechanism for Multimedia Applications

| A Thesis
Presented to.the ’
Department of Computer Science
and the
- Faculty of ._.the Graduate College
Upivérsity of Nebraska
In Partial Fulfillment
of the Requirements for the Degree
Masters of Science

University of Nebraska at Omaha

By

Abdelnasser Abdelaal

August, 2004



UMI Number: EP74772

All rights reserved

INFORMATION TO ALL USERS
The quality of this reproduction is dependent upon the quality of the copy submitted.

In the unlikely event that the author did not send a complete manuscript
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.

~* Dlssartation Publishing

UMI EP74772 ]
Published by ProQuest LLC (2015). Copyright in the Dissertation held by the Author.

Microform Edition © ProQuest LLC.
All rights reserved. This work is protected against
unauthorized copying under Title 17, United States Code

ProQuest LLC.

789 East Eisenhower Parkway
P.O. Box 1346

Ann Arbor, MI 48106 - 1346



THESIS ACCEPTANCE

Acceptance for the faculty of the Graduate College,
University of Nebraska, in partial fulfillment of the
requlrements for the degree of Master of Science,
Unlvermty of Nebrdska at Omaha.

"Committee

Name Signature

}/eSLaW A ' V
/7/@,,,,/5%[,,;/ M

JONG - 00N \/ou/‘\) Yo W

Chairperson (signature) \Vmg!l’l‘ Date_"7 / 24 / G

Co—Chairperson (sig‘nature) ) Date__

(if applicable)

UNOmaha « University of Nebraska at Omaha 6001 Dodge St « Omaha NE 68182 » (402) 554-2800



Acknowledgment |

My glory, prayers and thanks to Allah who gave me the will and guided me to ﬁni‘sh‘ this
thesis.

Special note of thanks to my ad\}isbr Dr. Hesham Ali for his support, heip, ‘and
motivation to complete this ,thesié.- I would also express my thanks and gratitude to Dr

‘Hamid Sharif and Dr Jong-hoon Youn for their assistances and feedback.

My great respect, gratitude, and thanks to Dr Hesham El—Re\/Nini for his support and
inspiration.

Special thanks to my best friend Sarfraz Hussain for his help and his support.

My thanks and gratitude to my parents, my brothers, and sisters for their prayers and
support.

Special thanks, gratitude,v and lov¢ to my lovely fiancé, MarWéh, for her unconditional
love, prayers, patience, and support which gave me the inspiration to work hard to finish
this thesis.

Thanks to the graduate office and my advisor Caﬂa Frékes for their,. smiles, support, anéi '

directions.



A New QoS Renegotiation Mechanism for Multimedia Appvlications

Abdelnasser Abdelaal, MS
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Advisor: Dr. Hesham Ali

Abstract

While there are a lot of advances in the area of QoS depl;jym'ent and management over IP
networks, there is still a need for a robust QoS renegc,)tiati;)n framework for multimedia
applicétioné. A QoS renegotiation framework‘has three concurrent modules which should
be integrated with the least amount of oy}erhead. These muddles include a feedback
méchahism, a load control mechanism, and a service-response mechanisfﬁ. This thesis
proposes a new feedback mechanisn‘ll which is ,bz.ised on call rejection notification for QoS
renegoﬁation. The,diffefence between the prbposed mechanism and previous approaches
is that it uses flow information (not packet information) as a feedback mechanism. The
new feedback mechanism' provides a better QoS, improves the system performance, and

maximizes the service revenue.
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Introduction
Internet subscribers increase 30% ‘per month in USA. In‘ addition,_ statistics show that
only 39% of American population use cell _phohes while babout 60% of Europeans and
Japanese have cell phones. Therefore, there is a ‘gfeat potential grdvx%th in the American
“ cqﬁmmication industry. This potential grthh in wireless communicatioﬁ industry will
not onl&r include increasing the" nut_nber of users, but als§ .includes developing new
applications, improving current apl"alicati(')'né,:v and improving the .quality of service.
Examplés'of_ hew applications are movie trailers énd entgrtainm_ent messages. Iﬂ addition,
-wircleés network services should be scalablé an(} should be able to reach remote areas..
‘;l"hé scalability concept is éo important so that it encompasses the most challenging topics
in wireless networking‘: extendibility and quality of s_ervice.' Scalability means increasing
the perfdrmancc of the network Iinéarly with the increasing number of nodes. This thesis
proposes a new feedback mechanism for QoS renegotiation for multimedia applications.

This feedback mechanism is based on call rej ection notification.



»Thesis~ organization:

Thié thesis has Been divided into 9 chapters. Chapter one is an intro'du‘ction which
includes types of applications, classes of -sérviges and their QoS reqﬁirements. Chapter
two discusf;s ‘the motivations and goals. Chapter three is a theéfetical' ovef.vie.w. It
includes some. ihiportant definitions, and concepts, Qo'S classes, QoS parameters,
different approaches to guarantee_QoS, and QQS plans. Chapter four presents one of the
most widely known approaches for guaranteeing QoS; DiffServ QoS architecture. It
presents its cl.lvaracteristic‘s, its components, and bandwidth broker.' Chapter five
introduces IntServ QovS architecture. It discusséci IntServ féaturés, components, and call
admission control. In addition, it ‘Disbc-usses ATM as an off;line : QoS negd_tiation
‘technology and a comparfson between biffServ and IntServ. Chapter six introduéés the
new adaptive Q-oS' approach. It discusses previous work on feedback mechanisms,
previous work on load control schemes, and previous work on service response schemes.
Chapter 7 introduces the proposed approéch. Chapter 8 is expérimental re_sillts}. The first
experiﬁ)ent is to test the QoS improvement for the new approach. The second exberimerit
is to examine call rejec‘;ion and admission percentage. The third experiment is to examine

‘the call processing delay. Chapter 9 is conclusion and future work.



Chapter 1: Introduction
1.1 QoS and types of applications

1.1.1 Soft real-time applications -

" The soft re‘:al-time“applic.ations can be delivered in a best-effort de}livvery- framework. In
othe1; Words, such services do not require QoS guarantees (unless speciﬁgd). An example
of soft realftirhe application is eméil épp_li’catiox.'_l.' Soft reél-time services ére more scalable

than the hard real-time' servié_es. DiffServ is a suitable framework of soft real-time

applications.

1.1.2 Hard real-time applications

Hard real-time applications need guaranteed QoS. This property comes from the
rapplication 'characteiistiés pr: is requested by the service contractor. Examples of hard
reai-tifne_ applications are audio ‘and Vidéo conference applicatibns. Audio appiications
can tolerate higher cell loss rate and limited bandWidth. ‘However, in"order to tolerate
limited bangiwidth, multim,ed.ia._ épplications require adequate information about the.
a_Vailable resources through an adaptive'(:)oS framework before the call set-up. Providing
this information enables thé‘application_ to be adapted with the available resources. On the
other hén‘d, video conference vapplica.tior.ls have more options 'than audio applicaﬁons.
Speciﬁcavlly,; »vbeside -its ability to adapt_b to the available bandwid_th, \:/id_e'o applicatidns
could be ‘ﬁ}ulti;éastgd. Multi-casting is andther‘épproach to deal with limited resources.

Altho'ugh‘ audio and video appliéations coulfd' adapt to available resources, they are too -



sensitive 7to' jitter. Therefore, minimizing the jitter rate is crucial for such applications.
IntServ is a suitable QoS architecture -for- hard real-time applications. However, the

current standards of IntServ do not support mtilticasting.

1.1.3 Premium Services
Premium - services require peak rate allocation and high-priority queue in routers.

Therefore DiffServ is. suitable for this kind of service.

1.2 Resource allocation and classes of service

Resource reservation is very important for a' hard QoS guarantee. There are two methods
~of resource e;llocationf peak-raté—based ailocétion,..which uses a single QoS pérameter for
resource alloeation, and probabilistic‘ allocétion; The probabilistié allocation approach is
based on assuming some variation in the expected cell-loss féfe and delay rate. The real-f
time services are called deternﬂﬁistié guaranteed services. This class of service requires a
very small packet-l.oss rate and a hard c'lle‘la‘y‘b“ound.' Call admission control algorithms
(CAC) are t§v6 categories: peak bandeth allocation and statistical all_bcaﬁon. The peak
bandwidth allocation or the non-ététistical allocation is usev_d‘ if the required QoS '(usually‘
delay rate) is detem.linisticallyv bounded. The' statistic resource allocation is used to
deterministically or s_tatisticallby‘ guarantee the QOS; The CAC decision is very easy in
“case of the peak rate-based approach.'However, this approach does not maximize the
utilization of the available resources. In statistical resource alvl(‘)cation‘approach, resources

are not allocated based on the peak rate. Specifically, statistical resource allocation



c_'ohsid'ers traffic burstness so that the allocated resources are less than the peak rate.

Therefore, the sum of all peak rates rﬁay exeeed the available resources.

1.2.1 _Cohstant Bit Rate (CBR)

Real-time c‘ontinues_ streams, whieh eloes not tolerant high cell-loss rate, requires CBR. .
This class of service needs resoﬁfce réservaﬁdn. CBR real-time applicationsv reQuife
connect‘ion—o‘riented networks. Therefore,_’IntSerV is the most suitéble QoS architecture
for this class of service. Exarhples of suitable _,app_lications'for' this class are interactive

-video and audio conferences and circuit emulation applications.

1.2.2 Available Bit Rate (ABR) ahd Unspecified Bit Rate (UBR)

UBR class of service is suitable for best-effort and non-real time appiicafions. It does not
require a QoS guarantee. Usually, these applications require a lewer “cell-loss rate.
Examples of this class of service ‘a‘re data’ap'p.lications. Diffsery is the most suitable QoS
architecture for this class of sefvice. Inn addition, an adaptiﬂ(e QoS._‘fran'lework Withe

controlled feedback mechanism could fit this class of service as well

1.2.3 Real Timé Vériable Blt Rate'(RT-VBR)

This class of service needs a reserved bandwidth. Tﬁerefore, adaptive QoS with a
feedback mechanism in a controlled environment is suitable for this_‘ class of service. It |
has peak rate, sustainable rate; and maxir_num burst size; Therefore, V‘BR>is suitable for
compressed audio and video applications and any applications other than  video

conferences. Audio and video applications must maintain the short-term loss rate and



keep a constaht long-tenn_loss-rate target. VBR needs a connec_tion-oriented service.

- Controlled services are for adaptivé/tolérable‘applications (applications with cell-loss aﬁd

delay requirements). Therefore, IntServ QoS is the most suitable ar_chitéc_ture.

1.2.4 Non-Real-Time Variable Bit Rate (NRT-VBR)

This class is similar to RT-VBR and it can tolerate a higher delay rate. The most suitable

applications are video playback and transaction procéésing. Adaptivé QoS in a controlled

environment is suitable for this kind of application.

QoS architecturé

Class of service

Applications

CBR and ABR

IntServ Interactive video and audio conferences and
circuit emuiation, and premium applications

DiffServ ABR ‘ - Data and non real time applicatiqns ‘

Adapti\;e QoS NR];-VBR _and Compressed video and audio applicaﬁons,

| RT-VBR

| video playback, data applications

Table 1: QoS architecture and the proper class of service and application




Chapter 2: Motivation and objective

Sta_tistics shows that fewer than 40% of Ar'ne.ricans'use, cell phones. HoWever, 60% of the
population uses cell phones in Europe and japan. Wireless applinations are increasing
rapidly,A e.g., movie trailers and entertainment message.sv. However, WNS are a resource-
“poor environment with a lof nfnovernéad and high error rate. These characteristics need
an end-to-end QoS guarantee using resource reservation scheme and ‘cqntrol scheme. This
architecture should be supported by a feedback mechanism to provide adaptive QoS.
Adaptation is essential to achieﬂze fairness, efﬁcient use of resources, a better QOS
guarantee, and QoS scalability.. QBViously, in a mobile environment, resource reservation
and end-to-end load control are essential for guaranteed QoS. Multimedia applications
(MAs) are i'ncreasing. rapidly. These types of services retluire guaranteed QoS.
Iv:.ortunately, | audio and video applications can rénegotia’;e their required Qos.
Speciﬁcaliy, they can tolerate higher delay and higher cell-loss rate. In addition, audio

and video applications can adapt to the available bandwidth once applications have been

informed with the available bandwidth at the connecﬁon set-up.

2;1 Goals

This vgork aims at developing an adaptive QoS arc‘hitecture. based on a feedback
mechanism and a periodiéal resource estimation scheme. The vfeedback mechanisrn
depends on call rejection notiﬁcétion to inform MAs of the available resources and tne

network conditions. This feedback mechanism will help MAs to renegotiate their



required QoS. This feedback meghanism wdrks in an end-to-end controlled cnvironmeht.
Basically, in high congesfibn levels, the MAs are reqtﬁréd to renegotiate their QoS to be
suppbrted with the minimum acceptable QoS. In low~convgestiov1v1-levlel stat_e's,, the system
will provide MAs ﬁth the minimum tolerable QOS pararhéters. In the normal conditions,

the network provides MAs with their required QQS.



Chépter 3: A theoretical backg.‘round

‘This chapter presents *é. brief theoretical foundation of current QoS architectures.

It discusses the conceptual .fram-ev’vork .Vfor the QoS model in terms of QoS dimensions,
ciifferent approaches te guarantee QOS, examples for the current QoS architectures, and
an example for a QoS—aWare trarismission technology. In addition, it emphasizes both the

differences between the traditional QoS model and the adaptive QoS model.

3.1 Definitions:
Quality of Service (QoS): For the purpose of this work, QUalify of service refers to the |
characteristics of service delivery provided to the éacket such as bandwidth, delay, loss
: rate, and jitter.

Flow: In the context of this theSis, a flow is defined as a set of packet streams a network
node receives and all these flow streams have the same flow address and all belong to the
same admission request. Specifically, it means multimedia (audio and video) flows.
Heterogeneous networks: in the cb\nt_ext of this thesis, heterogeneous networks mean
mu__ltiple network <clouds which include wired and wireless dorﬁains, different

_applications, and bandwidth and delay variation.



3.2 Conceptual overview

Rece_n.tly,QoS has become a topic of a lot of researc\:h. QoS has been defined as the
degree of satisfaction thé‘user ;gets from the .serxfiéé performance [3], as nwell as, the
trafﬁc-perfofmancg_ matrix which is to be achieved. This QoS matrix must be routéd from
- end to end. The QoS rouﬁng is"ﬁnding an en&-tojend path to support such traffic matrix.
This routing pro’;ocoi should »be“fast' and is loop-free. In addition, 1t has to have low

overhead.

'An adaptive Quality of Service model is needed to adapt to network conditions and
application characteristics. A comprehensive survey of different QoS architectures for
WNs has been introdilced in [1 and 2]. In addition, a benchmarking WNs QoS has been .

introduced in [3].

QoS becomes an issue only when the network is congested or overloaded. Congestion
arises because of either insufﬁcienf network resources or improper resource allocation
(so'me resources might be onjer utilized and others might be underutilized). With QoS
renegotiation, which might lead to QoS rerouting, the imbalance Qf resource allocations
_problem could be solved.

A QoS modellishould differentiate between traffics based on the degree of reliability,
delay tolerance, and the reqﬁiréd bandwidth. A QoS model should provide flow rejection

and admission notification.



QoS should be configurable, maintainable, rn’easura_ble‘,‘ and predictable from end to end.
Moreover, QoS parameters must be specified quantitatively, statisticaliy, or qualitatiyely ‘
at the configuration time. For maintenance of the QoS, ' parameters must be mapped fof
each packet not only from network cloud to another, but also from end to end. Therefore,

the QoS in the network is the QbS of the We‘akest .segment 61' hub in the network.

QoS
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Figure 1 : QoS classes

3.3 QoS classes

QoS could be put into three classes as illustrated in Figure 1.

3.3.1 Absolute QoS guarantee

IntServ QoS architecture is an ideal example of this QoS class. In this class, each flow is
given specialn_ treatment. This per-flow treatment requires an end-to-end control
bmp\chanism and per-flow state maintenance. In addition, absolute QoS guarantee requires

resource-reservation mechanism and an admission-control scheme. Its services are
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differentiated (usually based on the applicati'on’s_cha'racteri_stiés); Obviously, this class of

QoS has a lot of _o{?erhead and it is not scalable. '

3.3.2 Best-effort QoS

This category represents the traditional 1P t\ra_nsrﬁ.issivnn technology whwh is based en.
best- effort deli‘veryv.‘ In this approach, aH tfafﬁcs are treated equally either‘i‘nb scheduling
or in case of dropping packets when corigestioh occurs. Of course, best—effOi't Q‘oS‘ class

can be always accepted Withouf processing in the QoS model.

3.3.3 Adaptive QoS

In adaptive QoS, specified QoS parameters could renegotiate and change dynaniically to
adapt Vﬁth the application characteri.sti‘cs, the congestion levels in the network, the
available resources, and any unforeseen conditions: ,'Usually, this adaptation has an upper-
bound and a lower-bound parameters. The 'ﬂow.‘ is admitted oely if the lower-bound
parameters of the required QoS could be guaraﬁteed‘ in the long run. One of the
advantages of adaptive QoS is aehieving fairness among different tvr‘afﬁc.s.'In other words,
it is better for applications to reneg'oti‘ate their QoS requirements rather than get rejected.
Therefore, adaptive QoS is more scaiable than absolute QoS. The second advantage is the
“application’s ability to adapt to path characteristics. Resource reservation is not a must
for this approach. HoWever, it ﬁeeds a feedeack mechanjem to provide routers with

information about the network conditions and available resources.
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3.4 QoS .parahétérs
The QoS n-tuple (QoSr, QoSo) should 'épply. QoSr is the QoS required by th¢

‘applicatio'n' orthe user,vbQoS'o is the off‘e‘re‘d‘Q.o;S 1n the system. In the ‘absolute QoS |
model, this tuple :ivs hard which means it must be met. But in adaptive QoS specialiy
application based adaptation; by QoS"‘r‘enegotiation‘ the QoSr could be renegotiated to

meet QoSo.

E‘quation 1: QoSo= f(r,s,m,l)

In Equation 1, QoSo 1s a positive function of R and a negative_function of s, m, and. /.
Where, r is the available resources (usually the _effec_ﬁve bandwidth plus the buffefihg
‘ capacity). s is the degree of the network and applications seamless. m is the mobility
pattern of the mobile host, and L is the traffic load.

QoS parameters could be classified based on the user’s prospective or.technology
prospective [1] or based on wired and wireless characteristics.'"l“.hese QoS parameters are :
specified for each application in the QoS mafrjx at the contract time or at the

configuration time. This process is called'_ QoS specification.

* Technology-based QoS parameters: These parameters include delay, response time,
and jitter. Sometimes these three parameters are called timeliness parameters. The second
category is resource-based parameters. This category includes the following parameters:

the required resources for application, the availabie resources in the system, and the
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transmissiqn rate or effective bandwidth. Of course, the available resources are a main
facter especially in a poor-resources environment and a dynefrxic resource-allocation
model. The :third category is reliability parameters. This category has three parameters:
' the mean time to failu1;e (MTTR) Which is the operation time between failures, mean time
between failures‘ (MTBF) which is the time from'failure to restarting the system, and the
availabilify percentage which is MTTF/l (MTTF + MTTR). The last QoS paraineter is the

cell lose rate (See Table 2).

o User-based parameters: These parameters could be classified into three categories.
The first categorywis perceived QoS wﬁich includes picture details, picture color accuracy,
‘video rate and smoothness, audio quality, and \{ideo/audio synchronization. The second
category is criﬁcality. ‘This category includes‘ giving priority to services. The third
category is cost (either per user or per unit). The next category is security which includes
confidentiality aﬁd integrity, authentication, and non repudiation of sending or delivery.

Traffic parameters: this category includés peak cell rate (PCR), sustainable cell» rate -
(SCR), maximum burst rate (MBR), minimum cell rate (MCR), and constant bit rate

(CBR).

‘e End-to-End parameters: this category includes cell-delay variation (CDV) which is
called Jitter sometimes, maximum cell transfer delay, and cell-loss rate (CLR). QoS
guarantees a specific end-to-end transmission performence at the ATM layer. The QoS

parameters are either negotiated or non-negotiated parameters. The non-negotiated
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parameters are cell mis-insertion rate, severely e.rrored cell block rate (SECBR), and cell..
error rate (CER). Examples of the negoﬁable VQoS parametersv are cell—loés rate (CLR),
maximum cell transfer delay (maxCTD), peak cell rate (PCR), and peak-to-peak . cell-
delay variation (PTPCDV). FTP applications are sensitive to packet' loss but it can '
tolerate higher 'pecket delay. dn the»otfher‘ hand, Telephone calls are _sensiﬁve to delay but
it is tolerant to low cell loss. | |
There are special QoS parameters for Wireless networks. "l;hese QoS parameters are ‘

channel-error rate, handoff-blocking rate, and new-call-blocking rate.
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Description/ example

Category | Parameter
Timeliness | Delay This delay includes switching delay, access, and
| - B queuing deléiys | | |
Response ﬁme_ The time from submitting a request to receiving the
- reply | " | |
Jitter Variation in delay
» Béndwidth Channel S‘ometin:les it is called the available resources, which
bandwidth ~ includes channel capacity and buffer size
Applicatidn’s
required |
bandwidth
Transmission rate | Or the effective bandwidth o
Reliability Cell loss raite_ ‘ Losing cells because of congestion, fading, or errors

Mean time to

Time between failures

failureMMTTF)
Meén time to Time from failure to restarting the system - -
repair(MT_TR) | _
Availability MTTF/MTTF+MTTR
percéntage'

Table 2 : technology-based QoS parameters
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3.5 Approaches to guarahteé QoS

There are three major categories of schemes to address guaranteed QoS.

3.5.1 Service differentiation based schemes

Most of these sCheméé are implemented under the notion of DiffServ QoS‘ architecture.
DiffServ is a‘per-hop. behavior. The concern 'abogt DiffServ is whether a given packet
will be treated the same i all network clouds.

DiffServ offers two kinds of .se_rvices, best-effort and Virtual- leased lines. In virtual leased
lines, clients need absolute bandwidth allocation and must bé treated differently than
other users. |
DiffServ does not guaréntee quality, does not create bandwidth and it is a zero-su;n game.
In other words, giving some .class‘es"l especial treatments will be at the expense of other

classes.

3.5.2 Resource-reservation-based schemes

Most of these schemes are ,impleniented in the notion of IntServ QoS architecture.
IntServ reqﬁres end-to-end resource reservations as .illustrated in Figure 2.Thes¢
schemes can use one or all of the fqllo“zing IntSérv components; call admission control
algorithms (CAC), resource reservation protocols, bandwidth bfoker, signaling schemes,
and monitoring protoéols. Figure 2 shows that for.fésou_fce-resefvationfbased QoS, end-
to-end resource reservations are required before call set-up. Therefore, there is no optimal

utilization for the available resources.
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Guaranteeing QoS fof multimedia_trafﬁcs is very difficult for the fo‘llowing reasons: it is
difficult to predict fhe traffic 'charééteriétics, the traffic may be very burst which needs a
very conservative peak rate. In the offline allocation, the "call admiss'ion decision fs made-
before the connec;tion starts. Off-line’resource allocation could be static reservatidn ér
dynamic reservation (whiqh allows QoS renegotiétion during the connection). Usually,
staﬁc_ allocation uses 'peak rate aliocatién, which:is suitable for real-time éﬁplicatioris.. '"I"hej,'
on-line method periodically:renegotiates the QoS parameters and re-allocates resources
‘based on the feedback and the predicted behavior of the traffic. Although this .me’vthod
avoids most of the off-line ’app'roach problems, its overhead and complexity reflects

excess renegotiation and re-allocation.

Figure 2: An end-to-end resource reservation model

A dynamic advance resource—resérvation scheme is offered in [4]. In this approach, a-
time-slot manager has been used to guarantee that the committed resources will not

‘exceed a specified limit and to estimate the vreserved (and unused) bandwidth. To
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guarantee éoS for MAs, some reservation . schemes [5] .rcservé resources 1n all
surrounding cells, ’lead.ing‘ to _inefﬁciency in resource utilization and a'high connection .
blocking rate.
An‘adapti‘ve QoS _architecture needs a -speciﬁcatié)n for the application éharacteristics? a.

contfolled feedback mechanism, and QoS renegoti_ati_on ability.

3.5.3 Adaptive QoS

Real time applications can adépt to available bandwidth if the application is aware of

- available bandwidth at the connection establishment. Many approac.hes.[6] have been
proposed to support adaptiv¢ multimedia over WNs: At the application layér leyel, real-
time appﬁlication can be encoded to adapt to heterogamous ﬂetworks. At the transport
layer, resc;urc’:e reservation vcould'be made to support end-to-end QoS. At the network
layer, techniques to support mobi‘l_ityband QoS-aware routing h_gwe been proposéd. At the
data-link layer, -MAC has been modified to support QoS.

Adaptive QoS (AQoS) tries to gilarantee a ma_t}rb.( of QoS parameters over a
-hétgrogeneous network and the QoS matrix changes dynamicallyi)ér call and based on
thé system conditions. Therefore, absolute QoS is suitable for wired networks, and

wireless networks require adaptive QoS.

The benefits from adaptaﬁon are: improving QoS, decreasing call biocking rate and
handoff dropping probability, 'achieving fairness among multi-service networks, and

increasing utilization of available resources.
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3.6 Examples for adaptation-base'd séhemes |

These schemes are to provide per-connection QoS fbased on the available resources,
“application characteristics, and network conditions. The most adaptive technology is
ATM .Which provides per-flow QoS because ATM can provide bandwidth on ‘deniavrid.‘
| ‘Hdwever, ATM providés offline -adapfatibn and it does n_o'f support inine adaptation. -
There are many approaches for adaptation. In the sender-based adaptatioh, the sender can
adapt the transmission rate to the available resources (which is suitable for audio and
video applications). One‘ of the ‘famous methods of sender-based adaptation is Vide'o‘
compression adaptation with limited resources. The second approach is the receiver-
’based adaptation; transmission techniques and encoding mechanisms are the most famoﬁs'

examples of receiver-based adaptation.‘

‘Levels of adaptation

There are many kinds and levels of adaptation [7]. There is a sender and receiver-based
adaptation. vThere i1s application-based adapﬁtion and there is ﬁetwork layers-based
adaptation.

Network layer-baéed adaptation: at this level classifying the ser'vices'i baséd on théir
required QoS and reserving resources for the applications flows is made. The network
adaptation level is responsible for mapping the QoS metrics. Mapping QoS includes
assigning each packet with its required QoS parameters, mapping the QoS parameters
through the network path and the network layers from end—to-end (from the ‘u‘ser’s

application layer to the sender’s application layer).
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An adaptive resource reallocation is used to maxirﬂize the utilization >(‘)f the available
resoqrc'es."Also, at this layer, routing should be adapted to the mobility and handoff. In
addition, caH admission gontrol algorithms are one of the important network layer-based
adaptatioﬁ methods.

COME_T [8] andRDRN [9] provide handoff control meAChanisms that adéptvto seamless

networks.

Application-based Adaptation: there are two kinds of apbiicétions: real time and non-
real time. Non real time applications (usually data) are not sensitive to delay and
bandwidth limitations. Although they are sensitive to high jitter, rate, real-tifhe
applications‘ could adapt to varying bandwidth and delay.‘ This kind of adéptaﬁon ensures
that the application adépts to limited resources. Specifically, voice and video can be
encoded differently. In other words, encoding parameters can be modiﬁed dynanﬁcdlly_as
‘a response to a changing environment; Encoders use different compréséion rates to get
different QoS levels. Adaptive encoding approaches could be ﬁséd. to smooth the
bandwidth of the encbding streams. Adaptation could be done by encoding [10], scaling

[11], or ﬁltefing techniques [12].

An adaptive multimedia approach in wireless IP networks has been discussed in [13].} In

addition, there are other application-based adaptation techniques such as: video
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transcending, multiple video streams, and scalable coding schemes, storage overhead, and

‘reducing processing requirements.

Applicéti‘on-based adaptation scheme is iﬁtroduced in [41]. In this apprqach, the flow
state interacts with the network QoS. In other words, applications dynar_ni.'cally chdosé
Whjch flow-state they can use based on a feedback mechanism. A dynamic applica‘ti(.)n’
adaptation scheme has been introvduced in'[15]. In fhis scheme the'application sends a
Signal to the reservation scheme to reserve its QoS.

For example, voice applications can be transmitted using bandwidth varying from 8kbps
tp 128kbps. Moreover;,different encoding mechanisms can be used based on the netv_vofk

conditions.

Discrete Cosine Transformation (DCT) compression is another adaptation’ scheme .In
addition, scheduling and priority en-queue can be used for such kinds of édapfaﬁdn.
In the COMET [8] project, it has an adaptive application layer that guarantees acceptable

QoS and use the residual bandwidth to _enhance thé QoS when résouf_ces are released.

The Link layer-based adaptation: most of the adaptation mechanisms over the link
layer are done over MAC layer. MAC protocols organize shared resources ina way that
achieves fairness among different applications. The | MAC layer solutions are trying to
minimize the control overhead. In [16] a discussion about the 'relationship betweeh the

MAC protocol and QoS' has been introduced. To improve the QoS parameters, a proper -
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MAC protocol is required to maximize util‘ization of available resourees ‘While providing
the QQS. It enables the end-user to connect with the satellite network »and use ite )
resources. The traditional FDMA and TDMA are baf1dwidfh wastage. Therefore, it 1s nof
proper to use them in e | poor bandwidth envinenment.. There are two major MAC
| piotoceis for Satellites: Multi-Freqnency TDMA and CDMA. MF-TDMA is besed en fhe
bandwidth reservation scheme for all kind of servicesl Qn the other ‘hand', CDMA vdo‘es.
not need pre-allocation for resonrces. It manages the resource allocetion among different

users.

Therefore, the application-based ac‘laptation;is preferred because it does not generate |
much overhead and it can supp_ort_end-to-end QoS. MAC profo_col manages the available
resources aInong different users. It decreases implementation complexity, 'decreases the
delay, and increases the effective bandwidth in the channel. Therefore a QoS aware MAC |
protocol is cruciéﬂ for guaranteeing QoS. In a per-hop QoS model the mobile hosts
" communicate with each other either directly or through the baée station. On the other
side,A in a multi— hop network, clustering is used for bandwidth management, nodes
'commun‘icationsb, and feedback. QoS routing is inlportant for mapping the QoS metrics
from end to end. The cluster head gets acknowledgement of packets delivery and VC

reservation.
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3.6 QoS plans

- There are twé dimenéions for any‘Q“c)S _model.. The ﬁrsf[ dime‘nsion. is th‘e' packet ﬁla’n
_\'Nhich includes iﬁolicing, packet claééiﬁcation, markiné;~ traffic Shapiﬁg, queuing, and |
-scheduling. Policing function is responsiblé for vdrop.i:)ing packets that do not meet the
QoS specification. Shaping functio:n. bufférs packets that do not me_et. -Qo_S .speciﬁcatio'n. '
Marking marks packets with their designated priority. The packet plan will be discussed
in details next chapter because it is }clear. in DiffServ arclﬁtecture-

The control plan includes QoS signaling, resource management and reservation, onS
routing, ‘congestion control,‘ services differentiation, clustering, and mobility
management. The resourée mahagerqent cafegbry includes call édrm’ssion Jcontrol and
channel reservatfon, decreasing cdntrdl o_verhead} and buffefing. However, all the control _‘
modules must be 'inte‘grated with least overhead. The main goal frdm thé control plaﬁ is
reserving channels and’rouﬁng the Qoé matrix through a proper path;_ and increasing the
efﬁciency of bandwidth utilization. Usuallzy the control plan is a ﬂ(;w;Oriented function
but the packet plan is a packet-oriented function. IntServ explicitly implements 'ghe'
control plan while processing the ﬂows". DiffServ implicitly enforces the control plane

while treating packets differently.

'3.6.1 QoS control plan components
The control plan is responsible for channel allocation, fresource allocation, choosing the
| proper path, QoS routing, and call setup. The QoS control plan is responsible for

managing QoS parameters from end to end.
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.Channel‘ reservation and path setup:

Channel ana band\;vidth ’reservatioﬁ_is crucial fof multimedia 'ap‘plvications to guarantée ;
QoS. This ‘r-e\sxervation could be advance reservation or dynamic reser‘.\}ation. Adva'nc‘e.
reservation is always - offline, butﬂ\‘dynamic'_ reservation could be online or offline.
However, a good resource-reservation algorithm should giv'ev é highér priority to handoff
handling than to accepting a new connection.v Channel reservation has been discussed in
[17], [18], and [19]. In [18] the channel is reserved based on the‘probabilistic analysis of
the mobility of the user at all neighboring cells. [17] Pfovides higher QoS by reserviﬁg
channels at all neighboring cells simultaneously. However, thi_s_ approach wastes "
bandwidth. In [19] reservation is done based on the‘ mobilit)llv‘ihfonnation, the ‘(‘:ur.r.ent
position of the user, and the power level that is f;iceived by. the user from its édjacént cell.
This scheme reduces both new blocking réte_ and handoff biocking rate compar_ed to othgr A
reservation schemes. In [20] a movement ﬁobabilitiéé based reservation scheme is

introduced in multimedia wireless networks.

. Multicasting is a good way to increase the number of usefs or the delivered packets at the
end point without increasing the bandwidth. IntServ can support mﬁlticasting but the
current DiffServ architecture cannot support multicasting;‘ Mult_iéasting 1S very important
to audio and video applicaﬁons. Therefore any measurements to»t‘he effective bandwidth

should consider the gains from multicast'i.ng [21]. Therefore, multicasting is a good.
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mechanism to enhance the scalability of the 'ne;[Work, especially a wireless ATM
networks.

thwo‘rk clustering and partitioning:

Networks work under the concept of clouds or ‘clusters. Partitioning tfxe network into |
optimal sizes of clouds or clusters is very importan‘v[-'f(‘)r 'resburce managve'ment,‘ QoS
shaping, céll admission control, and-congéstion control. _Clustering is partitioning the
mobile nodes into_ groups whose size is optimal. The optimal cluster size is >_a function of

the mobility model, available resources, and expected traffic load. Ho’weve_r, the optimal

clustering goal_ is optimizing the utilization of the available resources. Clﬁstefing has

been discussed in [22, 23].

A novel framework for dynamic network élustering for mobile nodes in wireless ad-hoc
networks in which the prbbability of path availability is bounded has been introduced in
[22]. WAMIS [24] uses’ cluétering to enhance CDMA code sepai‘étion. This architecture

uses graph—coloring in clustering and code assignment.
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Chapter 4 DiffServ QoS architecture

Thc inteﬁet in USA is grc\z;dng ata ‘rate of 20% per month. The_reforve," the QoS should be
scalable to meet these grQWth.crequiremcnts. Cﬁrrent IP QoS architectures do not provide
mechanisms to support complete and proper servicc fe‘sponse‘ to netwofk conditions and ‘
_ available resources. | |

| In [25], there is a descriptive detailed biffServ model. from ingress node to egress node.

Current DiffServ standards havé been discussed in [26].

4.1 DiffServ characteristics ,

Service aggregation and differentiation.based architecture: DiffServ differcntiates

and classifies packets at network edges into classes and treats them bascdvon their pridrity

and class of service. Traffic ciéssiﬁcation could be done at higher layers to get some
“specific degree of granularity. However, higher granularity will lead to ’hrigh_er d‘elay. Oof

course, dealing with packets as classes reduces the overhead Qf per-flow control and

provides adspeci_ﬁc bounded delay. DiffServ aggregatés many traffic streams into a small -
number of service classes. This aggregation process is based on per-hop behcvior. In

addition, DiffServ does not require signaling other than the specified service class in the

'DSCP of the packet. That indicates DiffServ sirhp_licity and scalab.ility'
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can be done in any of the higher layers to get some specific degree of granularity.
However, higher granularity means highér delay. Of course that reduces the overhead of
per-flow control and provides a specific bounded delay. It avoids the complexity of
maintenance of per-flow state information and it shifts the control process only to the
edge routers.

Scalability: DiffServ enforces QoS management (classification, policing, marking, and
shaping) on the edge routers [27, and 28]. DiffServ provides more-scalable QoS for IP
networks than IntServ because of the following reasons: (i) it decouples the packet
processing function from the control function. (ii) Only edge routers manage and process
QoS management. DiffServ avoids the scalability problem of IntServ by performing
packet classification and marking only at the edge routers. The core routers simply
foreword packets based on the specified class of service identified in the packet header.
DiffServ QoS marks packets to trigger a proper response from a router. Therefore, the
calculation processing and memory consumption do not increase in proportion to the
increase of traffic load.

Decoupling the control plan from the data plan: DiffServ decouples the control plan
from the data plan by marking each packet with its class of service. This is an implicit
implementation for a control scheme.

Stateless QoS architecture: DiffServ QoS is called stateless QoS. In other words,
DiffServ core routers do not maintain per-flow state information about current flows. It
avoids the complexity of maintenance of per-flow state information. The problem with

such a stateless QoS architecture is that it does not guarantee flow admission and it does
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4.2 DiffServ QoS architecture’s components

Figure 5 illustrates the packet processing plan components [25]. The packet plan includes

classification, policing, marking, and queuing and scheduling. The policing assures that

the traffic level is within the QoS contract.
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Figure 5: DiffServ Packet plan handling

To achieve this goal, policing might drop a packet or mark the packet to a different

service level in a way that the transmission delay is not affected. In contrast to shaping,

policing does not buffer the packets. Although policing and traffic shaping are similar in

their goal of satisfying the QoS contract, shaping applies only to the outgoing interface

while policing applies to both the outgoing and ingoing interfaces of the switch. Traffic

shaping smoothes traffic bursts and buffers the packets that do not meet the QoS matrix.



In addition, traffic shaping affects the delay and the jitter. Shaping, policing, and
scheduling are based on the ability to identify the class of service of each packet. A good
implementation of the QoS policing, shaping, and marking is in Catalyst 6000 and
Catalyst 4000 SE3 switches. Although these switches support these QoS modules over a
wired LAN, the available technology cannot yet support policing, shaping, and marking
over a VLAN yet.

4.2.1 QoS policing

Policing is to assure the specified QoS. Policing is set up by specifying the QoS matrix
and applies it to the switch ports. These ports are called QoS aware ports. ATM Policing
is called Usage Parameter Control (UPC) if it is done at the UNI layer and Network
Parameter Control if it is done at the NNI layer. ATM policing does not delay or modify
the characteristics of the packet but it may drop or mark the packet if it will not meet the
specified QoS. Switch Policing are used to make sure that the traffics will not violate the
negotiated QoS parameters at the connection establishment. If a packet violates these
parameters, it will be either dropped or marked to be treated as a lower- level class. ATM

policing uses a leaky-bucket algorithm.

4.2.2 Packet classification

DiffServ classifies packets based on the information appended in the packet header. ATM
classifies packets implicitly by setting up a proper VC/VP. In general, IP classifies
packets based on using one or more of the IP or TCP/UDP header fields. There is single-

field (rate) classification and multifield (multirate) classification. The single-rate
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classification picks » bits in the header as a classification key. It gives up to 2" service
classes. The multifield classification covers multiple fields in the packet header. It can be
implemented hierarchicy and a single packet can match more than one class. Both IPv4
and IPv6 packets have a header field that can be used for QoS classification. This header
field is called Type-of-Service (ToS) octet in IPv4 and Traffic-Class (TC) octet in IPv6.
This field can be used as a DiffServ field or it is called DiffServ Code Point (DSCP).
DSCP is 6 bits and it allows up to 64 different queuing/scheduling treatments for packets
at routers.

Network security and payload encryption are two main challenges for packets
classification. In secured networks, authentication is used to determine if a specific user
is entitled to a specific class of service. Payload encryption makes it hard for a router to

classify packets.

4.2.3 Packet marking

Packet marking means decreasing the packet priority instead of dropping it in case a
packet is out of profile. In other words, marking allows changing the QoS level of the
packet based on packet classification or policing. DiffServ uses coloring to mark packets.
It changes the packet’s DSCP to a color that matches a lower QoS class. In ATM, instead
of dropping the cell which is out of profile, marking changes the Cell Loss Priority (CLP)

to a lower one.



4.2.4 QoS-aware scheduling

Packet scheduling is the last stage for a QoS-aware packet in a network cloud. The goal
of any scheduling algorithm is to maximize the throughput and achieve fairness among
calls. Different scheduling algorithms have been discussed in [29, 30]. In [29] a
scheduling algorithm to guarantee a specific delay rate over a wireless network through
bandwidth reservation is introduced. The algorithm, which uses the earliest deadline,
regulates the number of admitted calls based on per-hop reservation according to the
long-term transmission characteristics of the incoming traffics. In other words, the call is
admitted if the deadline requirements of incoming flows can be met with a high
probability. In [30], the scheduling algorithm assigns weights to the calls dynamically
such that the weights depend on the congestion levels in the neighboring cells.

A fair scheduling algorithm is an important issue when multiple users share a wireless
channel. [31, 32] discuss different scheduling algorithms. Fair scheduling allocates the
resources based on the weight of the packet. In [31] a fair scheduling algorithm over
wireless LAN is introduced. The algorithm dos not use a centralized coordinator to
arbitrate medium access. An example of multi-hop scheduling is introduced in [32]. A
Maxmin fair scheduling over wireless links has been discussed in [33] which treat all

flows equally.






4.3.1 Bandwidth broker’s features:

Decoupling packet plan from control plan: DiffServ decouples the data plan from the
control plan in (per-hop behavior) PHB. However, BB concatenates this PHB decoupling
process to make 1t end-to-end behavior. Therefore, it provides more scalable QoS by
relieving core routers from QoS control management. Examples of these control

functions are call admission control and QoS state maintenance.

However, handling QoS management in a centralized BB might lead to a bottleneck and
lead to a scalability problem. For example, to support VolP, applications require
admission control and resource sharing. In this case a BB broker might be a bottleneck
for accepting new flows while the network is underutilized.

Bandwidth broker and admission control: The BB manages resources in the network
and works as an admission control among network clouds. It performs internal and
external admission control. In other words, i1t decides whether to accept the incoming call.
Therefore, it 1s important to provide reliable QoS. BB is a logical entity that works on a
specific network domain to administer resources. The idea is to use a centralized core
router to allocate the network resources and manage the QoS. Specifically, BB can
dynamically create Virtual Leased Line (VLL) on demand from point-to-point in a
specific domain. There are some implementations to the BB idea in [35].

Instead of having a distributed CAC algorithm through all core routers, a centralized BB

could be used to merge IntServ with DiffServ.
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QoS scalability: although BB has been designed to improve QoS scalability, its
performance might be a bottle-neck for this scalability. Specifically, this problem might
arise in case of administering a large number of traffics. For example, to handle VolP,
instead of BB, a dynamic QoS scheme (such as a dynamic CAC) is required (or
dynamically provisioning the resources among calls [34]). Moreover, most of the BB
implementations have problems [35] with scaling the QoS intra-domains and they ‘do not

support interior provisioning.
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Chapter 5: IntServ QoS architecture

IntServ QoS is called stat-based QoS. In order for IntServ [36] to admit a flow, it makes
pre-resource reservations for this flow. That inquires those routers to maintain state
information about available resources and the path for the reserved resources for each
flow. This pr-flow stat management creates control overhead at edge and core routers.

5.1 IntServ features:

IntServ has been designed to provide per-flow QoS. It enables applications to choose its
suitable path with specific characteristics in a controlled service delivery. Therefore,
routers need a controlled mechanism to control the QoS parameters.

IntServ is a resource reservation-based QoS architecture: end-to-end resource
reservation schemes (which are connection oriented), have traffic descriptors in each hop
to provide the characteristics of the incoming traffics. In receiver-based resource
reservations (connectionless networks), the receiver specifies the required QoS and
determines the required resources. In [37] there is a scheme for a wireless ATM QoS
model based on predictive dynamic bandwidth reservation based on the mobility patterns.
[38] Introduce reservation schemes that divide the available bandwidth in the channel
into portions, some shared and others restricted to specific traffics. In [39], a bandwidth
reservation scheme based on ATM traffic parameters is introduced. Static reservation
schemes waste bandwidth. However, dynamic resource reservations and reallocation can
lead to efficiency in resource allocation or high over-head. Dynamic allocation of
resources occurs based on the current requirements of the flows and the congestion

levels [40].
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Per-flow state maintenance: IntServ architecture requires end-to-end per-flow QoS
maintenance. Specifically, each flow gets its specified QoS parameters.

End-to-end controlled architecture: The controlled services can take delay as an input
but other kinds of service take delay as an output or a result. In other words, in controlled
services, applications can control their own delay. There are two kinds of delay;
transmission delay (fixed delay) and queuing delay. The chosen path or the set up
mechanism is responsible for transmission delay. But the queuing delay comes from
trying to guarantee the service. The queuing delay is a function of token bucket (b) and
data rate (r).

IntServ and fairness: IntServ supports link-sharing services. In this case the control and
management scheme controls bandwidth and shares it among flows.

IntServ and service notification: IntServ uses call admission control. Therefore, it can
notify applications with admission notification (and service-denial notification as well).
IntServ and QoS scalability: IntServ is not scalable because of the flowing reasons: (i)
per-flow state maintenance, (ii) per-flow control overhead, (iii) QoS handling is
processed for all routers, (iv) pre-call setup resource reservation leads to idle resources

and inefficiency in resource management.






RSVP and call admission control

RSVP protocol is responsible for call setup, tearing down a call, and renegotiating a call.
RSVP has been designed to be integrated with many QoS control services. In other
words, QoS control services are designed to be integrated with many setup mechanisms.
RSVP gets the characteristics of these services and simply delivers it to routers.

RSVP carries information which can invoke QoS control service and it does not handle
QoS accounting and policing.

RSVP is receiver oriented and ATM control scheme is sender oriented. In RSVP the
control message is sent through a different channel (not the data forwarding channel). If
either of these two channels fails, that will create a problem as long as the other one is
active. RSVP allows dynamic modification for the QoS parameters but ATM does not
allow any modification after initiating the VC. Instead, ATM initiates a new VC with the
new characteristics and shift data transmission into it [41].

RSVP sends a path message which includes flow characteristics. If a path 1s available by
comparing the required bandwidth with the available bandwidth, the RSVP message
returns true and invokes the admission control. Admission control calculates the required
bandwidth for the RSVP before RSVP send the path message. When the path message
returns true, admission control reserve this bandwidth for the involved flow to prevent

any other flow to accesses it.
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Call admission control and QoS

The CAC concept is very important in the wireless network design for two reasons: CAC
is responsible for giving a new user the access to the wireless network, and CAC is
managing the network resources to maximize the utility of the network resources while
guaranteeing QoS. If the resources are given to new calls regardless of the needs of the
existing calls which need handoff, some of the existing calls will be dropped if the
network is overloaded. Therefore, it is better to block an incoming call, which will
degrade QoS, than to drop the current calls. An efficient CAC algorithm maximizes the
statistical gains without violating the QoS. The efficiency of the CAC algorithm depends
on how close the queuing method and the traffic estimation are to the reality [42].

One of the main goals for the CAC algorithm is achieving the efficiency in using the

available resources.

5.3 Call admission control (CAC)

The concept of call admission control (CAC) is very important in network design for the
following reasons: (1) CAC is responsible for giving a new user access to the wireless
network; (ii)) CAC manages network resources to maximize the utility while guaranteeing
the QoS, (ii1) it provides flows with rejection notification (if the resources are given to
new calls regardless of the needs of the existing calls which need handoff, some existing
calls will be dropped if the network is overloaded), and (iv) A CAC tries to achieve

fairness of resource allocation among different calls.
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Therefore, it is better to block an incoming call which will lower the QoS than to drop
current calls. A CAC algorithm uses the information in the resource table about the
network topology, traffic load, and QoS states in each path and node to make its decision.
In adaptive call admission control there is a maximum and a minimum bandwidth
required and maximum tolerable delay packet loss probability. The connection is

admitted if at least the minimum required bandwidth is available.

5.3.1 Different approaches to deal with the CAC problem

Most CAC algorithms are based on two concepts, the effective bandwidth and complete
sharing (CS). CS means a new call will be admitted if and only if the QoS for the current
flows will not be violated [43] and they can be offline or online-based estimations [44]. A

CAC algorithm helps the network to avoid congestions.

The CAC algorithms vary based on the queuing method, the scheduling algorithm, the
buffer size, the time sensitivity of the service, and the traffic load estimation method.
However, there are two main categories of CAC algorithms. The first category is
parameter-based admission control algorithms; the second category is measurement-
based admission control algorithms. There are per-hop CAC algorithms, clustering-based
CAC, and end-to-end CAC

Service classification-based CAC algorithms are the most suitable for multimedia
applications. Handoff-based CAC is dealing with one of the wireless challenges. End-to-

end CAC is suitable for wired networks (not wireless because it is not scalable).
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Handoff Based Call admission control algorithm:

Most of the CAC algorithms use the tuple of parameters (PCR, SCR, MBS) for both the

current and the new call to make the call admission decision. PCR is the peak cell rate,

SCR 1is the sustainable cell rate, and MBS is the maximum burst size.

Solutions for Admission Control Problem

1-

Resource reservation approach: in which resources are reserved for the handoff
calls and the reset of the resource could be used for admitting new calls.

Adaptive Admission Control: in this approach calls are admitted based on the load
in the neighboring cells. If the neighboring cells have high load, few calls get
admitted. If the neighboring cells have low load, many calls get admitted

Early Reservation Approach: in this approach, resource reservation is done based
on some information. Some of this information is the position of he mobile host,
its direction of movement. Based on this information resources are reserved only
in the target cell. This approach has a lot of control overhead which will decrease
the effective bandwidth.

Probabilistic Resource Estimation and Semi Reservation Scheme: in this approach
we reserve resource in the neighbor cell based on the probability for the hot

mobile to move to this cell [45].



5.3.1.1 Parameters-based Admission Control Algorithms (PBACA)

Parameters-based admission control algorithms are analyzed using formal methods. In
parameter based admission control algorithms, traffic parameters are estimated based on
the characteristics of the expected incoming flows. Based on that estimated parameters,
the network tries to estimate the needed resources. If these resources are available, the
call gets admitted (if not the call is rejected).

Disadvantages of PBACA:

1- It is difficult to estimate the characteristics of the flow in advance in a multi media
network.

2- The estimation of the needed resources to satisfy the specified QoS parameters is
based on the worst-case analysis. Therefore, the network is underutilized all of the time.
Advantages of PBACA: The main advantage of these algorithms is their ability to

provide higher QoS compared to the MBACA algorithms.

5.3.1.2 Measurement based Admission Control (MBAC)

MBAC [46] is based on estimating the QoS parameters from current actual traffics rather
than using the traffic descriptor. The pre-defined traffic descriptor based CAC algorithms
are static but the MBAC is dynamic. Therefore, these algorithms have two major
problems. It is difficult to predict the traffic characteristics precisely. Therefore, the
network resources would be either overloaded or underutilized. However, MBAC
algorithm avoids such problem by taking its measurements for the existing application.
Every MBAC algorithm has two components: the measurement procedure to estimate the

current network load, and the algorithm, which uses this estimation to make the
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admission decision. These algorithms require a traffic descriptor to describe the worst
case scenario for each flow. The measurement of the traffic load is taken based on the
aggregate state. On the other hand, the admission control decision is taken based on each
individual state. Getting the measurements aggregately and taking the admission control
decision per-flow minimizes the overhead. However, there are some other MBAC
algorithms take the measurement process based on per-flow state and others have

assumptions about the behavior of the flows.

Examples of MBAC

1- The Simple Sum Algorithm:

The simple sum CACA [47] is the most common admission control algorithm and it is
widely used over routers and switches. Basically, this algorithm ensures that the traffic
load does not exceed the link capacity.

2- Measured Sum:

In the measured sum algorithm, the call is accepted if the needed bandwidth for the
incoming call plus the current load (the occupied resources) is less than the link or the
channel capacity. The link fails when it has very high utilization. So, the Measured Sum
algorithm specifies a utilization goal which is usually less than the link capacity.

3- Measured Admission Control Algorithm:

In this algorithm, a flow get admitted if the sum of the peak rate of the flow plus the
estimated bandwidth of existing flows is less than the link capacity. The estimated

bandwidth takes consideration of the packet loss rate.
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4- Hoeffding Bounds (HB):

This admission control algorithm computes the equivalent bandwidth for a set of flows
using the Hoeffding bounds. A flow is admitted if the peak rate of this flow plus the
measured equivalent bandwidth i1s less than the link capacity. An exponential
measurement process is used to estimate the network load.

Advantages of MBAC

1- It maintains higher utilization for the network.

2- The QoS of this model is easy to be measured because it depends on the aggregate
behavior of the flows not just one individual flow.

Disadvantages of MBAC

1- Estimating the network load does not include the admitted flow at the measurement
point.

2- The estimations are made based on arbitrary targets such as the utilization goal in the
measurement sum algorithm. Non proper target could lead to network under-utilization or

over-utilization.

5.3.1.3 Other categories of call admission control algorithm

e Handoff based CAC algorithms

There is an evaluation for programmable handoff techniques in [5]. The first technique is
a multi-handoff access network service, which can support simultaneous handoff control
over the same physical wireless infrastructure. The second one is a reflective handoff

service, which allows mobile hosts to roam freely between different wireless networks.
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The evaluation results say that programmable handoff techniques are scalable to support
a large number of mobile hosts without side effects on the QoS.

In addition, we can reuse the frequency channels [48] to increase the network resources.
Increasing the available resources will decrease both new call blocking and the handoff
blocking rates. Therefore, the QoS parameters, specialty bandwidth and reliability, will

be improved.

In [49] a call admission mechanism is introduced based on the sensitivity of the
applications to the various parameters of QoS. Simply, this approach gives higher priority
to the video and audio applications in admission and gives the data applications lower
priority. This priority allocation process is based on the fact that data applications are
more sensitive to cell loss than delay, and video applications are sensitive to delay more

than cell loss.

In [50] there is an evaluation for programmable handoff techniques. The first technique is
a multi-handoff access network service, which can support simultaneous handoff control
over the same physical wireless infrastructure. The second one is a reflective handoff
service, which allows mobile hosts to roam freely between different wireless networks.
The evaluation results say that programmable handoff techniques are scalable to support
a large number of mobile hosts without side-degrading QoS. Giving handoff higher

priority than new calls has been studied in [51].
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Using guard channels with buffering has also been studied in [52]. In the guard channel
schemes [53] a higher priority is given to handoff handling and some resources are
reserved for handoff calls. The guard channels technique has been introduced to reduce
the handoff blocking rate. In [54], a CAC and bandwidth reservation scheme in wireless
cellular networks has been introduced. This scheme depends on using the learning theory
and statistical information to predict when and where the user will be mobile. Call
admission decision and bandwidth reservation are made based on this prediction.
Simulations show a decrease in handoff dropping rate and an increase of resource
utilization.

e DiffServ and Service classification based CAC algorithm

Giving priorities and classifying services are very important in a resource poor
environment. In [49] a call admission mechanism is introduced based on applications’
sensitivity to various QoS parameters. Simply, this approach gives higher priority to the
video and audio applications in admission and gives the data applications lower priority.
This priority allocation process is based on the fact that data applications are sensitive to
the cell loss more than delay and video applications are sensitive to delay more than cell

loss.

There is an ATM-based CAC algorithm [55]. This algorithm classifies flows into three
classes. Each class is given a specific priority. If there are not enough resources for a
specific flow, this flow is buffered until the needed resources become available or the

time outs. The main goal for this algorithm is maintaining the current calls and admitting
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the higher-priority calls. This algorithm is a good algorithm for a scalable wireless

networks and it provides a good scheme for QoS maintenance.

In [56] services have been classified into three categories and given priorities based on
this classification. Based on this priority, channels and buffer capacity are being allocated
to the services. [57] Introduce a service-class-based call admission control. Specifically,
the CAC algorithm assigns a portion of bandwidth to be shared among service classes
and the other portion to be assigned to a specific type of service class. In addition, the
CAC schemes take into account the class of traffic, the required bandwidth by each call,
the number of calls, and the available resources. They classify the traffic into real-time

traffics and non real-time traffics.

If the source sends multi media applications, buffer sharing or space-priority mechanisms
could be used in CAC. If each source has a specific traffic class, then it is better to
provide a buffer with a different size for each class. For example, assigning a small buffer
size for real-time traffics and a large buffer size for data traffics and giving the real-time

buffer higher priority than the data traffic buffer [58].
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Summery for call admission control categories :
- Cell-loss based CAC algorithms
This category includes;
- Equivalent bandwidth (effective bandwidth)
- Upper bounds for the cell loss probability.
- Diffusion approximation.
Cell-delay based CAC:
These algorithms are scheduling-dependent algorithms, this category includes
- weighted fair Queuing (WFQ) or Packet-by-Packet Generalized Processor
Sharing (PGPS) scheduling.
- Static priority (SP) scheduling.

- Delay-Earliest Deadline first ( EDF) scheduling.

5.4 ATM based QoS

ATM has been designed as a QoS aware technology. It supports of-line QoS negotiation
through VP/VC setup. It has the ability to provide different bit rates or bandwidth on
demand. A lot of work has been done based on this concept to enhance the QoS. The QoS
over ATM has been discussed in [59, 60]

Regarding the CAC, VBR makes it difficult to get an efficient CAC algorithm based on a
changeable parameter. But VBR provides statistical multiplexing to the flows and

dynamic bandwidth allocation among these flows.
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CBR provides fixed bandwidth. In CBR services bandwidth is allocated based on the -
peak rate. A call is admitted if the peak rate for this call plus the peak rate for the current
calls is less than or equal to the channel capacity through the entire path. Therefore only
hard guarantees could be obtained from these services. Therefore, the CBR allocation
leads to underlying the network utilization. In contrast VBR maximizes the utilization of
the resources by its statistical multiplexing gains. These statistical multiplexing gains
(which are the reduction in bandwidth required under VBR instead of using CBR) reduce
the required bandwidth for the flow. However, VBR needs a complex admission control
scheme and causes more control overhead. (To get both gains from CBR and VBR
without complexity and with less overhead), some researchers [61] explored the idea of
smoothing the incoming data stream by using buffering capabilities to get smooth
scheduling for compressed flows. These algorithms try to guarantee that the sender and

receiver buffers are not overflows or underflows.

In [62] an implicational programming interface that allows applications to specify and
renegotiate their QoS during the call is introduced.

In ATM, CAC determines how much resources are required for a new virtual channel
(VC) and determines whether this resource is available. The goal 1s to maximize network
utilization and guarantee the QoS for all VCs. Most CAC algorithms use the equivalent
Bandwidth (EB) approach to guarantee QoS. CAC calculates the EB required by the VC
for a given flow and reserves it from end to end. Available Bit Rate (ABR) and

unspecified bit rate (UBR) can support best-effort delivery.
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ATM provides the best QoS and the best bandwidth s.haring. In the case of CBR services
(such as audio and video) bandwidth is determined at the time of connection. The VBR
users declare their peak rate and sustainable bit rate. ATM supports both VBR real-time
and non real-time applications. The bandwidth which is not used by CBR and VBR is
called AVR which is shared by non delay-sensitive applications. UBR is for applications
that do not require a specific bandwidth.

During the VC set-up a peak cell rate and a minimum cell rate are negotiated. The
connection is admitted only if the minimum cell rate can be provided through the entire
path. In [63] an adaptive buffering congestion control scheme (QoS control) is introduced

to decrease the cell-loss rate in a wireless ATM.

5.5 DiffServ vs. IntServ

Evaluation to DiffServ architecture [64]

Table 3 shows the similarities and the differences between DiffServ and IntServ. Figure 8
sows he components of both. The current internet service is precedence-based
differentiated service, in which, a new flow will be accepted even if it will lead to service
degradation for the current connections.

If a specific application is sent to multiple users it should be multicasted. The existing
work on DiffServ does not consider the externalities coming from multicasting. Another
challenge for DiffServ is concatenating the network domains in a unified end-to-end
network. The DiffServ is a PHB. Therefore, Bandwidth broker concatenates and map the

packets treatment and the service-level description from hop to the next hop.
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Features IntServ QoS DiffServ QoS
Resource reservation based* Priority and flow differentiation based*

Scalability No scalability because of the per- | It is scalable because QoS handling is
flow control overhead* done only at the edge routers

Existence It is only used for IP and 802.% It is been used widely

Fairness Control scheme could be used to | There is no fairness in resource
achieve fairness allocation*

Interaction with flows

It has admission and rejection

It does not have admission or rejection

notification notification*
Guarantee It guarantees QoS guarantee but no | no QoS guarantee

admission guarantee
Input/output It can take QoS parameters as input | QoS parameters are jut output
Data/control plan It combines data plan with control | Decouples data plan from control plan(

plan( explicit control plan)

implicit control plan)

Resource management

It manages resources™®

Does not manage resources

Delay

It controls transmission delay and

queuing delay

It controls queuing delay only

Link sharing

It supports link sharing

It does not support link sharing

Utilization

It provides full utilization

Provides full resource utilization

Service support

Multimedia applications

Premium service and best effort

State Per-flow state Stateless

Components Classifier, CAC, control scheme, | Classifier, policer, marker, shaper,
and scheduler* scheduler*

Granularity It does not support granularity Higher layers supports granularity*

Domain support

En-to-end

Per-hope behavior*

Congestion awareness

No congestion awareness

It is congestion aware

Multicasting

It supports multicasting

It does not support multicasting*

Connection

It is connection oriented

It is connectionless oriented

QoS renegotiation(QoSr)

It could support QoSr

It does not support QoSr

Service isolation

Absolute QoS

Table 3: Comparison between IntServ and DiffServ QoS architecture (* indicates area of research)
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Chapter 6: Previous work on adaptive QoS frameworks

IP networks are still best-effort delivery networks. In other words, the network
makes no efforts to differentiate among traffic streams. However, there are two well
‘known QoS architectures over IP IntServ and DiffServ. IntServ, which has been
designed for multimedia applications, is based on resource reservation and per-flow
state management. DiffServ, which has been designed to provide a scalable QoS, is
based on service aggregation and differentiation.

IntServ provides better QoS guarantee for the following reasons: its per-flow state
management, its admission control, and resource reservation. In addition, IntServ has
end-to-end load control capability and it is a congestion aware architecture. However,
IntServ is not a scalable QoS architecture (because of its excessive resource reservation
and its per-flow state management).

DiffServ QoS architecture is a scalable architecture because: it is a per-hop behavior and
handles QoS management only on the edge routers and it differentiates traffics and
aggregates them into a small number of service classes. This service aggregation
decreases control overhead compared to per-flow state management. Moreover, DiffServ
impedes the control function in the packet header which decreases the control overhead
as well.

Being a per-hop behavior, DiffServ does not provide an end-to-end QoS or end-to-end

load control. In addition, DiffServ does not have call-admission or rejection-notitication
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capability. Admission and rejection notification are very important for customer
satisfaction and service pricing.

Neither IntServ nor DiffServ has QoS renegotiation features. QoS renegotiation process
enables services to respond to network conditions and path characteristics during
connection time. In this approach, services or applications are informed of network
conditions through a feedback mechanism. A feedback might capture high packet loss,
congestion level, packet delay or anything of interest such as service denial which we

introduce in this paper. This feedback information invokes a proper service response.

This service response is a mechanism which adjusts applications’ requirements to adapt
with network conditions. For example, a network node might drop lower priority packets
as a response to system feedback. Most of the applications have non-negotiable QoS
parameters and negotiable QoS parameters. For example, data applications can
renegotiate packet delay and jitter but they cannot renegotiate cell loss rate (CLR). Audio
and video applications can renegotiate required bandwidth, CLR, and packet delay but
not jitter. In other words, Video and audio applications can tolerate higher delay and
CLR. In addition, they can adapt to the available resources if they can be informed at the
connection time. An example for service response is: encoding schemes could be used to
make voice applications adaptable for transmission-rate range between 8kbps to 128kbps.
In addition, Video applications could be encoded to tolerate bandwidth range between

209kbps to 1500kbps.
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Adaptive QoS emphasizes the concept of resource sharing among flows, which improves
fairness. In other words, the system is trying to be as fair as possible by asking flows to
renegotiate their QoS requirements instead of being rejected. In addition, it decreases the
probability of service denial either before the connection set-up or during the connection.
As shown in  Equation 2, QoS renegotiation is required when the bandwidth of the

incoming flows is greater than the bandwidth of the outgoing flows.

Eventually, service revenue will increase by improving the system performance and the

QoS. .

Equation 2: Zin — flowBW >Zour — flowBW

i=1 =]

6.1 Previous work
In this section, we will discuss previous work in different components of renegotiated

QoS architecture. As shown in Figure 9.

6.1.2 Feedback Mechanisms

For a good performance of adaptive multimedia applications over wireless networks,
applications should get accurate dynamic estimations of the available resources for an
end-to-end path. The process of getting information about the available resources and
network conditions is called _féedbgck mechanism. If aggregate in-flow is greater than

outflow, then delay, delivered bandwidth, or drop rate can be bad.
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In a feedback-based architecture, the system 1s trying to be fair as much as possible by
asking flows to renegotiate their QoS requirements instead of being rejected.

Capturing path characteristics in advance is not an easy task. An alternate for that is using
a feedback frequently to get the path characteristics. This feedback will allow
applications to adjust their requirements to the current network conditions. For example,
a network node might drop lower-priority packets as a response to system feedback. A
feedback might capture high packet loss, congestion level, or anything of interest such as
service denial. This feedback will allow applications to renegotiate their requirements to
avoid service denial. This scenario achieves fairness among flows. In other words, it is
better for applications to tolerate low QoS other than getting rejected or disconnected.
Another example for feedback mechanisms is impeding router mobility. In this case,
transmission rate should be reduced to decrease buffering requirements at the access
point to avoid a high loss rate. This feedback requires nodes to be aware of the level of
service an application is getting at each hop.

Feedback mechanisms are used to maintain adaptability between applications and all
10S layers. Periodically, the application and all layers get feedback information about the
network conditions, especially available bandwidth, delay and different congestion levels.
In a heterogenecous network such as a wireless network, applications should adapt
themselves dynamically to the environment and the available resources. Based on such
information, encoding schemes will be modified. Moreover, errors feedback can enable

the network to modify the error-protection mechanisms.
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The QoS feedback mechanisms have been discussed in [65, 66, and 67]. Coding and the
error forward correction can be used in a feedback mechanism. Previous work in this area
uses information about CLR, packet delay, or bandwidth adjustments as feedback

information.

In [65] a feedback mechanism has been introduced in which the management of the
resources is decentralized and applications themselves can trade off resources and quality
according to their own strategy. In [68] a QoS model based on the packet- loss
performance and effective bandwidth is introduced in wireless networks.

Ingo et al. [69] introduce a dynamic bandwidth adjustment for multimedia applications’
control. It uses packet loss rate as an indicator for the congestion state to adjust
bandwidth to meet the packet loss-requirements. Bolot et al. [70] proposed a scalable
end-to-end feedback mechanism for video applications. They used a random deployed
reply scheme from receiver to sender to identify the network state. An adaptive feedback
scheme to control congestion state has been proposed in [71]. This scheme requires
switches to send the transmission rate and buffer occupancy to the source. Based on this

information the source adjusts its transmission rate.

CLR has been used as a feedback mechanism in [72, and 73]. These two approaches
adjust link utilization to provide a specific CLR. A dynamic bandwidth adjustment
mechanism has been proposed in [69]. In this approach, the network manager informs

applications of network congestion levels .The sender uses feedback information from
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receiver about CLR which indicates the congestion level to adjust bandwidth. The
experiments for this approach have been done for video conferences
Feedback mechanisms have two benefits:

e Obtaining accurate information about the path characteristics and QoS parameters
in the path will allow services to take the proper reaction and act precisely
comparing to the static behavior of indirect measurements or static reservations.

e Feedback about the path characteristics allows shorter timescale reaction from
applications.

Among severai adaptive QoS frameworks, two well-known architectures are discussed:
Seamless Wireless ATM Network (SWAN) and AQuaFWiN [7]. SWAN is an ATM
wireless multimedia network developed at Bell Laboratories [74]. SWAN enhances the
ATM networks to support wireless networks. Its main function is to connect
heterogeneous wireless ATM networks at the end hop. It uses the MAC delay
information for packets as a feedback mechanism.

In AQuaFWiN adaptive QoS framework, packet probing has been used to capture the
path characteristics and give this information to the application as a feedback mechanism.
There are some concerns regarding feedback mechanisms usage:

e A good feedback mechanism should have low overhead and should be associated
with a proper service response and a load-control mechanism.

e Developing a feedback mechanism in a multicasting environment is a major

clhallenge.
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6.1.2 Load Control Schemes

Load-control or bandwidth adjustment techniques are very important in the QoS
renegotiation process. The control scheme or the network manager usually monitors and
controls the congestion level in the network. If this network manager satisfies specific
delay, cell loss, or bandwidth requirements, it is called QoS aware network manager. If
this network controller manages the relationship between applications and network
conditions based on feedback information between the two parties, it is called adaptive
network controller. In [66], the control theory has been used to model QoS adaptation.

In per-flow measurements, bandwidth adjustments are done when a call 1s received and
when a call is ended, which leads to a lot of overhead.

Using static bandwidth control to achieve QoS leads to underutilizing the available
resources and may degrade QoS. Instead, adaptive bandwidth control should be used to
control the queue length, the packet loss, and the packet delay. It refers to some work
which use cell loss rate as a feedback to the system to adjust bandwidth in a way that

control the queue size to control the cell loss rate in the end

A survey of different adaptive load-control algorithms to guarantee QoS is discussed in
[75]. A bandwidth-control scheme to guarantee a bounded probabilistic delay has been
introduced in [76]. It adjusts bandwidth to achieve a specific delay rate. Another
bandwidth-adjustment scheme that guarantees a bounded delay has been proposed in.

Some concerns [75] regarding using bandwidth adjustments to achieve QoS are:
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e  Which time domain should be used to adjust bandwidth target to avoid excessive
overhead.

e Adjusting bandwidth target frequently could lead to much overhead and poor
performance because of inaccurate feedback obtained frém short-term
measurements.

e Bandwidth adjustments affect other renegotiable QoS parameters such as CLR

and packet delay.

6.1.3 Service response mechanisms

Coding and errors forward correction could be used as a service-response mechanism.
Specifically, voice and video could be encoded differently. In other words, encoding
parameters can be modified dynamically as a response to a changing environment.
Encoders use different compression rates to get different QoS levels. Adaptive encoding
approaches could be used to smooth the bandwidth of the encoding streams. Adaptation
could be done by encoding [10], scaling [11], or filtering techniques [12]. Another
example for service response mechanisms is impeding mobility-aware routers. In this
case, transmission rate should be reduced to decrease buffering requirements at the access
point to avoid high cell loss rate. This feedback requires nodes to be aware of the

application’s level of service at each hop.
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6.2 Examples of adaptive QoS aware architectures

1- Cisco Virtual Switch Architecture (CVSA): CVSA has four modules: application
control module, forwarding and adaptation, a dynamic partitioning function, and a virtual
switch interface. The partitioning function allows highly granular control of individual
ports to facilitate the usage of multiple control planes on a single port. This switch has
different ports for delivering ATM traffics and IP traffics [77].

Its feedback mechanism requires nodes to calculate their delay and available bandwidth
and route this information to the other nodes to be used especially by any measurement-
based admission control scheme. This switch does not provide per-flow QoS but it
provides per-link QoS estimation and a dynamic QoS matrix.

2- Mobiware: The COMET group at Columbia University [78] has developed an
adaptive QoS-aware middleware platform called Mobiware which supports multimedia
applications over wired and wireless ATM networks.

This platform has the following adaptive features:

- It has an adaptive network layer that supports QoS handoff control over seamless
media.

- The adaptive application layer provides hard guarantees for minimum acceptable
QoS and uses residual bandwidth to deliver enhanced QoS when resources become
available.

3- RDRN: Kansas University has developed The Rapidly Deployable Radio (RDRN)
system [79] to support wireless ATM networks. It supports an adaptive link layer to

ATM cells, which are called WATM frames and are classified in a separate queue and are
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handled separately. It has adaptive network layer features that support handoff. The
system predicts mobility trends and its velocity based on which the system allocates
resources in advance to handle handoff successfully. It uses the graph-coloring to assign
frequencies among calls.

4- SWAN: The Seamless Wireless ATM Network (SWAN) 1s an ATM wireless
multimedia network which has been developed at Bell Laboratories [74]. SWAN
enhances the ATM networks to support wireless networks. Its main function is to connect
heterogeneous wireless ATM networks at the end hop. SWAN uses the MAC delay
information for packets as a feedback mechanism.

5- WAMIS: WAMIS [24] is a wireless project that supports adaptive applications,
heterogeneous environments and multiplication services.

The adaptation features of WAMIS:

- Clustering: Enhancing the performance of the wireless networks in this architecture
depends mainly on the concept of clustering. Clustering in this project provides a
framework for enhanced CDMA code separation (link layer-based adaptation), power
control scheme (physical layer-based adaptation), and channel reservation (network
layer-adaptation). WAMIS uses graph-coloring algorithms for clustering implementation,
network partitioning, and codes assigning. It uses the shortest-path algorithms as a fast-
reservation scheme that supports mobility. In the data-link layer, CDMA and TDMA are

combined, leading to 80 percent enhancement over TDMA.
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Chapter 7: The proposed approach

The proposed approach is implemented over IntServ architecture because of its control
features and calls rejection and admission features. In addition, it considers the adaptive
characteristic of audio and video applications. Video and audio applications can tolerate
higher delay and higher CLR. In addition, they can adapt to what available resource the
system if they can be informed of that at the connection time. It classifies services into
two categories guaranteed services and best-effort services. The differences between the
proposed approach and the other IntServ approaches are: (i) it does not perform per-flow
calculations and estimations. These estimations are done on demand as discussed below;
(11) the proposed scheme enables applications to communicate with the network

concerning information about the available resources.

The algorithm makes calculations for measurements periodically or only when a call gets
rejected. This happens by using time (t) as a control parameter to invoke the call
admission control. This time scale varies by the congestion level in the network.

My argument for that algorithm is that if the network is facing a low level of congestion,
there is no need for neither service differentiation or for measurements. Obviously, all
Packets will be processed based on FCFI policy. In case of calculations either for service
differentiation or for measurements (resource reservations) there is always delay which is
called processing delays. This processing delay will add to the delay of the high

congestion period. In other words, the processing delay is always forwarded to the next
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period for each flow. This delay will add to the delay of the current packet. In addition,
renegotiating QoS parameters is preferred to service denial.

The common problem of IntServ is that it is not scalable because of the control overhead
which is done for each flow (even for the first flow) regardless of the congestion level of

the network.

This thesis initiates a new adaptive feedback mechanism over IntServ. It allows
multimedia applications to renegotiate their QoS requirements to adapt with the available
resources. The proposed feedback mechanism is based on the call-rejection notification.
In addition, we introduce the concept of QoS renegotiation gains and try to calculate it.

We claim that this approach improves the system performance provides a better QoS and
higher service revenue. Moreover, this work proposes the first attempt to calculate the
adaptive QoS gains. Eventually, it introduces a new QoS parameter which is called

rejection notification and emphasizes its importance in service pricing and QoS.

The proposed call-rejection notification based feedback mechanism is implemented only
at the network layer of the source node by using the resource estimator and call-
admission control capability to find whether there are enough resources for the incoming
flow. If there are not enough resources for this flow it is rejected and notified of this
rejection and asked if it can renegotiate its QoS (which is the bandwidth in our case).
Bandwidth has been used as a renegotiable QoS parameter because of its impact on other

parameters such as CLR and packet delay. If its QoS parameters are renegotiable, the
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admission control gives the application the minimum QoS or the renegotiable QoS
parameters. In this case, call-rejection notification indicates high congestion level.
Therefore, flows are asked to share the available resources and tolerate lower bandwidth

for the moment.

Traffics arrival does not follow a normal distribution. In other words, traffics fluctuate
during the connection. And the call-admission control unit allocates and reallocates
bandwidth for each incoming and outgoing flow. Therefore, periodical resource
estimation is done to update routers with the current estimation of available resources.
This periodical resource estimation process is to avoid excessive resource reservation.
Updating routers with information about available resources enables routers to know
when they can offer renegotiable QoS or the requested QoS. We call this periodical
resource estimation process associated with the call rejection notification feedback
mechanism On-demand resource estimation. Choosing the time period for resource

estimation is arbitrary or could be based on archival information.

i=n

Equation 3 : min Zl] JBWi < aBW < ZﬂaBWi
i=]

As indicated in Equation 3, QoS renegotiation occurs when the sum of the minimum

required bandwidth of all flows (min Z’:zl JfBWi) is less than or equal to the available

bandwidth in the link (aBW ). But if the current available bandwidth in the link is greater
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than or equal to the sum of the long-run average required bandwidth for all flows

i=n

( S flaBWi ) the requested QoS parameters will be granted.

P
We have some arguments for using periodical resource estimation instead of per-flow
estimations. Figure 10 shows that link utilization starts low and increases with time. Link
utilization increase over time and resource estimation is needed as a result. In other
words, we do not need to make estimations and measurements until the call start to get
rejected or periodically just to updates routers with available resources.

Therefore, making resource estimation at this low link utilization period is excessive.
That is the main reason for IntServ not to be scalable. It is obvious that there is no need
for service differentiation, resource estimation, or resource reservations in this case.
Obviously, all flows will be processed based on FCFI policy. In case of excessive
resource reservations or even excessive service differentiation there is always a delay
which we have called flow processing delays. This processing delay will add to the delay
of the high-congestion period. In other words, the flow processing delay is always
forwarded to the next time period for each flow. This delay will add to the delay of the
current packet. We will discuss the flow-processing delay in section (8.3). In the long
run, traffics fluctuate in the link. Therefore, periodical estimations are needed to
distinguish the high-congestion periods from low-congestion periods as shown in Figure

10.
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7.1 The algorithm description and implementation details

The simulation environment and topology description:

For simulating all scenarios, we used the call admission control and IntServ module in
ns-2 version 2.26. For our approach, we modified it to make it adaptive using the flow
information as a feedback mechanism and periodical resource estimations. We used a
single source and single distention topology which is connected by 10Mbps duplex link
and propagation delay 1ms. The simulation runs for 3000 sec. The source generates an

exponential on/off source with a peak rate of 64k.

We have implemented three different IntServ approaches without a feedback mechanism
and our new approach with the feedback mechanism and on-demand resource estimation.
Figure 12 shows how the algorithm works and how the feedback mechanism and QoS
renegotiation works.

Figure 8 shows the components of IntServ which has been used as an environment.
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BWi is the required bandwidth for flow i, CurntLoad is the current traffic load
estimation which has been done by call admission control, negBWi is the renegotiated
bandwidth for flow i.
1-In line 1, we implement periodical resource estimation. We use 7 (time as a control
parameter to invoke the resource estimator). In other words, our inputs are arbitrary time
scale to provide the required QoS parameters. The periodical resource estimation is
important to switch the system from the QoS renegotiation state to the requested QoS
state after updating the routers’ information about the available resources. In other words,
if there are enough resources in the path, the requested QoS will be granted and the flows
will not be asked to renegotiate their QoS.

2- Get_flowi method estimates the required bandwidth of the incoming flow i.

3- This method adds the estimated bandwidth for the incoming flow to the current load
and compares the sum to the available bandwidth in the link. If the sum is less than the
link bandwidth, it admits the call. The admit method reserves the bandwidth of the
admitted call.

4- Reject method (line 7 and 8) asks the application to renegotiate its required bandwidth
which we decrease it arbitrary (25%).

5- The minimum tolerable bandwidth (renegotiated bandwidth) is assigned to the folw;in
line 8.

6- In line 9, the algorithm adds the new assigned badndwidth to the cuurent flow and

adds it to the current load. If the sum is less tan or equal to the available resources, the
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call is admitted otherwise it is rejected. If the flow is rejected, it will be queued until there

are enough resources for it.

7.3 The advantages

The proposed feedback mechanism uses flow’s information (not packet’s information) as
a feedback mechanism). This feedback mechanism does not have probing and does not
involve the receiver or the lower layers like AQuaFWiN and SWAN. The proposed
approach improves IntServ QoS scalability by doing periodical resource estimations. We
claim that the Call-rejection notification-based feedback has low control overhead. It
does QoS renegotiation during the connection. This online QoS renegotiation decreases
the connection set up overhead by decreasing the call rejection rate as we will discuss in
section (8.2). Using packet probing to capture the path characteristic generates overhead.
In this approach, we used IntServ features to detect the congestion level by rejection
notification. Using call rejection notification does not generate end-to-end probing or

signaling overhead.

Eventually, the proposed scheme has two way communications between the available

resources and the application through a feedback mechanism.
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Chapter 8: Experimental results and simulation analysis

We claim that this algorithm increases the number of admitted calls, decreases the
number of rejected calls, improves QoS, and decreases call processing time. We compare
our renegotiation QoS approach with three different load-control schemes over IntServ.
These three schemes are utilization target based IntServ, incoming flow bandwidth based
IntServ, and IntServ based on the probability that the required resources exceed the
available resources (PNREARBI). In these three approaches, utilization target, incoming
flow bandwidth, and the probability that the required resources exceed the available
resources are used as input parameters for load control to provide specific QoS

parameters.

We have used IntServ QoS environment over ns-2 for simulation. We have chosen
IntServ because it has load-control function and call admission and rejection capabilities.

The simulations have been run for a single source and a single destination as shown in
Figure 12. Two QoS parameters have been measured: (1) CLR to reflect the application’s
point of view, (2) utilization target to reflect the service provider’s point of view. We run
three different experiments. The first is to show the QoS improvements for the new
approach. The second is to show the call success rate and call rejection rate which are
important for maximizing service revenues and QoS scalability. The third experiment i1s
to show control overhead and call processing delay to emphasize our concept of the

forwarded delay.
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8.1 experiment 1: improving QoS

Introduction

There are two main categories of schemes to guarantee QoS, priority-based category and
resource reservation-based category. RSVP and IntServ QoS architecture belong to the
resource reservation schemes.

IntServ QoS guarantees QoS by resource reservation through a call admission control, a
control function, and a control variable. The control variable could be the utilization
target, the bandwidth of the incoming flow, the available resource in the channel, or the
probability that the required bandwidth plus the current bandwidth exceeds channel
capacity. The idea behind that is assuming some parameters are constant and initialized at
the configuration time and one parameter is dynamic. This parameter is called the control
parameter based-on-which the network administrator can control the congestion level of
the network to guarantee a specific QoS. This approach in guaranteeing QoS is similar to
the way TCP works. TCP assumes that packet loss occurs because of high congestion. If
TCP does not receive acknowledgement for a specific packet, it assumes that this packet
has been lost because of a high congestion level. TCP resends this packet and decreases
transmission rate to avoid losing more packets.

Every IntServ approach needs an estimator to estimate the current load or the bandwidth
of the incoming flow or both. IntServ does per-flow calculations and the default action is
to reject the flow until the QoS parameter is guaranteed. In addition to a resource

estimator, IntServ requires an admission policy and both are called admission control.
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8.1.1 Utilization target based IntServ QoS

This approach controls the channel utilization target (Utilization T.) to achieve the
required QoS parameters cell loss rate (CLR) and link utilization (U”). In other words, if
the network is facing high congestion levels, it decreases its utilization target to meet the
required QoS. This approach samples the data streams to avoid unbalance in traffic flow

(this is the idea behind small and equal-size cells in ATM networks).

Utilization T. |U" | CLR
98 91 | 8.2
95 88 | 4.5
92 85 |0
90 84 |0
88 83 |0
83 78 |0
85 75 |0
80 7510
78 73 |0
70 65 |0

Table 4: utilization target-based QoS

Table 4 and Figure 13 show that there is always a gap between the utilization target and

the achieved utilization (U’). In addition, increasing the channel utilization is at the






P(%) [CLR |U'
20 0 92
15 0 92
14 83 |92
125 |75 |92
11 62 |91
10 48 |91
9 32 |9
8 26 |90
5 92 |88
1 0 70
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Table 5: IntServ QoS based on the probability that the needed resources exceeds the

available resources

In this approach, the admission decision for a new call depends completely on the

probability that the needed resources exceed the available resources. This approach is not

robust because it depends on probability analysis. In addition, we cannot consider all

available resources because we must keep a window for burst traffics. This is illustrated

by the fixed channel utilization (92%) regardless of this probability. Moreover,

calculation of this probability for each call implies a lot of overhead.









8.1.4 QoS renegotiation based on call rejection notification feedback

In this approach we used time intervals (T in sec.) as a control parameter. Table
7 and Figure 16 show the QoS parameters for the proposed approach. If
resource estimation has been done every second, the CLR is 0.0004 %. That
means the estimation is very accurate and it represents the link characteristics.
However, the link utilization is very high (93 %) but th’at might include high control
overhead because of the excessive resource estimation. In addition, if resource
estimation is done every 3 seconds, the system provides 4.6 % CLR and 89 %

link utilization.

T (sec.) |CLR Link utilization (%)
1] 0.0004 93
2 3.6 90
3 4.6 89
4 0 88
5 0 87
6 0 86

Table 7: QoS parameters for the proposed approach












Util. T. | Admitted Rej.
calls calls
98 5181 2466
95 5265 2383
92 5319 2329
90 5385 2263
88 5423 2225
85 5503 2145
83 5574 2094
80 5636 2012
78 5666 1982
70 5891 1767
86( Ave) | 5484 (Ave.) | 2166 ( Ave)

Table 9 : call admission and rejection for Utilization target based IntServ
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8.2.2 The probability that the needed resourced exceeds the available

resources

Table 10 and Figure 19 show call admission and rejection number with respect to
PNREAR. The simulation results show that increasing PNREAR or decreasing it does

not have big influence on the number of rejected or admitted calls.



Admitted | Rejected

P (%) | calls calls
20 3272 1292
15 3211 1319
14 3244 1293
12.5 3256 1333
11 3213 1341
10 3237 1334
9 3921 1302
8 3338 1286
5 3247 1356
1 3237 1324
10.55 [ 3317 1318
(Ave) | (Ave) (Ave)

Table 10 : call rejection and admission with respect to the probability that the

needed resource will exceed the available resources






Time | Admitted | Rejected
(Sec.) | calls calls
1 4473 3175
2 4742 2906
3 5293 2355
4 6414 2355
5 7180 468
6 7300 348
7 7389 259
8 7463 185
9 7463 185
10 7463 185
55 6518 1242

Table 11 : Number of admitted and rejected calls for the proposed approach
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8.3.2 The probability that the needed resources will exceed the available

resources

Prob. | F.P.T.
20 190
15 184
14 174
12.5 172
11 168
10 164
9 162
8 205
5 212
1 209
AVE 185

Table 13 : Per-flow processing time with respect to PNREAR

Table 15 and figure 22 show that increasing probability that the needed resource will
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exceed the available resources will decrees per-flow processing time. That is because this

approach will be more conservative about admitting more calls.






Time

F. proc T.

205

191

156

85

25

20

4.5

4.5

= © W N O O | W

o

4.5
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Table 14 : per-flow processing time for the proposed approach with respect to time

intervals






Call success

Call rejection

Flow processing

rate (%) rate (%) time (%)
Util. T. b. IntServ | 84 100 76
PNREAR B. 50 60 100
IntServ
Renegotiation B. 100 57 37

IntServ
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Table 17: Comparing the percentage of Call admission, call rejection, and per-flow

processing time for the different approaches

Table 17 and Figure 24 show the comparison among all approaches. The proposed

approach provides the highest call admission ration and provides the lowest call rejection

ration. In addition, it provides the best per-flow processing time. The proposed approach

provides call success ratio 16 % higher than Utilization target based approach and 50%

higher than PNREAR B. IntServ. In addition, it provides call rejection ratio 43 % less

than utilization-target based approach and 40% less than PNREAR B. IntServ. The per-

flow processing time for the proposed approach is 63% lower than PNREAR B. IntServ

approach and 39 % lower than utilization target based approach.
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Chapter 9: Conelusion and future work .

In this thesis, we p'réposed: V) A‘ new feedback mechanism based on call reject‘ion"
notiﬁcation, (i1) A new QoS parameter which is rejection ndtiﬁeation. In addi’ddn, we

considered not only the client but also the service provider by three things: a) Comparing.‘i'
overhead in different approacheé with__the overhead in the new pro'bosed 'apprpach, b)

Comparing how many calIs have eeen. handled and how many calis have been rejeeted in

every approach, c)' Calculating the utilization target and comparing it ameng the three

approaches. The best approach is the one which does not only provide the best QoS but

also which process the most nurhb,er of flows and has the lowest call rejection rate.

| The proposed feedback mechdnism improves IntServ performance, achieves more

fairness, decreases control overhead, and improves the QoS parameters. Our work shows

that using a control parameter other than time or }deriodical resources’ estimaﬁon gives

non scalable QoS and a lot of control overhead. This is because of the per-ﬂow exeeésive

resource management.

Multimedia applications need guaranteed QoS and must have dynamic communication

with the available resoutces so that applications can adapt to the available resources. In

addition, they need an end-to-end controlled QoS support. The work shows that using a

control parameter other than time or on-demand reaction from the resource estimator
gives nonscalable QoS and a lot of overhead. This is because of per-flow and excessive '
resource reservation. This work has been done for single source and single distention. A
good extension for this work is mdlti sources and multi distention network which is close

to the reality. Another good potential extension for this work is examining the effect of
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mobility on the performance of this approach. Another potential work in the future is
doing the QoS dyhamic by involving _highér layers instead of doing it arbitrary. Service
load control methods to provide specific QoS parameters still need much work in the

feature.
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