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Abstract
The carbonic anhydrase (CA) group of enzymes are Zinc (Zn2+) metalloproteins responsible for

the reversible hydration ofCO2 to bicarbonate (BCTorHCO−
3 ) andprotons (H+) for the facilitation

of acid-base balance and homeostasis within the body. Across all organisms, a minimum of six
CA families exist, including, α (alpha), β (beta), γ (gamma), δ (delta), η (eta) and ζ (zeta). Some
organisms can have more than one family, with exception to humans that contain the α family solely.
The α-CA family comprises of 16 isoforms (CA-I to CA-XV) including the CA-VIII, CA-X and
CA-XI acatalytic isoforms. Of the catalytic isoforms, CA-II and CA-IV possess one of the fastest
rates of reaction, and any disturbances to the function of these enzymes results in CA deficiencies
and undesirable phenotypes. CA-II deficiencies result in osteopetrosis with renal tubular acidosis
and cerebral calcification, whereas CA-IV deficiencies result in retinitis pigmentosa 17 (RP17).
Phenotypic effects generally manifest as a result of poor protein folding and function due to the
presence of non-synonymous single nucleotide variations (nsSNVs). Even within the acatalytic
isoforms such as CA-VIII that allosterically regulates the affinity of inositol triphosphate (IP3) for
the IP3 receptor type 1 (ITPR1) and regulates calcium (Ca2+) signalling, the presence of SNVs also
causes phenotypes cerebellar ataxia,mental retardation, and dysequilibrium syndrome 3 (CAMRQ3).
Currently the majority of research into the CAs is focused on the inhibition of these proteins
to achieve therapeutic effects in patients via the control of HCO− production or reabsorption as
observed in glaucoma and diuretic medications. Little research has therefore been devoted into the
identification of stabilising or activating compound that could rescue protein function in the case of
deficiencies.
Themain aimof this researchwas to identify and characterise the effects of nsSNVs on the structure

and function of CA-II, CA-IV and CA-VIII to set a foundation for rare disease studies into the
CA group of proteins. Combined bioinformatics approaches divided into four main objectives were
implemented. These included variant identification, sequence analysis and protein characterisation,
force field (FF) parameter generation, molecular dynamics (MD) simulation and dynamic residue
network analysis (DRN).
Six variants for each of the CA-II, CA-IV and CA-VIII proteins with pathogenic annotations

were identified from the HUMA and Ensembl databases. These included the pathogenic variants
K18E,K18Q,H107Y, P236H, P236R andN252D forCA-II. CA-IV included the pathogenicR69H,
R219C and R219S, and benign N86K, N177K and V234I variants. CA-VIII included pathogenic
S100A, S100P, G162R and R237Q, and benign S100L and E109D variants. CA-II has been more
extensively studied than CA-IV and CA-VIII, therefore residues essential to its function and stability
are known. To discover important residues and regions within the CA-IV and CA-VIII proteins
sequence and motif analysis was performed across the α-CA family, using CA-II as a reference.
Sequence analysis identifiedmultiple conserved residues between the two acatalyticCA-II andCA-IV,
and the acatalytic CA-VIII isoforms that were proposed to be essential for protein stability. With
exception to the benignN86KCA-IV variant, none of the other pathogenic or benign CA-II, CA-IV
and CA-VIII SNVs were located at functionally or structurally important residues. Motif analysis
identified 11 conserved and important motifs within the α-CA family. Several of the identified
variants were located on these motifs including K18E, K18Q, H107Y and N252D (CA-II); N86K,
R219C, R219S and V234I (CA-IV); and E109D, G162R and R237Q (CA-VIII). As there were no
x-ray crystal structures of the variant proteins, homology modelling was performed to calculate the



protein structures for characterisation. In CA-VIII, the substitution of Ser for Pro at position 100
(variant S100P) resulted in destruction of the β-sheet that the SNV was located on. Little is known
about the mechanism of interaction between CA-VIII and ITPR1, and residues involved. SiteMap
and CPORTwere used to identify binding site amino for CA-VIII and results identified 38 potential
residues.
Traditional FFs are incapable of performing MD simulations of metalloproteins. The AMBER

ff14SB FF was extended and Zn2+ FF parameters calculated to add support for metalloprotein MD
simulations. In the protein, Zn2+ was noted to have a charge less than+1. Variant effects on protein
structure were then investigated using MD simulations. Root mean square deviation (RMSD) and
radius of gyration (Rg) results indicated subtle SNV effects to the variant global structure in CA-II
and CA-IV. However, with regards to CA-VIII RMSD analysis highlighted that variant presence
was associated with increases to the structural rigidity of the protein. Principal component analysis
(PCA) in conjunction with free energy analysis was performed to observe variant effects on protein
conformational sampling in 3D space. The binding of BCT to CA-II induced greater protein
conformational sampling and was associated with higher free energy. In CA-IV and CA-VIII PCA
analysis revealed key differences in the mechanism of action of pathogenic and benign SNVs. In
CA-IV, wild-type (WT) and benign variant protein structures clustered into single low energy well
hinting at the presence of more stable structures. Pathogenic variants were associated with higher
free energy and proteins sampled more conformations without settling into a low energy well. PCA
analysis of CA-VIII indicated the opposite to CA-IV. Pathogenic variants were clustered into low
energy wells, while the WT and benign variants showed greater conformational sampling. Dynamic
cross correlation (DCC) analysis was performed using the MD-TASK suite to determine variant
effects on residue movement. CA-II WT protein revealed that BCT and CO2 were associated with
anti-correlated andcorrelated residuemovement, highlighting at oppositemechanisms. InCA-IVand
CA-VIII variant presence resulted in a change to residue correlation compared to theWT proteins.
DRN analysis was performed to investigate SNV effects of residue accessibility and

communication. Results demonstrated that SNVs are associated with allosteric effects on the
CA protein structures, and effects are located on the stability assisting residues of the aromatic
clusters and the active site of the proteins. CA-II studies discovered that Glu117 is the most
important residue for communication, and variant presence results in a decrease to the usage of the
residue. This effect was greatest in the CA-II H107Y SNV, and suggests that variants could have
an effect on Zn2+ dissociation from the active site. Decreases to the usage of Zn2+ coordinating
residues were also noted. Where this occurred, compensatory increases to the usage of other primary
and secondary coordination residues were observed, that could possibly assist with the maintenance
of Zn2+ within the active site. The CA-IV variants R69H and R219C highlighted potentially
similar pathogenic mechanisms, whereas N86K and N177K hinted at potentially similar benign
mechanisms. Within CA-VIII, variant presence was associated with changes to the accessibility of the
N-terminal binding site residues. The benign CA-VIII variants highlighted possible compensatory
mechanisms, whereby as one group of N-terminal residues loses accessibility, there was an increase to
the accessibility of other binding site residues to possibly balance the effect. Catalytically, the proton
shuttle residue His64 in CA-II was found to occupy a novel conformation named the “faux in” that
brought the imidazole group even closer to the Zn2+ compared to the “in” conformation.
Overall, compared to traditionalMDsimulations the incorporation ofDRNallowedmore detailed

investigations into the variant mechanisms of action. This highlights the importance of network
analysis in the study of the effects of missense mutations on the structure and function of proteins.
Investigations of diseases at the molecular level is essential in the identification of disease pathogenesis
and assists with the development of specifically tailored and better treatment options especially in the
cases of genetically associated rare diseases.

iv



Declaration

I Taremekedzwa Allan Sanyanga, declare that this is my own unaided work, except where
duly acknowledged. It is being submitted for the degree of Doctor of Philosophy in Bioinformatics
for the Faculty of Science at Rhodes University. It has not been submitted before for any degree for
examination in any other university.

Taremekedzwa Allan Sanyanga

.....................................

Date:................................

v

30/04/2020



Acknowledgments

Supervisor

ProfessorÖzlemTastanBishop for her tireless work and long nights to provide academic and financial
support, and for her role as my academic mother and mentor. Thank you for all your faith and
patience, without you this PhD would not have been possible.

Research

Computational resources to perform this researchwere provided by theCenter forHigh Performance
Computing (CHPC), South Africa.

Funding

This research and success would not have been possible without the generosity of the National
Research Foundation (NRF) of South Africa grant number 105267. The content expressed within
this thesis are not a representation of the funders conclusions and opinions.

Personal

“Alice Sanyanga”, for her constant motivation and encouragement to keep pursuing my ambitions
dreams. “Dr A and A Hungwe”, and “M Ussi” for their roles as my academic and life mentors.
My close friends “Rethabile Mofokeng”, “Fadzayi Hare”, “Cleopas Watama”, “Tendai Chonzi”, and
“Tanaka Nyakonda” for the encouragement and inspiration to drive forward, and all those late nights
working.

Support

I would like to thank my family and fellow RUBi research group members, for their advice and
assistance in the face of adversity.

vi



Dedication

“Edwin Sanyanga”, rolemodel, inspirationandthemanwhohas always led from
the front.
“Shylet Sanyanga”, unconditional love and support.

vii



Contents

Abstract iii

Declaration v

Acknowledgments vi

Dedication vii

Table of Contents viii

Listing of Equations xii

List of Figures xiii

List of Tables xvi

Listing of Supplementary Figures xviii

Listing of Supplementary Tables xix

Listing of Code xx

Listing of Abbreviations xxi

Listing of Amino Acids xxii

Listing ofWeb Servers xxiii

ResearchOutputs xxiv

Thesis Overview xxv

1 Literature Review 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Carbonic anhydrases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2.1 Carbonic anhydrase II (CA-II) . . . . . . . . . . . . . . . . . . . . . . . 5
1.2.1.1 Deficiencies . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.2.1.1.1 Osteopetrosis . . . . . . . . . . . . . . . . . . . . . 7
1.2.1.1.2 Renal tubular acidosis (RTA) . . . . . . . . . . . . . 9
1.2.1.1.3 Cerebral calcification . . . . . . . . . . . . . . . . . 11

1.2.1.2 Clinical implications of CA-II inhibition . . . . . . . . . . . . 11
1.2.1.3 Active site of CA-II . . . . . . . . . . . . . . . . . . . . . . . 12
1.2.1.4 Mechanism of action of CA-II . . . . . . . . . . . . . . . . . 14

1.2.2 Carbonic anhydrase IV (CA-IV) . . . . . . . . . . . . . . . . . . . . . . 15
1.2.2.1 Deficiencies . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

viii



1.2.2.1.1 Retinitis pigmentosa . . . . . . . . . . . . . . . . . 16
1.2.2.2 Active site of CA-IV . . . . . . . . . . . . . . . . . . . . . . . 18
1.2.2.3 Mechanism of action of CA-IV . . . . . . . . . . . . . . . . . 19

1.2.3 Carbonic anhydrase VIII (CA-VIII) . . . . . . . . . . . . . . . . . . . . 19
1.2.3.1 Deficiencies . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

1.3 Knowledge Gap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.4 Research Aim . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2 Characterisation of CA-II, CA-IV and CA-VII, and Protein Variants 25
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.1.1 Protein sequence analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.1.1.1 Multiple sequence alignment (MSA) . . . . . . . . . . . . . . 27

2.1.1.1.1 ClustalΩ . . . . . . . . . . . . . . . . . . . . . . . 29
2.1.1.1.2 MAFFT . . . . . . . . . . . . . . . . . . . . . . . 29

2.1.1.2 Motif sequence analysis . . . . . . . . . . . . . . . . . . . . . 30
2.1.1.2.1 Motif database query . . . . . . . . . . . . . . . . . 30
2.1.1.2.2 Motif identification from sequences . . . . . . . . . 30

2.1.2 Three dimensional structural analysis . . . . . . . . . . . . . . . . . . . 32
2.1.3 Protein-protein interaction analysis . . . . . . . . . . . . . . . . . . . . 32

2.1.3.1 Domain and motif pairs . . . . . . . . . . . . . . . . . . . . . 33
2.1.3.2 Genomic methods . . . . . . . . . . . . . . . . . . . . . . . . 33

2.1.4 Variant identification and characterisation . . . . . . . . . . . . . . . . . 34
2.1.4.1 ClinVar . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.1.4.2 OMIM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.1.4.3 VAPOR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.1.5 Homology modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.1.5.1 Template identification . . . . . . . . . . . . . . . . . . . . . 37
2.1.5.2 Multiple sequence alignment . . . . . . . . . . . . . . . . . . 37
2.1.5.3 Model building . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.1.5.3.1 MODELLER . . . . . . . . . . . . . . . . . . . . . 37
2.1.5.3.2 Prime . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.1.5.4 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.1.6 Binding site identification . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.2.1 Data Retrieval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.2.1.1 Protein Sequences . . . . . . . . . . . . . . . . . . . . . . . . 41
2.2.1.2 3D protein Structures . . . . . . . . . . . . . . . . . . . . . . 41

2.2.1.2.1 CA-II and CA-IV . . . . . . . . . . . . . . . . . . . 41
2.2.1.2.2 CA-VIII . . . . . . . . . . . . . . . . . . . . . . . 42

2.2.2 Protein-protein interaction prediction . . . . . . . . . . . . . . . . . . . 43
2.2.3 Motif analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.2.4 Homology modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

2.2.4.1 Wild-type . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.2.4.2 Variants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.2.4.3 Bicarbonate bound structure . . . . . . . . . . . . . . . . . . 46

2.2.5 Identification of CA-VIII binding site residues . . . . . . . . . . . . . . . 46
2.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

2.3.1 CA characterisation reveals potential association with other proteins . . . 48

ix



2.3.2 Data retrieval identifies pathogenic and benign CA SNVs . . . . . . . . . 50
2.3.3 Variant 3D spatial location may disrupt protein function and integrity . . 52
2.3.4 Association of CA-II and CA-IV with membrane carriers . . . . . . . . . 55
2.3.5 Potential CA-VIII and ITPR1 association residues identified . . . . . . . 55
2.3.6 Structurally importantCA-IV andCA-VIII residues identified via sequence

analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.3.7 SNVs are located around or within conserved motifs . . . . . . . . . . . . 61

2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3 Zn2+ Force Field Parameter Generation 67
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.1.1 Force fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.1.2 Protein force fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.1.2.1 AMBER force field . . . . . . . . . . . . . . . . . . . . . . . 69
3.1.3 General AMBER force field . . . . . . . . . . . . . . . . . . . . . . . . 71
3.1.4 Extending the AMBER force fields . . . . . . . . . . . . . . . . . . . . . 72

3.1.4.1 Metal Center Parameter Builder . . . . . . . . . . . . . . . . . 73
3.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

3.2.1 Protein preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.2.2 Zn2+ parametrisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

3.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

4 Effects of Variants on the Structure and Function of CA-II, CA-IV and
CA-VIII 84
4.1 Introduction toMolecular dynamics . . . . . . . . . . . . . . . . . . . . . . . . 85

4.1.1 Principal component analysis . . . . . . . . . . . . . . . . . . . . . . . . 86
4.1.2 Dynamic cross correlation . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.1.3 Dynamic residue networks (DRN) . . . . . . . . . . . . . . . . . . . . . 88

4.1.3.1 Weighted contact maps . . . . . . . . . . . . . . . . . . . . . 89
4.1.3.2 Average shortest path . . . . . . . . . . . . . . . . . . . . . . 89
4.1.3.3 Betweenness centrality (BC) . . . . . . . . . . . . . . . . . . . 89

4.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.2.1 Protein Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.2.2 Molecular dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.2.3 Molecular dynamics trajectory analysis . . . . . . . . . . . . . . . . . . . 93

4.2.3.1 Proton shuttle analysis . . . . . . . . . . . . . . . . . . . . . 94
4.2.4 Dynamic cross correlation (DCC) . . . . . . . . . . . . . . . . . . . . . 94
4.2.5 Dynamic residue network analysis . . . . . . . . . . . . . . . . . . . . . 94

4.2.5.1 Weighted contact map analysis . . . . . . . . . . . . . . . . . 94
4.2.5.2 Average shortest path (L) . . . . . . . . . . . . . . . . . . . . 95
4.2.5.3 Betweenness centrality (BC) . . . . . . . . . . . . . . . . . . . 95

4.2.6 Principal component analysis (PCA) . . . . . . . . . . . . . . . . . . . . 95
4.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

4.3.1 Variant presence is associated with conformational changes to the global
structure of CAs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.3.1.1 RMSD analysis . . . . . . . . . . . . . . . . . . . . . . . . . 98

4.3.1.1.1 CA-II . . . . . . . . . . . . . . . . . . . . . . . . . 98

x



4.3.1.1.2 CA-IV . . . . . . . . . . . . . . . . . . . . . . . . 100
4.3.1.1.3 CA-VIII . . . . . . . . . . . . . . . . . . . . . . . 101

4.3.1.2 PCA analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.3.1.2.1 CA-II . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.3.1.2.2 CA-IV . . . . . . . . . . . . . . . . . . . . . . . . 105
4.3.1.2.3 CA-VIII . . . . . . . . . . . . . . . . . . . . . . . 107

4.3.1.3 Rg analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.3.1.3.1 CA-II . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.3.1.3.2 CA-IV . . . . . . . . . . . . . . . . . . . . . . . . 109
4.3.1.3.3 CA-VIII . . . . . . . . . . . . . . . . . . . . . . . 110

4.3.2 Local residue analysis hints at variant effects to protein structure . . . . . . 111
4.3.2.1 DCC analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 111

4.3.2.1.1 CA-II . . . . . . . . . . . . . . . . . . . . . . . . . 112
4.3.2.1.2 CA-IV . . . . . . . . . . . . . . . . . . . . . . . . 114
4.3.2.1.3 CA-VIII . . . . . . . . . . . . . . . . . . . . . . . 115

4.3.2.2 RMSF analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 118
4.3.2.2.1 CA-II . . . . . . . . . . . . . . . . . . . . . . . . . 118
4.3.2.2.2 CA-IV . . . . . . . . . . . . . . . . . . . . . . . . 120
4.3.2.2.3 CA-VIII . . . . . . . . . . . . . . . . . . . . . . . 122

4.3.3 Short range residue interactions are affected by variant presence . . . . . . 123
4.3.3.1 CA-II . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
4.3.3.2 CA-IV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
4.3.3.3 CA-VIII . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

4.3.4 SNVs are associated with changes to residue accessibility and communication 131
4.3.4.1 Average shortest path . . . . . . . . . . . . . . . . . . . . . . 131

4.3.4.1.1 CA-II . . . . . . . . . . . . . . . . . . . . . . . . . 132
4.3.4.1.2 CA-IV . . . . . . . . . . . . . . . . . . . . . . . . 135
4.3.4.1.3 CA-VIII . . . . . . . . . . . . . . . . . . . . . . . 137

4.3.4.2 Betweenness centrality (BC) . . . . . . . . . . . . . . . . . . . 138
4.3.4.2.1 CA-II . . . . . . . . . . . . . . . . . . . . . . . . . 139
4.3.4.2.2 CA-IV . . . . . . . . . . . . . . . . . . . . . . . . 143
4.3.4.2.3 CA-VIII . . . . . . . . . . . . . . . . . . . . . . . 145

4.3.5 Variant effects on protein shuttle behaviour . . . . . . . . . . . . . . . . 148
4.3.6 Considerations of CA-II, CA-IV and CA-VIII SNVs towards drug discovery 153

4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

5 Conclusion 155

References 160

SupplementaryMaterial 200

xi



Listing of Equations

1.1 Reversible hydration of CO2 catalysed by carbonic anhydrase (CA). . . . . . . . . 3
1.2 CA-II half reaction mechanisms (ping pong) occurring during proton (H+)

shuttling and CO2/HCO−
3 interconversion. . . . . . . . . . . . . . . . . . . . . 14

2.1 Determination of the correlation between two amino acid sequences. Symbols are,
c(k): correlation; cv(k): correlation of volume component; cp(k): polarity component. 29

2.2 Calculation of position information within alignment during motif identification. . 31

3.1 Relationship between total potential energy, and bonded and nonbonded interactions. 69
3.2 Basic Hamiltonian for potential energy calculations using the basic AMBER force

field. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.3 δx displacement of a molecular systems N atoms giving rise to force δF. . . . . . . . 75
3.4 Cartesian Hessian matrix calculation. . . . . . . . . . . . . . . . . . . . . . . . . 75
3.5 Eigen analysis of k to determine force constants, eigenvalues λi and eigenvectors v̂i. . 75
3.6 Potential energy function resulting from the relation of force field to internal

coordinates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.1 Newtons second law of motion. . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.2 PCA covariance matrix calculation. . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.3 Determination of residue dynamic cross correlation. . . . . . . . . . . . . . . . . 88
4.4 Calculation of average shortest path. . . . . . . . . . . . . . . . . . . . . . . . . 89
4.5 Determination of the betweenness centrality of a specific residue. . . . . . . . . . . 89

xii



List of Figures

1.1 CO2 binding pockets ofCA-II.A) Secondary pocket;B)Primary pocket;C)Tertiary
pocket. Green and blue colours represent hydrophobic and hydrophilic residues.
Modified from Sanyanga et al. 2019 [66]. . . . . . . . . . . . . . . . . . . . . . . 6

1.2 Osteoclast function and role of CA-II in proton (H+) generation during bone
resorption. Adapted from Tolar et al. 2004 [75]. . . . . . . . . . . . . . . . . . . 8

1.3 Role of carbonic anhydrases in the blood carbonic acid (H2CO3) · bicarbonate
(HCO−

3 ) buffer system. Modified from Pereira et al. 2009 [88]. . . . . . . . . . . . 10
1.4 Active site of CA-II showing primary and secondary coordination spheres. Dashed

linkages between O and H indicate hydrogen bonds. Adapted from Lindskog 1997
[19]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.5 CA-II mechanism of action. Modified from Berg et al. 2002 [103]. . . . . . . . . . 15
1.6 CA-IV protein structure and Zn2+ primary coordination sphere. . . . . . . . . . . 16
1.7 CA-IV Zn2+ primary and secondary coordination spheres. . . . . . . . . . . . . . 19
1.8 CA-VIII protein structure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.9 Mouse ITPR1 ion channel protein binding domains and corresponding residue

number. Adapted from Bosanac et al. 2002 [132]. . . . . . . . . . . . . . . . . . 21

2.1 STRING protein association interaction network of CA-II (CA2), CA-IV (CA4)
and CA-VIII (CA8) proteins. Line colour represents the method of interaction
prediction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

2.2 Illustration of the respective CA-II SNVs, and their proximity to the primary and
secondary CO2 binding pockets. A) Secondary CO2 binding pocket. B) Primary
CO2 binding pocket. The Zn2+ is represented by the grey sphere. Adapted from
Sanyanga et al. 2019 [66]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

2.3 Illustration of the respectiveCA-IVSNVs, and their spatial location from the protein
active site. The Zn2+ is represented by the grey sphere. . . . . . . . . . . . . . . . 54

2.4 3-dimensional image of CA-VIII showing the SNV location, predicted binding site
residues and location of each motif. Orange: S100A, S100L and S100P; Green:
E109D; Purple: G162R; Magenta: R237Q. Adapted from Sanyanga and Tastan
Bishop 2020 [269]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

2.5 Motif logo demonstrating amino acid conservation in each of the valid motif
sequences, and corresponding motif conservation. Adapted from Sanyanga et al.
2019 [66]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

2.6 Motif mapping onto the 3D structure of the CA-II, CA-IV and CA-VIII proteins. 63

3.1 Illustration of the relationship between terms in the AMBER Hamiltonian.
Different coloured spheres indicate various atoms. Solid and dashed lines represent
bonded and nonbonded interactions respectively. . . . . . . . . . . . . . . . . . . 71

3.2 Summary of MCPB workflow of Zn2+ parametrisation and metal ion modelling. . 74
3.3 Geometry optimisation of the first Zn2+ coordination sphere during metal ion

parametrisation Gaussian QM calculations. . . . . . . . . . . . . . . . . . . . . . 80

xiii



3.4 MK-RESP charges calculated for Zn2+ and coordinating atoms.M1: Zn; Y1: His94
NE2 (epsilon nitrogen); Y2: His96 NE2 (epsilon nitrogen) Y3: His199 ND1 (delta
hydrogen);Y4: O(H2O);CC:CG(gamma carbon);CR:CE1 (epsilon carbon);CV:
CD2 (delta carbon). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.1 Parameter validation presenting bond distances during MD between Zn2+ and
coordinating atoms, and angles of: M1–Y1–CR (His94); M1–Y2–CR (His96);
M1–Y3–CC (His119) andM1–Y4–HW (H2O) duringMD simulation. . . . . . 97

4.2 RMSD distributions of theWT and variant CA-II protein systems. Average RMSD
for each plot is presented as a dashed line on each plot of the corresponding colour. 99

4.3 RMSD distributions of the WT and variant CA-IV and CA-VIII protein systems.
Average RMSD for each plot is presented as a dashed line on each plot of the
corresponding colour. CA-VIII plot adapted from Sanyanga and Tastan Bishop
2020 [269]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

4.4 PCA analysis of the WT and variant CA-II proteins and associated free energy for
each conformational cluster. The x-axis and y-axis represent the 2D PCA plot.
Adapted from Sanyanga et al. 2019 [66]. . . . . . . . . . . . . . . . . . . . . . . 104

4.5 PCA analysis of the WT and variant CA-IV proteins and associated free energy for
each conformational cluster. The x-axis and y-axis represent the 2D PCA plot. . . . 106

4.6 PCA analysis of the WT and variant CA-IV proteins and associated free energy for
each conformational cluster. The x-axis and y-axis represent the 2D PCA plot. . . . 107

4.7 Rg distributions of theWT and variant CA-II protein systems. Average Rg for each
plot is presented as a dashed line on each plot of the corresponding colour. . . . . . 109

4.8 Rg distributions of the WT and variant CA-IV and CA-VIII protein systems.
Average Rg for each plot is presented as a dashed line on each plot of the
corresponding colour. CA-VIII adapted from Sanyanga and Tastan Bishop 2020
[269]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

4.9 DCC analysis showing residue movement in CA-II. The x-axis and y-axis represent
protein residues. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

4.10 DCC analysis showing residue movement in CA-IV. The x-axis and y-axis represent
protein residues. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

4.11 DCC analysis showing residue movement in CA-VIII. The x-axis and y-axis
represent protein residues. Adapted from Sanyanga and Tastan Bishop 2020 [269]. 116

4.12 Δ RMSF comparison of the α-carbon atoms of the CA-II WT and variant protein
systems (WT− variant). Colour coded bars at the bottom of each plot represent the
similar coloured motifs in Figure 2.6. . . . . . . . . . . . . . . . . . . . . . . . . 119

4.13 Δ RMSF comparison of the α-carbon atoms of the CA-IV and CA-VIII WT and
variant protein systems (WT− variant). Colour coded bars at the bottomof the plot
represent the similar colouredmotifs in Figure 2.6. CA-VIII adapted from Sanyanga
and Tastan Bishop 2020 [269]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

4.14 Contact map weighted interactions of the CA-II WT and SNV residues. Adapted
from Sanyanga et al. 2019 [66]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

4.15 Proportion of the totalMD simulation frames the hydrogen bond existed (hydrogen
bond fraction) between residue 107 and neighbouring atoms within the WT and
variant proteins. Left:WT.Right: H107Y. Adapted from Sanyanga et al. 2019 [66]. 126

4.16 Heat map presenting the contact map weighted interactions between the SNV
residues in CA-IV and CA-VIII, and respective neighbouring amino acids. . . . . . 130

xiv



4.17 ΔL (WT− variant) comparison of the CA-II protein systems. Colour coded bars at
the bottom of the plot represent the similar coloured motifs in Figure 2.6. . . . . . 132

4.18 ΔL (WT− variant) of the CA-IV and CA-VIII respectively during MD simulation.
Colour coded bars at the bottom of the plot represent the similar coloured motifs in
Figure 2.6. CA-VIII adapted from Sanyanga and Tastan Bishop 2020 [269]. . . . . 136

4.19 ΔBC (WT− variant) comparison of the CA-II protein systems. Colour coded bars
at the bottom of the plot represent the similar coloured motifs in Figure 2.6. . . . . 140

4.20 ΔBC (WT− variant) of theCA-IV andCA-VIII respectively duringMDsimulation.
Colour coded bars at the bottom of the plot represent the similar coloured motifs in
Figure 2.6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

4.21 Illustration of the His64 proton shuttle “in”, “out” and “faux in” conformations
duringMD in the CA-IIapo protein. A:WTandK18E proteins. Green andmagenta
colours represent WT and K18E respectively. B: N252D variant. Adapted from
Sanyanga et al. 2019 [66]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

4.22 Contact maps of His64 in the WT and respective CA-II variant apo proteins. Tyr7
has been circled in red. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

xv



List of Tables

1.1 Theα carbonic anhydrase (CA) isoforms, and intracellular location and/orproperties
(subgroup). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1 CA-II, CA-IV and CA-VIII identified SNVs and potential variant consequences. . . 52
2.2 Mapping of CA-II residues onto the CA-IV and CA-VIII proteins via MSA

(Figure S1) and identified key residue function. Orange represents conserved
residues. Adapted from Sanyanga et al. 2019 [66]. . . . . . . . . . . . . . . . . . 59

2.3 Motif residue ranges within the CA-II, CA-IV and CA-VIII proteins, and amino
acid sequence. Residues from Table 2.2 are underlined and highlighted in bold.
SNVs for each protein are underlined, italicised and presented in bold red. Adapted
from Sanyanga et al. [66]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.1 Zn2+ non-bonded, bonds, angles and dihedral parameters derived within this study.
Kb: bond force constant;Kθ: angle force constant;Rmin: vdW radius; ε: LJ potential
well energy. Adapted from Sanyanga et al. 2019. . . . . . . . . . . . . . . . . . . 81

4.1 Residue renaming for parameter export in the CA-II and CA-IV protein
coordination residues. MCPB refers to the metal center parameter builder. . . . . . 91

4.2 CA-II residues showing significant changes to accessibility during MD simulation.
Important CA-II residues from Table 2.2 are highlighted in bold and underlined.
SNV positions are underlined, italicised and highlighted in bold red. Adapted from
Sanyanga et al 2019. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

4.3 CA-IV residues showing changes to ΔL greater or less than two standard deviations. 137
4.4 CA-VIII residues showing changes toΔL greater or less than two standard deviations.

SNV positions are underlined, italicised and highlighted in bold red. Residues
located within the CA-VIII binding site are underlined and highlighted in bold blue.
Important CA-VIII residues from Table 2.2 are highlighted in bold and underlined.
Overlapping potential PPIs and important structural residues are underlined and
highlighted in bold green. Adapted from Sanyanga and Tastan Bishop 2020 [269]. . 138

4.5 CA-II residues showing significant changes to communication/usage during MD
simulation. Important CA-II residues from Table 2.2 are highlighted in bold and
underlined. SNV positions are underlined, italicised and highlighted in bold red. . . 141

4.6 CA-IV residues showing significant changes to communication/usage during MD
simulation. Important CA-IV residues from Table 2.2 are highlighted in bold and
underlined. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

4.7 CA-VIII residues showing significant changes to communication/usage during
MD simulation. SNV positions are underlined, italicised and highlighted in bold
red. CA-VIII binding site residues are underlined and highlighted in bold blue.
Important CA-VIII residues from Table 2.2 are underlined and highlighted in bold.
PPI and important structural residues are underlined and highlighted in bold green.
Adapted from Sanyanga and Tastan Bishop 2020 [269]. . . . . . . . . . . . . . . 147

xvi



4.8 Distance ofHis64 imidazole group fromZn2+ for the “in” and “out” conformations
within CA-II. All distances are measured from the His64 imidazole ring centroid to
theZn2+. Faux refers to other conformations observed excluding traditional “in” and
“out” occupied by His64. Adapted from Sanyanga et al. 2019 [66]. . . . . . . . . . 150

xvii



Listing of Supplementary Figures

S1 Multiple sequence alignment ofCA-II, CA-IV andCA-VIII. CA-II in bold has been
selected as the reference sequence. . . . . . . . . . . . . . . . . . . . . . . . . . . 203

S2 Conserved motifs within the human α-CA family, and associated proteins and
UniProt accessions. Motif conservation is expressed as a heat map representing the
number of motif sites per total protein sequences. . . . . . . . . . . . . . . . . . 204

S3 RMSD of the apo, BCT and CO2 bound CA-II protein over the 200 ns MD
simulation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209

S4 RMSD of the CA-IV and CA-VIII proteins over the 200 ns MD simulation. . . . . 210
S5 Rg of the apo, BCT and CO2 bound CA-II protein over the 200 ns MD simulation. 214
S6 Rg of the CA-IV and CA-VIII proteins over the 200 ns MD simulation. . . . . . . 215
S7 RMSF of the apo, BCT andCO2 boundCA-II protein residues over the 200 nsMD

simulation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216
S8 RMSF of the CA-IV and CA-VIII protein residues over the 200 ns MD simulation. 217
S9 Average L for the CA-II protein residues in the apo, BCT and CO2 bound states. . 218
S10 Average L for the CA-IV and CA-VIII over the MD simulation. . . . . . . . . . . 219
S11 Average BC for the CA-II protein residues in the apo, BCT and CO2 bound states. 220
S12 Average BC for the CA-IV and CA-VIII over the MD simulation. . . . . . . . . . 221

xviii



Listing of Supplementary Tables

S1 Table of UniProt CA accession numbers for final CA family dataset. . . . . . . . . 200
S2 CA STRING predicted functional partners and confidence (approximate

probability) values representing strength of data support. . . . . . . . . . . . . . . 201
S3 CA-VIII potential protein-protein binding sites and residues. SNV positions are

italicised, underlined and highlighted in bold red. . . . . . . . . . . . . . . . . . . 202
S4 Identified human α-CAmotifs and associated E-values. . . . . . . . . . . . . . . . 205
S5 Eigenvalue fraction of the various CA-II WT and variant protein states. . . . . . . 211
S6 Eigenvalue fraction of the various CA-IVWT and variant proteins. . . . . . . . . 212
S7 Eigenvalue fraction of the various CA-VIII WT and variant proteins. . . . . . . . . 213

xix



Listing of Code

S1 Generated CA-II frcmod parameters for molecular dynamics parameter export. . . 206
S2 Example of CA-II LEaP input for MD protein topology preparation. . . . . . . . 207
S3 Example of PCA script using to calculate 3D structural differences between theWT

and variant proteins. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208

xx



Listing of Abbreviations

Abbreviation Definition
2D Two dimensional
3D Three dimensional
AE1 chloride/bicarbonate exchanger
AMBER AssistedModel Building with Energy Refinement
BC Betweenness centrality
BCT Bicarbonate
BLAST Basic local alignment search tool
CA Carbonic anhydrase
CAMRQ3 cerebellar ataxia, mental retardation and disequilibrium syndrome 3
CARP Carbonic anhydrase related protein
DNA Deoxyribonucleic acid
DOPE Discrete optimised protein energy
EM ExpectationMaximization
ER Endoplasmic reticulum
FF Force field
GPI Glycosylphosphatidylinositol
GROMACS GROningenMAchine for Chemical Simulations
HUMA Human mutation analysis platform
IC Intercalated cell
KDE Kernel density estimate
L Shortest path
MD Molecular dynamics
MM Molecular mechanics
MSA Multiple sequence alignment
MUSCLE MUltiple Sequence Comparison by Log-Expectation
OMIM Online mendelian inheritance in man
PCA Principal component analysis
PDF Probability density function
PPI Protein-protein interaction
PWM Position-specificWeight Matrices
RMSD Root mean square deviation
RMSF Root mean square fluctuation
QM Quantummechanics
Rg Radius of gyration
RP Retinitis pigmentosa
RTA Renal tubular acidosis
SNV Single nucleotide variation
VAPOR Variant analysis portal
vdW Van der Waals
WT Wild-type

xxi



Listing of Amino Acids

Single letter code Three letter code Amino acid
A ALA Alanine
C CYS Cystein
D ASP Aspartic acid
E GLU Glutamic acid
F PHE Phenylalanine
G GLY Glycine
H HIS Histidine
I ILE Isoleucine
K LYS Lysine
L LEU Leucine
M MET Methionine
N ASN Asparagine
P PRO Proline
Q GLN Glutamine
R ARG Arginine
S SER Serine
T THR Threonine
V VAL Valine
W TRP Tryptophan
Y TYR Tyrosine

xxii



Listing of Web Servers

Webserver URL
Ensembl https://www.ensembl.org/index.html
H++ http://biophysics.cs.vt.edu
HUMA https://huma.rubi.ru.ac.za
MEME http://meme-suite.org/tools/meme
OMIM https://omim.org
RCSB https://www.rcsb.org
VAPOR https://huma.rubi.ru.ac.za/#vapor

xxiii

https://www.ensembl.org/index.html
http://biophysics.cs.vt.edu
https://huma.rubi.ru.ac.za
http://meme-suite.org/tools/meme
https://omim.org
https://www.rcsb.org
https://huma.rubi.ru.ac.za/#vapor


Research Ouputs

Research Articles

1. Sanyanga, T.A.; Nizami, B.; Tastan Bishop, Ö. Mechanism of Action of Non-Synonymous
Single Nucleotide Variations Associated with α-Carbonic Anhydrase II Deficiency. Molecules
2019, 24. doi:10.3390/molecules2421398.

2. Sanyanga, T.A.; Tastan Bishop, Ö. Structural Characterization of Carbonic Anhydrase VIII
and Effects of Missense Single Nucleotide Variations to Protein Structure and Function.
International Journal ofMolecular Sciences 2020, 21. doi:10.3390/ijms21082764.

Conference Attendance

Oral Presentations:

1. Sanyanga, T.A.; Nizami, B.; Tastan Bishop, Ö. Carbonic Anhydrase II: The Effect of Single
Nucleotide Polymorphisms on Enzyme Structure and Function. 6th International BAUDrug
Design Congress. 2018. Istanbul, Turkey

xxiv



Thesis Overview

The main objective of the research was to characterise the effects of non-synonymous single
nucleotide variants (nsSNVs) on the structure and function of α-carbonic anhydrases (CAs) II, IV and
VIII through the use of a combination of bioinformatics approaches to set the foundation for drug
discovery towards rare diseases involving the CA group of proteins. This thesis totals five chapters
covering the approaches utilised to achieve the main objective, excluding supplementary information.

Chapter 1

This chapter provides an introduction into the CA group of enzymes and describes the features of
CA-II, CA-IV andCA-VIII. Included is also a description of themechanism of action of the catalytic
isoforms, and a description of the phenotypes associated with the respective CA deficiencies.

Chapter 2

This chapter focuses on the sequence analysis of CA-II, CA-IV and CA-VIII to identify conserved
residue regions that are important to the structure and function of the proteins. Identification
and characterisation of variants associated with phenotypes in these proteins is also included in this
chapter, and the homology modelling of variant proteins.

Chapter 3

Chapter 3 describes the generation ofZn2+ parameters for theAMBER force fieldwhich are necessary
to conduct molecular dynamics (MD) simulations on metalloproteins. Force field parametrisation
was necessary to prevent metal ion escape during MD.

Chapter 4

Expands on chapter 3 and involves implementation of the generated force field parameters to conduct
MD simulations using GROMACS, in order to investigate the SNV effects on the global structure of
the protein. TraditionalMDsimulation techniqueswere also expandedonby the additionof dynamic
residue network (DRN) analysis to investigate the effects of SNVs to local protein structure, and to
note changes that may occur in the protein network as a result of variant presence.

Chapter 5

Summarises the findings from chapters 2–4 and their significance. This chapter also details possible
future work.
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1
Literature Review

1.1 Background

Rare diseases are described as phenotypes affecting a small proportion of the population [1–4]. These

conditions are also regarded as orphan diseases due to the limited research conducted on them and the

poor treatment options available in theirmanagement [5, 6]. The implications resulting from the lack

of research into these rare diseases pose a public health issue for respective patients in multiple ways.

Firstly, since public health institutions focus to a greater extent on the more common diseases, this

suggests that healthcare facilities may not be equipped to handle the orphan diseases [7]. Secondly, as

the phenotypes are poorly studied this also results in limited knowledge into themechanism of disease

which in-turn results in poor treatment and management strategies for individuals [7, 8]. Lastly,

patients with these diseases live for many years and experience a diminished quality of life, especially
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if the disease onset occurs during early childhood [3, 5, 9, 10]. This often results in a greater burden

on healthcare institutions and individuals required to provide care for the patients. This also includes

the generally high cost of treatment for the management of these conditions [7].

Rare diseases can originate from numerous circumstances. These include exposure to toxins,

pathogens, abnormalities within the genome of an individual or disruptions to function of the

immune system. Themajority of rare diseases are due to genetic changes occurringwithin individuals,

as a result of mutations that either affect individual or multiple genes. These mutations can be

inherited from parents to offspring [1, 3, 5, 6, 11]. Multiple inheritance mechanisms for rare diseases

exist such as including but not limited to; autosomal (dominant and/or recessive), X-linked and

mitochondrial. Autosomal inheritance however forms the greatest distributions [3, 12]. Autosomal

dominant inheritance refers to when the disease is inherited from a parent with the phenotype,

whereas, autosomal recessive refers to when the disease is inherited from parents that carry the

abnormal gene [13].

In addition to mutations causing genetic rare diseases through changes to the genes of individuals,

rare diseases can also be the result of genetic polymorphisms occurring within the DNA of an

individual. These polymorphisms are divided into two broad categories depending on the frequency

within the population. Genetic polymorphisms occurring in greater than 1% of the population

are regarded as single nucleotide polymorphisms (SNPs) whereas at a frequency of less than 1%

are regarded as single nucleotide variations (SNVs) [14]. Non-synonymous (ns) SNVs are single

point substitutions naturally occurring within the nucleotide sequence of a protein [15]. These

substitutions alter respective amino acid codons resulting in a different protein sequence, and could

potentially change the 3D (3-dimensional) structure of the protein. Structural alterations could then

have an effect on protein expression, function, residue-residue interactions and stability, resulting in

disease or specific phenotypes in individuals [15–18]. The disease’s extent is dependant upon the
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function of the gene the nsSNV is located on, therefore, nsSNVs occurring on genes responsible

for the maintenance of homeostasis and acid base balance within the body such as in the carbonic

anhydrases (CA) could result in the dysregulation of key physiological and biological processes within

the body via a domino like effect, and cause CA deficiencies.

1.2 Carbonic anhydrases

CAs (EC 4.2.1.1) are Zinc (Zn2+) metalloenzymes responsible for the catalysis of the reversible

hydration of carbon dioxide (CO2) and water (H2O) to bicarbonate (HCO−
3 or BCT) and protons

(H+). The reaction mechanism is illustrated in Equation 1.1 [19, 20]. This interconversion is

essential for the maintenance of acid-base balance and homeostasis within the body [19, 21]. In

addition, reaction substrates and products are also required by cells to conduct numerous biological

processes such as but not limited to; cerebrospinal fluid formation, signal transduction, calcification,

oncogenesis and respiration [22–26]. In the absence of CA, Equation 1.1 (forward direction)

proceeds slowly at a rate constant ranging from 0.03–0.15 s−1.

CO2 +H2O 
 HCO−
3 +H+

Equation 1.1. Reversible hydration of CO2 catalysed by carbonic anhydrase (CA).

At least six distinct CA families have been identified to date. These include α (alpha), β (beta), γ

(gamma), δ (delta), η (eta) and ζ (zeta). Of these families, vertebrates possess mainly the α family [27].

The α-CAs can however also be found in bacteria [28]. The β-CAs are located in vascular plants and

numerous organisms with the exception to vertebrates and chordates [29–31]; γ-CAs are common

to methanogenic archaea and plants, and are also present in numerous bacteria [30, 31]; δ-CAs are

located in diatoms and some marine algae [32]; The η-CAs are members of Plasmodium [33]; and
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ζ-CAs are found in diatoms and in some bacteria [34]. Although CAs are ubiquitous, these enzyme

families do not contain significant amino acid sequence similarity, and therefore represent convergent

evolution [27, 35]. Although the CAs contain Zn2+ the γ and ζ families are capable of using other

metal ions as cofactors. The γ-CAs can use either cobalt (Co2+) or iron (Fe2+) as cofactors, whereas

the ζ-CAs are capable of using cadmium (Cd2+) as a cofactor [29, 34, 36, 37]. These CA cofactors are

maintained within the active site of the protein through three coordinating His residues.

The α-CA family can be further subdivided into five subgroups (depending on intracellular

location and protein properties) comprising of several isoforms [19, 27, 38, 39]. These subgroups

include cytosolic, glycosylphosphatidylinositol (GPI) anchored, mitochondrial, transmembrane

associated and secreted. All subgroups total 16 isoforms and these are presented in Table 1.1. The

three cytosolic isoforms presented in Table 1.1 namely; CA-VIII, X and XI are acatalytic, and are

therefore regarded as the carbonic anhydrase related proteins (CARP) [27, 39]. Their lack of activity

is as a result of at least one missing His residue necessary to maintain the Zn2+ cofactor within the

active site [40].

Table 1.1. The α carbonic anhydrase (CA) isoforms, and intracellular location and/or properties
(subgroup).

Isoforms Subgroup Source
CA-I; CA-II; CA-III; CA-VII;
CA-VIII; CA-X; CA-XI; CA-XIII

Cytosolic [19, 27, 29, 39]

CA-VA; CA-VB Mitochondria [41, 42]
CA-IV; CA-XV∗ GPI anchored [40, 43, 44]
CA-VI Secreted [40, 45, 46]
CA-IX; CA-XII; CA-XIV Transmembrane associated [27, 47]
*Not expressed in humans.

Though the CAs are expressed in multiple organisms, this thesis will focus on the three human

CA isoforms CA-II, CA-IV and CA-VIII which are explained in further detail within the following

sections.
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1.2.1 Carbonic Anhydrase II (CA-II)

CA-II (previously known as carbonic anhydrase C and carbonic anhydrase B) is a 260 amino acid

cytosolic protein that possess the greatest rate of reaction compared to the other α-CAs. The enzyme

is capable of hydrating CO2 at a rate constant of 1× 106 s−1 [48]. This is a large difference from the

reaction rate of the uncatalysed reaction indicating the importance of this enzyme to the body. The

CA-II active site Zn2+ exists in tetrahedral coordination geometry with three His residues; His94,

His96 andHis119, and a water molecule [19, 27, 29, 40, 49, 50]. These coordinating residues are also

known as coordination ligands. During catalysis His64 transports H+ to and from the active site by

alternatingbetween twoconformations (“in” and “out”) [50–53] or throughHis ring tautomerisation

[54]. This action is necessary in order to reduce the distance to the active site exit and allow efficient

H+ shuttling. Water molecules are present within the active site that also assist with theH+ shuttling

by forming a network of water molecules to transport the H+ [51].

To further maintain pH homeostasis, CA-II has been shown to form metabolon complexes with

the, sodium/hydrogen (Na+/H+) exchanger (NHE1) [55, 56], chloride/bicarbonate (Cl−/HCO−
3 )

exchanger (AE1/SLC4A1) [57–59] and sodium bicarbonate (Na+/HCO−
3 ) cotransporter (NBC1)

[60, 61]. The metabolon complexes increase the flux of ions across membranes. Unusually, however,

the CA-II and AE1 metabolon complex has been reported to have minimal impact on ion flux [58].

TheCA-II enzyme contains threeCO2 binding pockets termed the primary, secondary and tertiary

that are located approximately 3–4 (primary pocket), 5–7 (tertiary pocket) and 10–12 Å (secondary

pocket) away from the Zn2+ [62–65]. These sites are presented in Figure 1.1. Protein residues that

form each pocket include; Val121, Val142, Leu197 andTrp208 for the primary pocket; Phe66, Phe95,

Trp97, and Phe225 for the secondary pocket; and Trp7, His64, Thr199, Pro200 and Asn243 for

the tertiary pocket. The primary and tertiary pockets are both catalytic, however, the secondary

pocket’s function is still yet to be fully understood [19, 62–65]. The tertiary pocket lies along a tunnel
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terminating at the primary pocket, and is believed to function as a potential CO2 reservoir for the

primary pocket [62].

Figure 1.1. CO2 binding pockets of CA-II. A) Secondary pocket; B) Primary pocket; C) Tertiary
pocket. Green and blue colours represent hydrophobic and hydrophilic residues. Modified from
Sanyanga et al. 2019 [66].

The CA-II structure also comprises of two aromatic clusters also termed as primary and secondary

[19]. These two aromatic clusters are responsible for the maintenance of protein stability. The

primary aromatic cluster merges the CA-II N-terminal to the rest of protein and comprises of the

6



residues; Trp5,Tyr7, Trp16 andPhe20 [19]. The secondary aromatic cluster comprises of the residues;

Phe66, Phe70, Phe93, Phe95, Trp97, Phe175, Phe178 and Phe225 and is larger than the primary

aromatic cluster [19, 67, 68]. It is notable that some of the primary aromatic cluster residues also form

the tertiary CO2 binding pocket, and somemembers of the secondary aromatic cluster also assist with

formation of the secondary binding pocket (Figure 1.1).

Noting the role and function of CA-II in biological systems, the following section describes

conditions associated with CA-II deficiencies and their impact on these systems.

1.2.1.1 Deficiencies

1.2.1.1.1 Osteopetrosis

CA-II is expressed innumerous cells and tissueswithin thebody. Theprotein is expressed at high levels

during bone resorption that is carried out by osteoclasts [69]. A CA-II deficiency within this process

results in the development of the rare conditions osteopetrosis with renal tubular acidosis (RTA) and

cerebral calcification (MIMNo: 259730) [70].

Osteopetrosis (“marble bone disease”) is a genetic disorder that results in an increase to bone

density and mass caused by failures to bone resorption [71]. Bone density is controlled by a balance

between the function of osteoblasts that synthesise bone, and osteoclasts that break down bone. Poor

osteoclast function disturbs this balance, leading to unregulated bone synthesis thereby increasing

bone density. The increase to density makes the bones more brittle as opposed to harder, resulting

in osteomyelitis and bone fractures. In addition to bone defects, patients also present with optic

nerve compression resulting in vision impairment, mental retardation, short stature and dental

malocclusion, and could also present with RTA [72].

During bone resorptionH+ generated byCA-II is transported into the osteoclast resorption cavity

by a vacuolar H+−ATPase pump resulting in the lowering of the extracellular space’s (adjacent
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to bone) pH to within a range of 4–5 [73]. When the extracellular environment is acidified the

hydroxyapatite (Ca5(PO4)3(OH)) mineral component of bone is degraded to inorganic phosphate

(HPO2−4 ), H2O, calcium (Ca2+) [74, 75]. The intracellular function of CA-II, and mechanism

of bone resorption by osteoclasts is summarised in Figure 1.2. The αvβ3 integrin contained in

podosomes facilitate the attachment of the osteoclast to the bone. CA-II hydrates CO2 to produce

H+ that is necessary to acidify the resorption cavity, and initiate bone demineralisation. The vacuolar

H+−ATPase transports H+ across the membrane into the resorption cavity. Cathepsin K is then

responsible for the removal of the bone organic matrix.

Figure 1.2. Osteoclast function and role ofCA-II in proton (H+) generationduring bone resorption.
Adapted from Tolar et al. 2004 [75].

Osteopetrosis can be inherited as either an autosomal recessive or autosomal dominant disorder.

Autosomal recessive osteopetrosis is the more severe of the two, and affects infants a fewmonths after
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birth. Currently the only cure for this condition involves hematopoietic stem cell transplantation

(HSCT), however this does not work for all cases [76]. Gene therapy is however being investigated

as an alternative to HSCT [76]. Generally without treatment, autosomal recessive osteopetrosis

results in fatalities. In infants, a diminished life expectancy can also result. Autosomal dominant

osteopetrosis is themoremild conditionmanifesting in adults [72, 77–79]. This formof osteopetrosis

is also themost common of the two [78]. Although both conditions are rare, autosomal recessive and

dominant osteopetrosis occur at a rate of 1 in 250 000 and 1 in 20 000 of the population respectively

[71, 76, 80]. Due to themalignancy of autosomal recessive osteopetrosis, its incidence could be higher

as a result of numerous deaths within populations.

CA-II deficiencies are associatedwith autosomal recessive osteopetrosis as a result of a homozygous

or compound heterozygous mutations within the CA-II gene on chromosome 8q21 [72] in the

form of nsSNVs. One such mutation that has been linked to osteopetrosis with RTA and

cerebral calcification is H107Y, though the exact mechanism of pathogenesis is not known [81–85].

Mutations/variations to CA-II could inhibit the enzyme’s ability to generate the H+ required to

acidify the osteoclast resorption cavity. This in-turn would inhibit bone demineralisation leading

to osteopetrosis. Variation effects causing the deficiency could either be stability and/or function

altering.

1.2.1.1.2 Renal Tubular Acidosis (RTA)

The kidney intercalated cells (ICs); α and β, express high levels of CA-II. However the collecting duct

principal cells, proximal tubules and loop of Henle show low expression levels [27, 86, 87]. RTA

results fromdecreases to blood pHoccurring at a greater extent than the body can buffer. The acidosis

can be caused by different physiological effectswithin the body, and currently threemain types ofRTA

have been discovered; distal (type 1), proximal (type 2) and a combination of both distal and proximal

(type 3)RTA.Distal RTAoccurs as a result of the failure by ICs to secreteH+ into the lumen resulting
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in ion build-up and acidosis. Proximal RTA (RTA type 2) is caused by the inability of cells to reabsorb

HCO−
3 into the bloodwhich in turn disturbs theHCO−

3 buffer system and results in acidosis [21, 88,

89].

Tomaintain the carbonic acid (H2CO3) ·HCO−
3 buffer system inblood,H2CO3within the kidney

lumen is converted toCO2 andH2Othrough the action ofCA-IV.CO2 then freely diffuses across the

membrane into the cell where CA-II hydrates it to formHCO−
3 andH+. TheH+ is then transported

out of the cell by theH+−ATPase pump, whereas HCO−
3 is transported to the basolateral space then

the blood by AE1 [88]. This process is illustrated in Figure 1.3. The ratio of HCO−
3 to H2CO3

necessary to maintain the pH of blood is 20:1 (HCO−
3 :H2CO3).

Lumen α Intercalated cell Blood

HCO3
- + H+

H2CO3

CA-IV

H2O CO2 CO2 H2O

CA-II

H2CO3

H+

H+- ATPase

HCO3
-

AE1

HCO3
-

CA-II

Figure 1.3. Role of carbonic anhydrases in the blood carbonic acid (H2CO3) · bicarbonate (HCO−
3 )

buffer system. Modified from Pereira et al. 2009 [88].
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CA-II associatedRTA is inherited as an autosomal recessive phenotype, and presents asRTA type 3.

The phenotype generally manifests along with osteopetrosis and cerebral calcification [72, 79, 88, 90,

91]. Though the exact mechanism is not known, poor CA-II function could result in the inability to

generate H+ and/or HCO−
3 that can either be absorbed or secreted. These ions are both products of

forward reaction of Equation 1.1. CA-II associatedRTAusually presents with osteopetrosis therefore

SNVH107Y again has been linked to this disease.

1.2.1.1.3 Cerebral Calcification

Cerebral calcification is defined by anomalousCa2+ deposits in the blood vessels of the cerebral cortex

and the basal ganglia of the brain [92, 93]. As a result of the Ca2+ deposits, the condition can be

characterised by mental retardation, dementia, slurred speech and seizures [92]. The ion deposition

within blood vessels could be as a result of RTA whereby a lower blood pH could result in Ca2+

precipitation.

1.2.1.2 Clinical Implications of CA-II Inhibition

Most CA-II disorders such as glaucoma and altitude sickness are associated with enzyme

overexpression [94–97]. The inhibition of CA-II has also found use in diuretics [97, 98]. As a result,

CA-II drug discovery has been focused on the inhibition of enzymatic activity presenting a research

gap in CA-II studies, whereby there is insufficient research being conducted on CA-II structural

and functional rescue. In addition, the prolonged used of CA inhibitors such as acetazolamide has

been found inhibit osteoclast function [99, 100] and could potentially lead to osteopetrosis. It has

also not been well documented as to what effect CA inhibitors could have on the function of other

CA proteins (i.e. CA-IV or CA-VIII) within the body. As a result of potential mutations having

varying effects on cellular functions, inhibitors could have non-uniform and varying efficacies and

cause undesirable effects. This presents a knowledge gap for CA drug discovery studies. No effective
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osteopetrosis treatment currently exists and in some instances symptoms can only be managed. This

is usually achieved through nutrient supplementation, transfusions or transplantations [76].

1.2.1.3 Active Site of CA-II

The Zn2+ cofactor within the active site of CA-II exists in a tetrahedral coordination geometry. This

geometry is illustrated in Figure 1.4 and shows both the primary and secondary coordination spheres

of CA-II. The primary coordination residues are directly involved with the maintenance of Zn2+

within the active site of the protein. The secondary (indirect) ligands exert an influence of the primary

ligands that also assists in the stabilisation of Zn2+ within the active site [19]. Previous research has

shown that Gln92 and Glu117 have an impact on the rate of dissociation of Zn2+ from the active

site [68, 101, 102]. The Thr198 (Thr199 using historic numbering) residue assists with stabilisation

of the Zn2+ bound hydroxide (OH−). It should be noted that majority of the CA-II structures that

have been crystallised all skip residue 126. Within this thesis these structures have been renumbered

to include residue 126. Therefore residue numbers 127 and higher have been reduced by one. Thus

as opposed to the residue numbering ending at 261, they end at 260.
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His96

Asn243

His94

Gln92

His119

Glu117
Thr198

Figure 1.4. Active site of CA-II showing primary and secondary coordination spheres. Dashed
linkages between O and H indicate hydrogen bonds. Adapted from Lindskog 1997 [19].

From Figure 1.4 it is noted that although three His coordinate Zn2+, the coordinating atoms and

manner of coordination are different. His94 and His96 stabilise the cofactor through interactions

with their NE2 (epsilon nitrogen) atoms, whereas His119 stabilises the Zn2+ through interactions

with theND1 (delta nitrogen) atom. This orientation has implications for protein coordination. His

residues are usually capable or occupying three protonation states:

1. HID: His delta nitrogen is protonated.

2. HIE: His epsilon nitrogen is protonated.

3. HIP: Both the delta and epsilon His are protonated.

Inspection of the coordinating atoms (Figure 1.4) and the listed protonation states indicates that

to maintain Zn2+ stability within the active site, the NE2 atoms of His94 and His96, and the ND1

atomofHis119 shouldneverbeprotonated to avoid repulsion effectswith the cofactor. This therefore
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disqualifies a HIP protonation state which is positively charged, and indicates that His94 and His96

occupy HID protonation states, whereas His119 occupies a HIE protonation state.

1.2.1.4 Mechanism of Action of CA-II

The interconversion of CO2 and H2O to HCO−
3 to H+ and HCO−

3 across all catalytic CA isoforms

proceeds by similar reaction mechanism as that for CA-II which is illustrated in Equation 1.2 and

Figure 1.5 [19, 38]. The reaction is facilitated by the function of two fundamental ionisable groups

within the enzyme, theZn2+ boundH2Othat can be deprotonated and ionised to a hydroxide (OH−).

The metal hydroxide is the catalytically active form [29].

EZnOH− + CO2 
 EZnHCO−
3 
 EZnH2O+HCO−

3

EZnH2O+ X 
 EZnOH− + XH+

Equation 1.2. CA-II half reactionmechanisms (ping pong) occurring during proton (H+) shuttling
and CO2/HCO−

3 interconversion.

The four stages in Figure 1.5 occur are the occur as a result of a two step ping pong reaction

mechanism [27]. The ping pong mechanism indicates that H+ shuttling and the interconversion

of CO2/HCO−
3 occur as two separate half reactions as illustrated in Equation 1.2. The first equation

shows the interconversion of CO2/HCO−
3 , whereas the second equation represents theH+ shuttling.

Although the reaction in Figure 1.5 focuses on Zn2+ and the bound H2O/OH−, numerous other

CA-II residues are important for this process. Initially CO2 enters the active site for catalysis followed

by the nucleophilic attack on the substrate by the Zn2+ bound OH−. This then results in the

formation of an intermediate bondwithZn2+. HCO−
3 then dissociates from the active and is replaced

by H2O. The Zn2+ bound OH− is then regenerated and the H+ shuttled out of the active site by the
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proton shuttle (X). These stages correspond to Equation 1.2 above.

1

2

3

4

Figure 1.5. CA-II mechanism of action. Modified from Berg et al. 2002 [103].

1.2.2 Carbonic Anhydrase IV (CA-IV)

CA-IV is a membrane bound and catalytic enzyme that is localised to the plasma membrane. The

enzyme is a 312 amino acid protein that is synthesised within the endoplasmic reticulum (ER) of

cells [40]. The Zn2+ is coordinated by three His residues; His115, His117 and His140 [40], and

one water molecule creating a tetrahedral coordination geometry. The CA-IV enzyme structure is

presented in Figure 1.6. This enzyme also shows similar catalytic regions to CA-II [27]. A GPI

anchor is responsible for CA-IV membrane attachment with Ser284 serving as the omega-site [19,

104]. Signal peptidases also cleave off the first 20 N-terminal amino acids within the ER prior to the

protein reaching its final destination. AlthoughCA-II is regarded as the fastest CAwith regards to the

hydration of CO2, when dehydrating HCO−
3 (Equation 1.1 reverse reaction) CA-IV exhibits faster

catalysis [27, 105].
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Figure 1.6. CA-IV protein structure and Zn2+ primary coordination sphere.

CA-IV is located in various organs within the body, including but not limited to kidneys, heart,

brain and lungs, and is critically important for normal ocular function within individuals evidenced

by phenotypic eye disorders observed during CA-IV deficiencies [19, 27, 104]. As observed in CA-II,

CA-VI is also capable of forming transportmetabolons with othermembrane proteins to enhance the

flux of ions. These membrane carriers include; chloride/bicarbonate (Cl−/HCO−
3 ) exchanger (AE1)

and the sodium bicarbonate cotransporter (NBC1) [106–108].

1.2.2.1 Deficiencies

1.2.2.1.1 Retinitis Pigmentosa

Within the eye, CA-IV is important for the removal of acid from the retina, retinal epithelium

and choroid choriocapillaris [107], and failure to do so results in the hereditary phenotype retinitis

pigmentosa (RP) (MIM No: 600852). RP is a rare degenerative ocular disorder that results in the
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irreversible worsening of vision within individuals, and is capable of affecting both eyes [109, 110].

The disease is characterised by advancing damage to the retinal neuroepithelium, and can be classified

as either neuro-retinal or chorioretinal degradation. In addition to the neuroepithelium, the retinal

pigment epithelium layer is also damaged, and is the initial site of retinal degeneration [109]. When

suffering from RP, individuals present with a constricted field of view, reduction to peripheral vision

and/or night blindness as a result of photoreceptor death [109, 111]. Although RP is normally

localised to the eye, non-ocular associations have been identified in numerous other syndromes [112].

RP is inherited from parents as either an autosomal recessive (50–60% of cases), autosomal

dominant (30–40% of cases) or X-linked (5–15% of cases) disorder [112–117], and is associated

with more than 45 gene loci including CA-IV [112]. RP has a prevalence of 1 in 4000 within the

population [112]. Autosomal-recessive RP can be subdivided into two main stages of disease onset,

early and late. The early onset RP occurs during individuals late teens and contains largest number of

cases. It involves accelerated changes to retinal function followed by changes to retinal morphology.

The observable signs include cataract formation (39–72% of patients) and/or macular degeneration

[109, 111]. The late onsetRP affects retinal function to a lower extent than early onset. RP progresses

slower within patients and results in minor vision loss. These cases are however much rarer compared

to the early onset cases. The autosomal-dominant RP progresses at slow rate but however results in

the severe damage to the retina [109, 111]. The conditionmanifests during an individuals early to late

teens. TheX-linked formofRP is related to the sex of an individual and in terms of severity is between

autosomal recessive and dominant [109, 111]. Males tend to manifest greater changes to the retina

compared to females due to the single X chromosome since there is no additional X chromosome to

offset the phenotype.

The autosomal dominant form of RP is associated with CA-IV and is described as RP17 (retinitis

pigmentosa 17). RP17 is inherited as a result of heterozygous mutations on chromosome 17q23
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which contains theCA-IV gene [118]. Previous association studies betweenRP andCA-IV identified

nsSNVs as being responsible for causing RP17, and examples of these variants include; R14W, R69H

and R219S [119]. In a study, R14W was found to induce apoptosis within the choriocapillaris of

endothelial cells. In addition, surface cell trafficking of CA-IV from the ER was reported to be

inhibited by R69H and R219S causing anomalous intracellular retention, and resulting in cell death

via apoptosis [108, 119]. This imparts that, although CA-IV assists in pHmaintenance, RP17 could

be due to apoptosis induced by ER stress as a result of a toxic gain of function caused by protein

misfolding [119]. This hypothesis is further supported by the of lack of retinal abnormalities observed

in CA-IV knockout mice [120].

Though numerous researches have been conducted on the disease there is no cure to the condition,

however CA-IV inhibitors have been found to slow progression. Nutrient supplementation using

vitamin A also assists in slowing disease progression and visual aid help manage vision deterioration

[121]. The lack of a cure or additional treatment methods highlights a potential research gap within

the study of RP17.

1.2.2.2 Active Site of CA-IV

Structurally the active site of CA-IV is similar to that of CA-II [19, 27]. The Zn2+ cofactor exhibits

tetrahedral coordination geometry and this is illustrated in Figure 1.7. Comparing to CA-II, the

primary and secondary coordination sphere residues are completely conserved in both proteins and

share similar protonation states. As observed in CA-II the Zn2+ secondary ligands have an effect on

cofactor dissociation within the active site [19, 27, 68, 101].
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Figure 1.7. CA-IV Zn2+ primary and secondary coordination spheres.

1.2.2.3 Mechanism of Action of CA-IV

During catalysis themechanismof action ofCA-IVproceeds in a similarmanner as to that ofCA-II as

illustrated in Equation 1.2 and Figure 1.5, wherebyCO2 is initially hydrated followed byH+ shuttling

from the active site by its respective proton shuttle His88 [19, 27, 39].

1.2.3 Carbonic Anhydrase VIII (CA-VIII)

CA-VIII is an acatalytic member of the cytosolic CA subgroup that comprises of 290 amino acids.

The protein has an Arg substitution as opposed to a His at position 116 and therefore lacks CO2

hydration activity, as Zn2+ cannot be coordinated and maintained within the active site [40]. Across

all catalytic α-CAs, His116 (His94 in CA-II) is the first Zn2+ coordination residue and is completely

conserved. CA-VIII structure is presented in Figure 1.8 and has been found to be most similar to

CA-II and CA-XIII of the cytosolic subgroup [122]. From the protein structure it is evident that the
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Zn2+ cofactor is not present.

Figure 1.8. CA-VIII protein structure.

Themajority of research into theCA-VIIImechanismof action have been performed inmouse and

zebrafish models. The mouse and zebrafish CA-VIII proteins share 98% and 84% sequence identity

with humanCA-VIII [122, 123]. Protein localisation studies have identified thatCA-VIII is expressed

highly in the cerebellum [124], and is necessary for motor coordination [123, 125] and central

nervous system development [126, 127]. In the cerebellum, CA-VIII associates with the inositol

1,4,5-triphosphate receptor type 1 (IP3R1 or ITPR1) in the Purkinje cells, where it allosterically

inhibits the binding of inositol triphosphate (IP3). This is achieved by lowering IP3 affinity for the ion

channel protein without altering the maximum number of ligand binding sites [127]. Ca2+ release is

regulated by the binding of IP3 to ITPR1, and this regulation is necessary for the facilitation ofmotor

learning and synaptic plasticity [128–131].
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Investigations into the structure of ITPR1 in 2003 by Hirota et al. [127] defined three domains

within the protein; ligand binding, modulatory and channel domains. However, research in 2002 and

2005 by Bosanac et al. [132, 133] identified the existence of two additional domains; the suppressor

and coupling domains. The suppressor domain is located before the ligand binding domain, and also

regulates IP3 affinity for ITPR1 [134]. The coupling domain is located after the channel domain. All

five domains of ITPR1 are illustrated in Figure 1.9.

N-terminal C-terminal

Suppressor IP3 Binding Modulatory and Transducing Channel Coupling

226 578 2100 2590 2749

Figure 1.9. Mouse ITPR1 ion channel protein binding domains and corresponding residue number.
Adapted from Bosanac et al. 2002 [132].

Previous literature into CA-VIII and ITPR1 association studies in mouse models discovered that

the CA-VIII residues 45–291mouse are all members of the CA domain (residues 28–290mouse) and

form the minimum binding site for association. Identified ITPR1 residues associating with CA-VIII

however present a research gap. Hirota et al. [127] identified that CA-VIII interacted with residues

1387–1647within themodulatory domain. Themodulatory domain has also been identified as being

responsible for binding other cellular proteins such as calmodulin (CAM) [135]. CAM like CA-VIII

assists in the regulation of Ca2+ within the body, and has been confirmed to bind the ITPR1 residues

1564–1585, which are located within the experimentally determined binding region of CA-VIII

[127]. In 2002 a separate study by Sienaert et al. [134] noted that the suppressor domain was also

capable of binding CAM. As CAM and CA-VIII both regulate IP3 affinity for its receptor and Ca2+

release, these two proteins could bind to similar regions on ITPR1. Within the scope of studied

literature no association studies between CA-VIII and the suppressor domain have been performed.

Association studies have only been investigated for themodulatory domain [127]. With respect to the

modulatory domain, the exact residues essential for the interaction with the ion channel are still yet
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to be identified.

1.2.3.1 Deficiencies

Improperly functioning CA-VIII leads to Ca2+ dysregulation and results in the rare phenotypes

cerebellar ataxia, mental retardation and disequilibrium syndrome 3 (CAMRQ3) (MIM No:

613227). Initially mutations to ITPR1 we identified to be associated with CAMRQ3 due to

disturbances to Ca2+ signalling by the ion channel protein [131, 136–140]. Later research found

out that heterogeneous mutations to the CA-VIII gene at chromosome 8q12 also cause CAMRQ3.

Genetic studies have revealed that the mutant protein S100P causes CAMRQ3 [82, 131, 141–143].

Patients with the mutation were observed to have mild mental retardation and ataxia. Additionally

the G162Rmutation has also been identified as being associated with cerebellar ataxia [144].

Currently the mechanism of association between CA-VIII and ITPR1 is not well understood

presenting an obstacle to the treatment of CA-VIII disorders and drug discovery [38, 143, 145].

1.3 Knowledge Gap

Most research intoCAdrug discovery has focused on the inhibition of proteins to achieve therapeutic

effect. Some of these inhibitors also tend to be non-specific and inhibit multiple CA isoforms.

This has left a research gap in drug discovery with respect to the identification of “activator”

compounds to assist with poorly functioning proteins, and/or allosteric compounds that may rescue

the function and structure of poorly folded proteins. This coupled with inadequate studies into the

rare phenotypes leaves individuals with underwhelming treatment options. When the diseases are

degenerative as with CA-II, CA-IV and CA-VIII this also results in a diminished quality of life.

Understanding the effects of SNVs on CA structure and function would advance drug discovery

and precision medicine in two main ways. Identification of disease pathogenesis and role of SNVs

would allow for the determination of an individuals chances of developing disease, and possible
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drug responses, thereby aiding precision medicine. A comparison of benign and pathogenic variant

mechanisms in addition to identifying disease pathogenesis, and undesirable changes to protein

structure, may also assist in the identification of protective structural changes or variant mechanisms

of action. This would have biotechnological implications for CA associated technology where robust

variant proteins may need to be genetically engineered to further research into artificial lungs, blood

substitutes or CO2 sequestration [97, 146].

For simplicity, the terms nsSNVs, SNVs and variants will be used interchangeably to refer to

missense variations unless otherwise stated. Due to literature differences on the definitions of

mutations and variants, the terms mutations and variations have both been used interchangeably to

describe nsSNVs throughout this thesis, and all variants are non-synonymous in nature.

1.4 Research Aim

The aim of the current research was to use a combination of molecular dynamics (MD) and dynamic

residuenetwork (DRN) analysis approaches to study and analyse the effect of nsSNVson the structure

and function of CA-II, CA-IV and CA-VIII. This research was broken down into five main goals to

achieve this:

1. Protein characterisation: Sequence analysis methods including motif identification using
CA-II as a reference to characterise the structures of CA-IV and CA-VIII (Chapter 2).

2. SNV identification: Discovery of validated SNVs associated with phenotypes in CA-II,
CA-IV and CA-VIII through the use of online resources and literature. Including homology
modelling to note structural differences between wild-type (WT) and variant proteins
(Chapter 2).

3. Cofactor parametrisation: Quantum mechanical (QM) and molecular mechanical (MM)
calculations using Gaussian09 and the AmberTools packages to develop Zn2+ force field (FF)
parameters in order to allow metal ion inclusion inMD simulation (Chapter 3).

4. MD simulation: Simulations of the variant effects on CA-II, CA-V and CA-VIII structures to
investigate changes occurring to the global protein structure using the GROningen MAchine
for Chemical Simulations (GROMACS) package (Chapter 4).
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5. DRN analysis: Analysis of the variant effects on the local protein structure of CA-II, CA-IV
and CA-VIII to observe changes in residue-residue interactions, accessibility and residue usage
between wild-type (WT) and variant proteins through the use of the MD-TASK suite tools
(Chapter 4).
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There is no passion to be found playing small, in settling for

a life that is less than the one you are capable of living.

NelsonMandela

2
Characterisation of CA-II, CA-IV and CA-VII,

and Protein Variants

Chapter overview

The study into the pathogenesis of rare diseases presents a complex task due to inadequate information

as to the function and mechanism of the causative proteins. In addition, even when the function of

the protein is understood, variant effects to function and structure within these proteins remains

relatively unknown presenting an additional hurdle [15]. Where variants have been identified in

proteins, predictions as to whether these variants are benign or pose health risks also presents a

challenging task [15]. This chapter is divided into two key aspects; in-silico characterisation of CA-II,

CA-IV and CA-IV; and the identification of pathogenic SNVs, and homology modelling of variant
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proteins. As the phenotypes associated with CA-II, CA-IV and CA-VIII are rare, characterisation

allows for the complete analysis of the proteins from primary to tertiary structure. This will include;

motif discovery, multiple sequence alignment (MSA) techniques and binding site identification.

Functionally important residues are conserved topreserve protein function, and canbeused to deduce

unknown residue or motif functions. Additionally, potentially novel protein-protein interactions

(PPIs) will be investigated to discover CA protein associations not observed within the scope of

studied literature or yet to be reported. Identification of pathogenic SNVs and homology modelling

would set the foundation for investigations into the pathogenesis of CA-II, CA-IV and CA-IV

deficiencies through assessment of the effects of variant presence on protein secondary structure and

potential consequences to 3D structure.

2.1 Introduction

Due to the ubiquitous nature of CA-II and its high rate of catalysis this protein has been extensively

studied and used as a standard model to understand the mechanism of action of the other catalytic

CAs [19, 27, 50]. In addition, mutagenesis experiments have also been employed to investigate

individual residue importance within the protein [147, 148]. The investigations into CA-II, though

beneficial, have also resulted in far less research being conducted on other CA isoforms such as CA-IV.

The acatalytic isoform CA-VIII is also poorly understood. Though CA-II, CA-IV and CA-VIII

exhibit low sequence similarity to each other they share some conserved residues suggesting that

CA-II could be used to characterise the less extensively studied CA-IV and CA-VIII proteins. The

identification and characterisationof the important residues ormotifswithin these isoformswould set

the foundation for investigations into the pathogenesis of the CA-II, CA-IV and CA-III deficiencies;

osteopetrosis with RTA and cerebral calcification, RP17, and CAMRQ3 respectively, which are

poorly understood.
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There are multiple techniques and tools available for the characterisation of protein functions in

bioinformatics. These include and are not limited to; protein sequence analysis, 3D structural analysis

and network interaction analysis.

2.1.1 Protein Sequence Analysis

Protein sequence analysis centres around the identification of conserved residues or residue groups

within proteins, in that, catalytically and functionally important residue groups within proteins

are seldom mutated or substituted, and remain conserved to preserve protein function [149–153].

Protein structure is also preserved if substituted amino acids have similar physico-chemical properties

[150, 154]. Examples of techniques utilised in protein sequence analysis include; MSAs and motif

identification.

2.1.1.1 Multiple Sequence Alignment (MSA)

MSA involves the comparison of homologous sequences for protein function prediction, structural

and phylogenetic analysis [155, 156]. These comparisons can also be used to infer homology and

relationships between protein sequences This technique is however highly dependent on accuracy

of the alignment. Two types of alignment exist; local and global. Local alignment involves aligning

specific segments of the sequences, whereas in global alignment the whole sequences are aligned

[157–159].

As alignment forms one of the corner stones of bioinformatics, multiple alignment algorithms exist

that attempt to balance biological accuracy and computational complexity [155]. Biological accuracy

refers to the quality of the alignment, whereby deletions, gaps and insertions should be in their

correct positions. In addition, the MSA should be close to the true alignment of the sequences. To

determineMSA quality, alignment scores are calculated. These scores are a summation of amino acid

substitution scores betweenpairs of sequences, withhigher values indicatingbetter quality alignments.
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Amino acid substitution matrices contain all possible residue alignment scores [160, 161].

The speed and accuracy of the MSA is governed by computational complexity. Complexity is

defined as O(Ln) [162]. O defines the complexity, L is the sequence length and n the number

of sequences. Complexity is directly proportional to n. Two sequence (pairwise) alignments are

calculated using dynamic programming algorithms, however as n increases the speed of alignment

gets slower presenting a complex problem [163, 164].

To solve the complexity problem, a number of algorithms employing the “progressive alignment”

heuristic [165] were developed, whereby protein sequences are progressively aligned using either

the Smith-Waterman [166], Needleman-Wunsch [163], k-tuple [167] or k-mer algorithms [168].

Afterwards the relationship between sequences is determined through clustering using the k-means

and/or mBed methods [169]. Guide trees are then calculated from distance scores (derived from

normally converted similarity scores), and used as a reference to add sequences to the MSA. The

Neighbour-Joining (NJ) [170] and the Unweighted Pair Group Method with Arithmetic Mean

(UPGMA) [171]methods are used to calculate guide trees. Similar sequences are initially added to the

MSA followed bymore distant sequences [155]. The drawbacks to progressive alignment include, the

entire MSA is dependant on the initial alignment, therefore any mistakes occurring initially cannot

be rectified in the later steps. The “iterative alignment” heuristic was developed as an improvement

to the traditional progressive. The difference is that in iterative alignment the sequences are realigned

and progressively added to improve alignment quality. This allows for the correction of mistakes that

may occur initially [143, 155].

The algorithms; ClustalΩ (Omega) [172, 173], ClustalW [174], MAFFT (Multiple Alignment

using Fast Fourier Transform) [175] and MUSCLE (MUltiple Sequence Comparison by

Log-Expectation) [168] all employ progressive alignment. From this list ClustalΩ, MAFFT

and MUSCLE are capable of iterative alignment. The former two alignment algorithms are
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summarised below.

2.1.1.1.1 Clustal��Ω

The ClustalΩ algorithm shares similar quality with other algorithms, but tends to be more efficient

for the alignment for a larger number of sequences. The k-tuplemethod is used to generate a pairwise,

followed by sequence clustering via the a modified mBed method, and finally clustering using the

k-means [155, 172, 173]. The modified mBed method has a complexity of O(N log N) increasing

efficiency from O(N2) or O(N3). Each sequence is emBedded in a space of n dimensions whereby

n∝ log N [172]. An n element vector that can be rapidly clustered by k-means is then used to replace

each sequence. TheUPGMAmethod is utilised to build a guide tree, and theMSA constructed using

HHalign which aligns a two profile hiddenMarkov model (HMM) [176–178].

2.1.1.1.2 MAFFT

TheMAFFT algorithm utilises fast Fourier transform (FFT) to rapidly identify homologous regions

within sequences [175]. The progressive alignment methods (FFT‐NS‐1, FFT‐NS‐2) and iterative

methods (FFT‐NS‐i) can be applied to protein sequences during MSA.

c(k) = cv(k) + cp(k)

Equation 2.1. Determination of the correlation between two amino acid sequences. Symbols are,
c(k): correlation; cv(k): correlation of volume component; cp(k): polarity component.

The correlation (level of similarity) between two protein sequences is determined according to

Equation 2.1. The c(k), cv(k) and cp(k) refer to; correlation, correlation of volume component and

polarity component respectively [175]. Homologous regions between two sequences are indicated

by a high value of c(k), that also correspond to these regions. During pairwise alignment when two

sequences are of approximately equal length cv(k) they have a complexity ofO(N2). FFT is capable of

improving the efficiency of the alignment toO(N log N) and thus reduce CPU time.
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Homologous region positions are not determined by the FFT analysis, but by the positional lag

k. Sliding window analysis using a window size of 30 sites is utilised to determine the homologous

regions, whereby the highest 20 peaks of correlation c(k) are used to calculate the degree of local

homologies [175]. When a minimum of two consecutive segments are homologous, they are merged

into a single segment. Homologous segments are then arranged consistently in both sequences, to

obtain an alignment.

2.1.1.2 Motif Sequence Analysis

Motifs are defined as conserved patterns in a sequence that identify important functional or structural

regions occurring within in a set of proteins [179]. Motif analysis provides an additional dimension

to protein sequence analysis. MSAs identify conserved residues whereas motif analysis identifies

conserved patterns. Highly conserved patterns across numerous species/proteins highlight essential

residue groups. Unknown and knownmotifs can be compared, and/or functional residues within the

motifs assessed to characterise the respective protein. Motifs can either be queried within a database

or manually identified from a set of homologous sequences.

2.1.1.2.1 Motif Database Query

Databases such as Pfam [180] and PROSITE [181] allow protein characterisation through querying

a sequence to identify known protein domains. These assist with potential functional identification,

and each domain can contain specificmotifs that responsible for specific functions within the protein

such as; stability maintenance, intracellular localisation adaptation and/or functional roles [182].

2.1.1.2.2 Motif Identification From Sequences

During identification from homologous sequences, motifs can be represented in two ways, namely;

consensus string and Position-specificWeight Matrices (PWM) [183].
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The consensus string representation shows the conserved and variable residues within a motif

sequence. The PWM representation employs a position frequency matrix (PFM) where the residue

frequency at each position is calculated via division of the residue sum, by the number of sequences.

Within the PWM, each row presents an amino acid under the IUPAC (International Union of

Pure and Applied Chemistry) naming system and columns represent a particular pattern position

[183–185]. Information of each element within the PWM is calculated according to Equation 2.2

[186]. Ii is the position information at i within the alignment; A is the set of residues inclusive of

gaps; pi is the background frequency; tij represents site-specific frequencyof residue j at position i. The

motif logo that shows amino acid conservation in each motif sequence is generated by the graphical

plotting of Ii [186, 187].

Ii =
∑
j∈A

tijlog2
tij
pj

Equation 2.2. Calculation of position information within alignment during motif identification.

The two main tools involved with the identification of motifs include; Multiple Expectation

Maximization for Motif Elicitation (MEME) [188–190] and Motif Alignment and Search Tool

(MAST) [191]. MEME utilises a probabilistic approach in the identification of motifs. The

Expectation Maximization (EM) algorithm is used to simultaneously optimise PWMs [183,

188–190]. During motif identification, an initial motif discovered by MEME is improved by EM

until the number of iterations is acquired and until the PMW values do not change. An E-value

is then calculated by merging the best sequence motifs to generate an overall match between the

motif and sequence. Motifs with E-values less that 0.001 are regarded as being accurate [190].

MAST is however sequence orientated and therefore provides a single sequence score making it well

suited for protein analysis. MAST determines the best sequence match to each motif based on the

MEME output [190], and can be used to validate MEME output. Motifs with MAST pairwise
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correlations greater than 0.6 are usually omitted from analysis as associated E-values and p-values may

be underestimations resulting in diminished accuracy [190]. The MEME web-server is capable of

automatically conductingMAST analysis on its output.

2.1.2 Three Dimensional Structural Analysis

The 3D structure of a protein governs its function and is more well conserved than its sequence.

This indicates that structural comparison between homologous structures can be used to characterise

proteins [182, 192]. Homologous structures can be identified by querying the Protein Data Bank

(PDB) [193] with the sequence. Sequences containing at least 30–40% identity are regarded as

homologous, but this is dependant on the length of the sequences. Incorporation of E-values

eliminates the dependency on sequence length with sequences of E-values less than 10−10 being

regarded as homologous [194]. This threshold holds true even when sequences share less than 30%

identity which can be an underestimation of homolog detected via sequence similarity. Homologous

proteins usually share similar function [194] . Previous research found that structures sharing a root

mean square deviation (RMSD) average ranging from 0–1.2 Å within the PDB usually represents

identical proteins, with the differences being as a result of crystallography resolution or protein

flexibility [195].

2.1.3 Protein-Protein Interaction Analysis

In addition to the above techniques that are dependent on some form of comparison and functional

inference, proteins can be characterised through the use of PPI networks [196]. PPIs define how

different proteins interact with each other, and are of particular interest in protein characterisation as

some biological functions are dependent on PPIs. The disruption of PPIs could therefore result in

disease [197].

Network interaction predictions can either be determined experimentally or computationally.
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Experimental determination involves high-throughput laboratory analysis of potential PPIs.

Computational predictions of PPIs uses various tools and is divided into numerous categories

depending on the prediction data-type [197]. Some examples of these include but are not limited

to domain and motif pairs and genomic methods.

2.1.3.1 Domain andMotif Pairs

As domains each perform a specific task within a protein, interaction partners between similar

domains/proteins are conserved to an extent. Interactions between close homologs occur in a similar

manner [198]. Interaction similarity would also allow for the identification of PPI sites which would

be invaluable in the study of drug design and disease [197].

PPI interaction diagrams though showing protein associations do not indicate interacting domains.

Various techniques have been developed to identify domains. The majority however include

domain identification using databases such as Pfam, and training models to identify domain-domain

interactions using known PPIs.

2.1.3.2 Genomic Methods

PPI prediction using genomic methods involves the analysis of gene fusion, interacting protein

sequence pair co-evolution and gene order conservation [199]. Gene fusion utilises domain/protein

homologs to determine potential associations. The principle is that, other genomes contain homologs

of interacting domains/proteins fused into a single protein chain [199]. Sequence co-evolution

analysis involves similarity assessment between a pair of distance matrices or phylogenetic trees [198,

199]. Gene neighbourhood is based upon the principle that genes encoding potentially interacting

proteins within closely related functions are co-regulated in eukaryotes as operons [198]. Distantly

related organisms tend to have a shuffled gene order as a result of neutral evolution, however,

operons in co-regulated genes are highly conserved. Functional linkage between genes and proteins
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can therefore be predicted using gene neighbourhood. Previous research has found that physical

interaction occurs in 63–75% of co-regulated genes [200, 201].

The STRING database [199, 202] is a common tool that uses protein network interactions to

characterise proteins and determine PPIs. A combination of high-throughput experimental analysis,

computational predictions and data mining from publicly available information resources are used

to determine potential protein associations in STRING. Post prediction, STRING outputs an

interaction diagram where the nodes indicate respective proteins and the edges show interactions of

associations between the proteins [197, 199, 202]. Edge thickness correlates to confidence scores that

indicate the approximate probability of the existence of an interaction between two proteins. Low,

medium, high confidence are represented by scores of 0.15, 0.4, 0.7 and 0.9 respectively [202].

2.1.4 Variant Identification and Characterisation

Variant characterisation involves investigations of potential SNV effects to protein structure, and the

determination of potential associations to phenotypes.

To identify potential linkages or non-linkages between variants, and specific phenotypes and

traits, association studies are conducted. These involve the genetic sequencing of populations and

genomes comparison between healthy and unhealthy individuals to confirm associations [15, 203].

Correlations between phenotypes and variations do not however prove causality. As these studies

generally involve populations, this has allowed for the determination of frequencies to study variant

prevalence. It should however be noted that in addition to the population, frequency is also affected

by how deleterious the variant is. Variants associated with highmortality in populations would occur

at a lower frequency due to the number of deaths.

Projects currently involved with investigations into population genetics include; 1000 Genomes

[204], Genome Aggregation Database (gnomAD) exomes and genomes [205], Trans-Omics for

PrecisionMedicine (TOPMed) [206] and ExomeAggregationConsortium (ExAC) [207]. Although
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the information within these project databases is useful not all populations are represented in each,

and since the databases are independent of one another they could report varying frequencies

for different population groups. These databases also complement scientific research that has

been conducted linking variations to phenotypes, and serve as an information validation platform

confirming that the variation occurring is indeed a true variation and not the result of sequencing

errors.

Variant identification involves the filtering of these large databases/datasets to identify variations

associated with a particular trait. To assist with this numerous resources exist, including ClinVar [82],

Online Mendelian Inheritance in Man (OMIM) [208] and Variant Analysis Portal (VAPOR) [209].

2.1.4.1 ClinVar

ClinVar is a public resource involved with the processing of variations found in patient samples and

their reported clinical significance to identify relationships between genetic variations and disease [82].

The reported variant clinical significances can be divided into three categories; benign, pathogenic and

protective [210]. Benign refers to variants present within the protein that do not result in a particular

phenotype, whereas pathogenic refers to variants resulting in a specific phenotype or that couldmake

an individual more susceptible to it. Protective variantsmake individuals more resilient to a particular

phenotype.

2.1.4.2 OMIM

The OMIM database is a freely available and comprehensive resource of human genes and genetic

phenotypes. The database prioritises and focuses on linkages between genotypes and phenotypes

[208]. The databases also links other genetic resources to validate its findings.
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2.1.4.3 VAPOR

VAPOR is a consensus of bioinformatics tools developed in 2018 that allows filtering of SNVdatasets

to obtain predictions of clinical significance and potential variant effects to stability. VAPORmerges

FATHMM [211], PhD-SNP [212], PolyPhen-2 [213] and PROVEAN [214] to determine potential

clinical significance as either damaging or tolerated. I-Mutant 2.0 [215] and MUpro [216] are also

employed to determine potential SNV effects on stability [209].

The comparison between benign and pathogenic variants for CA-II, CA-IV and CA-VIII allows

for the identification of key effects resulting in the development of pathogenic phenotypes.

2.1.5 Homology Modelling

Homology modelling is a technique that is used to investigate the 3D structures of proteins. This

technique is normally implemented when crystal structure of the respective proteins are not available

for investigations. Homology modelling allows for the mapping of specific motifs onto the protein

structure to observe their location within 3D space. In addition, differences between wild-type (WT)

and mutant proteins via the determination of changes to protein secondary structure can also be

investigated [18, 217].

Homology modelling is conducted via four consecutive steps listed below:

1. Template identification

2. Multiple sequence alignment

3. Model building

4. Model validation

In the case of lowqualitymodels, structural refinement can be performed prior tomodel validation

to improve quality.
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2.1.5.1 Template Identification

Homology modelling of unknown proteins is performed using the atomic coordinates of a template

(usually X-ray crystallography structure or homologymodel of theWTprotein for SNVs), and is thus

dependent on the template quality for accuracy. A combination of structure resolution, R-factor and

Rfree values determine the quality of a template [218–220]. This suggests that template identification

is therefore the first andmost important step of homologymodelling. Templates can be identified and

have quality inspected through the RCSB database [193].

2.1.5.2 Multiple Sequence Alignment

MSA of the query and template sequences is the second most important step, whereby amino acid

conservation and secondary structure conservation has to be thoroughly analysed. During this step it

is important to ensure that there are minimal alignment gaps occurring within the protein secondary

structure (α-helices and β-sheets) to have high quality structures. Where the positions of α-helices

and β-sheets are unknown, the PSIPRED program [221] can be used to predict protein secondary

structure from a respective sequence.

2.1.5.3 Model Building

After alignment homology models can then be calculated using programs like MODELLER [222]

and/or Prime [223, 224]. These programs will generate multiple protein structures which can then

all be compared to obtain the best representative protein structure.

2.1.5.3.1 MODELLER

MODELLER generates models and predicts conformations through the use of experimentally

generated protein structures. This is achieved through the obtainment of spatial restraints from

the MSA, and optimally satisfying them. The models are initially expressed as probability density
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functions (PDFs) of the restrained features [222]. The PDFs restraining separate spatial features

are then combined to generate the molecular PDFs that are then optimised to generate the final 3D

models. ThePDFoptimisation is performed to ensureminimal deviationbetween the input restraints

and themodel, by applying an energyminimisation using the conjugate gradient algorithm [222, 225].

2.1.5.3.2 Prime

Prime is a homology modelling tool developed by Schrödinger. Atomic positions obtained from

the MSA of proteins are used to calculate structures, and the OPLS2000 all-atom force field (FF)

used to determine model energy score [223, 224, 226]. The orientation of side chains including

potential electrostatic and van der Walls (vdW) interactions are predicted using a Generalized Born

model of solvation. In the event whereby the template and query sequence do not align, a solvation

incorporating ab initio procedure is utilised to generate unaligned sections of the query sequence

[224].

2.1.5.4 Validation

A number of tools and servers are available to validate homology models and confirm accuracy. Some

of these include, the discrete protein energy (DOPE) score [222], PROSA [227], Ramachandran plot

and Verify 3D [228].

DOPE is a pairwise atomic distance-dependent statistical potential derived using probability theory

from a sample of native protein structures [229], is automatically implemented by MODELLER

and optimised during model building [222, 229]. The energy of atom pairs within the protein is

summed to generate the model energy, which can be utilised to distinguish model quality. As DOPE

is protein specific it cannot be used to compare different proteins. To facilitate this, normalisedDOPE

(z-DOPE) score is used as it is not dependent on adjustable parameters. Negative values are indicative

better protein structures [222]. Models with a z-DOPE score less than−1.00 are regarded as having
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native-like structures.

PROSA uses a combination of z-score and residue scores to validate protein models. The z-score is

defined as the energy difference between a proteins native-fold and an ensemble of proteinmisfolds in

units of the ensemble standard deviation [230]. The calculated z-score is then compared to the scores

of other proteins within the PDB to observe whether the score lies with the range of native proteins

of similar size [227]. Residue score is a plot of local energies as a function of amino acid sequence

position [227]. Poor regions of the protein structure are represented by positive energy values, and

thus allows the determination of protein model quality. Brobdingnagian energy fluctuations are

typically observedwhenplotting single residues. Average energy over each 40 residue range is therefore

calculated to smooth the plot.

In Ramachandran plot, φ (phi) and ψ (psi) torsion angles are used to identify energetically

favourable amino acid backbone conformations [231, 232]. Verify 3D validates structures by

comparison of respective 3D atomic models to their amino acid sequence through the use of a 3D

profile, and comparing to good structures [233].

2.1.6 Binding Site Identification

With homology models constructed, binding site residues of the less commonly studied CAs can be

identified, and variants assessed for potential effects to binding site residues. This would be of great

interest especially in the analysis of PPIs for the study of diseases or drug design. Numerous programs

exist for the identification of PPI binding site residues, however, the two main ones utilised within

this research include; SiteMap [234, 235] and CPORT (Consensus Prediction Of interface Residues

in Transient complexes) [236].

SiteMap selects site points based on energetic and geometric properties through the use of an

algorithm similar to Goodford’s GRID algorithm [237]. To each grid point, hydrophilic and

hydrophobic properties are calculated and contour maps prepared [235]. Determined binding site
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residues are ranked according to a SiteScore metric which represents a weighted average of enclosure

and hydrophobic scores, and number of sites which all aggregate to a total of 1.0. A SiteScore of 0.80

can accurately determine binding and non-binding PPI sites on proteins. Greater SiteScores signal

greater binding site confidence.

CPORTuses a combination of cons-PPISP (consensus Protein-Protein Interaction Site Predictor)

[238], PIER (Protein IntErface Recognition) [239], PINUP (Protein Interface residUe Prediction)

[151], ProMate [240] and SPPIDER (Solvent accessibility based Protein-Protein Interface

iDEntification and Recognition) [241] to predict PPI residues.
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2.2 Methodology

2.2.1 Data Retrieval

2.2.1.1 Protein Sequences

The protein sequence of CA-II (UniProt accession: P00918; accessed 20/06/2018) was downloaded

from the Universal Protein Resource (UniProt)[40]. A UniProt BLAST using the CA-II as the

query sequence was then performed to identify other α-CA isoforms. Homologous sequences were

identified using the BLASTp algorithm in conjunction with BLOSUM-62 matrix [242] within the

UniProtKB target database and an E-threshold search parameter value of 1000. All human α-CA

homologs (CA-I to CA-XV) were then selected from the BLAST results to create the final CA family

dataset. This dataset consisted of 16 sequences in total, including CA-IV and CA-VIII (Uniprot

accessions: P22748 and P35219 respectively), and are presented in Table S1.

The protein sequences of CA-IV and CA-VIII were also separately downloaded fromUniProt. As

these proteins were part of the initial CA-II homolog dataset, the sequences were used in conjunction

with BLOSUM-62 matrix to perform a reverse BLAST within the UniProtKB database using an

E-threshold value of 1000 to include potentially weak similarities. This was to observe whether

homologs within the initial datatset were identified.

2.2.1.2 3D Protein Structures

2.2.1.2.1 CA-II and CA-IV

The PDB contains 652 crystal structures for the CA-II protein (UniProt accession number: P00918)

[40]. The majority of these structures contain the common CA-II feature whereby residue

126 is missing [243]. This feature results in inaccurate SNV modelling, and MD simulation.

Only CA-I was regarded as containing residue 126 [244], therefore crystal structure numbering
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proceeds from 125 and continues to 127 even though the ATOM and FASTA sequences have a

100% match. Within some of the structures, Zn2+ is not in the correct coordination geometry

(tetrahedral: 3×His and 1×H2O) hindering accurate metal ion parametrisation.

The crystal structure of CA-IV (UniProt accession number: P22748) has been solved in 10

structures. Fromthe crystal structures, there are no zymogen (containing the signal peptide region and

theGPI-anchored region) templates, therefore only resides 20–284 could bemodelled using template

basedmodelling. No crystal structures containingCA-IVwith co-crystallisedCO2were also observed.

To discover potential templates for the homology modelling of CA-II and CA-IV, the numerous

templates for each proteinwere downloaded andfiltered using thePdbSearcher.py script bundledwith

AmberTools17 [245]. To lists containing the templates of CA-II and CA-IV each, PdbSearcher.py

was set to discover all bonds existing between Zn2+ and ligating atoms within a radius (cut-off) of

2.5 Å. The maximum Zn-ligand bond distance is 2.5 Å [246, 247]. The resulting environment and

summary output files were then analysed to identify PDB templates containing Zn2+ in a tetrahedral

coordination geometry. These templates contained Zn2+ in an HHHX (3 × His and 1 × H2O)

coordination formation. From the identified templates, the best crystal structures for the homology

modelling of CA-II and CA-IV were then selected using a combination of PDB validation and

resolution. AsCAs reversibly hydrate CO2, templates containing either CO2 or BCTwere prioritised.

2.2.1.2.2 CA-VIII

The PDB contains one structure for CA-VIII (PDB ID: 2W2J) that has been solved via X-ray

crystallography. The first 23 N-terminal residues are however not crystallised, and the structure is

missing; CG, CD, OE1 and OE2 atoms from the residues Glu23, Glu24, Glu28 and Glu264. The

atoms CG, CD, OE1 andNE2 are missing fromGln187; and CG1 and CG2 atoms are missing from

Val263.
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2.2.2 Protein-Protein Interaction Prediction

CA-II and CA-IV have previously been found to interact and form transport metabolons with

membrane carriers, whereas CA-VIII has been found to associate with ITPR1. To identify other

proteins CA-II, CA-IV andCA-VIII potentially associate with, protein-protein association networks

were predicted using the STRING server by querying each sequence (UniProt accession numbers;

P00918, P22748 and P35219 respectively). Post-prediction, the resultant protein-protein network

diagram was viewed using the data acquisition type, and results download as scaled vector graphics

(*.svg).

2.2.3 Motif Analysis

Motif discovery and analysis of the finalCAfamily (Table S1) datasetwas performed according toRoss

et al.., andNyamai andTastanBishop [248, 249]withminormodification. To the individual datasets,

the online MEME SUITE version 5.05 [190] was used to conduct motif discovery using a minimum

andmaximummotif width of 5–20 residues and the 0-ordermodel of sequences. Amaximumof 100

motifs were set to be discovered from each dataset. After discovery, the E-value andMASTwere then

used to validate the motifs. Motifs with an E-value less than 0.001 and a MAST pairwise correlation

less than 0.6 were retained for further analysis.

Validated motifs from each dataset were then mapped onto their respective protein structures

(CA-II, CA-IV and CA-VIII) using PyMOL version 2.4.0 [250]. This mapping also served to verify

the existence of each motif in the respective CA protein sequence. After verification, a heat map

illustrating motif conservation as the number of sites per total number of protein sequences was then

constructed using Matplotlib [251]. In addition, the motif logos were also downloaded from the

MEME server and visualised using Inkscape [252].
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2.2.4 Homology Modelling

2.2.4.1 Wild-Type

With respect to CA-II, crystal structure 2VVA of 1.56 Å resolution and a sequence similarity of 99%

to the UniProt protein (covering residues 3–260) was selected as the main template. CO2 also was

co-crystallised to the primary pocket of this template. An additional template 2VVB containing a

co-crystallised BCT was also identified and set aside as a secondary template. The renumbering of

2VVA using pdb4amber was insufficient to correct the missing residue 126 and resulted in errors. As

a result homology modelling was necessary.

For CA-IV no crystal structures containing co-crystallised CO2 or BCT were identified, therefore

X-ray crystal structure 5KU6 of resolution 1.80 Å was selected as the main template. This template

covered residues 21–284.

Homology modelling of CA-II and CA-IV was performed using Schrödinger Maestro [253] and

Prime [223, 224]. For each protein, the templates 2VVA and 5KU6 were loaded into Prime and

aligned to their respective target sequences using ClustalΩ. Prime was then set to calculate five

homology models for both CA-II and CA-IV that included the Zn2+ ligand, and the coordinating

H2O where possible. For CA-II, the CO2 HETATM in 2VVA was also included for homology

modelling. The quality of the homology models was then validated using the z-DOPE score and

Ramachandran plot.

To introduce the missing atoms to the CA-VIII structure, homology modelling of CA-VIII

(UniProt accession number: P35219) was performed using 2W2J as a template. MAFFT using the

E-INS-i alignment strategy in conjunction with the BLOSUM62 matrix was used to align the target

and template protein sequences. After alignment the unaligned first 23N-terminal residueswere then

trimmed off as the template does not cover these residues. A total of 100 CA-VIII homology models

were then calculated using MODELLER v9.19 [222]. The z-DOPE scores of each model was then
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determined, andmodels ranked according to the best score (lowest values). The top threemodels with

the best scores were then selected and subjected to further validation by PROSA [227] and Verify 3D

[228]. The validation results were then collated and the best CA-VIII protein model selected.

For comparative purposes the calculated CA-II (without CO2), CA-IV and CA-VIII homology

models were all superimposed and analysed using PyMOL [250].

2.2.4.2 Variants

SNV analysis was carried out according to proposed protocol by Brown and Tastan Bishop, 2017

[254] and Sanyanga et al.., 2019 [66]. TheHUMA[209] andEnsembl [210] databaseswere utilised to

identify and downloadCA-II, CA-IV andCA-VIII nsSNVs. To the downloaded variants, the dbSNP

was used to filter and select SNVs that have been validated by frequency within either 1000 Genomes,

gnomAD, TOPMed or ExAC. The ClinVar [82] andOMIM [208] databases were then used to cross

reference the validated SNVs to identify and isolate all variants associatedwith a phenotype annotation

(pathogenic, benign or protective). Variant effects to protein structure and function were further

predicted using VAPOR for additional characterisation.

The identified SNVs were then introduced into their respective structures (CA-II, CA-IV and

CA-VIII), with unique structures generated for each nsSNV and protein. The amino acid FASTA

sequences of CA-II, CA-IV and CA-VIII were each initially modified to introduce the required

SNVs. Homology modelling of each CA protein was then performed according to the respective

wild-type (WT) methodology. For all protein SNVs the corresponding WT protein was used as the

main template and all HETATMs included in the modelling. Prime was used to calculate homology

models for the CA-II and CA-IV variants, whereas MODELLER was utilised to calculate models

for the CA-VIII variants. The z-DOPE score was then used to validate the quality of the variant

proteins. The two different programs Prime and MODELLER were used to preserve consistency

with the respective WT proteins.

45



With respect to CA-II, CO2 was removed from the models to generate WT and variant apo

proteins.

2.2.4.3 Bicarbonate Bound Structure

The previously downloaded X-ray crystal structure of 2VVB was used to generate BCT bound

complexes for CA-II (WT and variants). PyMOL was used to superimpose 2VVB with the apo WT

and variant protein models generated previously. To the apo proteins, the coordinates of BCT were

added, and the complexes saved to generate the final BCT bound structures. Through superposition,

one reference structure (CO2 boundmodel) could be maintained for all three CA-II protein systems,

apo, BCT and CO2 bound (both WT and variants) for easier comparison. Structural changes could

have been introduced via homology modelling thereby inhibiting direct comparison of the three

CA-II protein states.

Though the active sites of CA-II and CA-IV are structurally similar, the CO2 and BCT bound

CA-II protein structures could have been superimposed to generate substrate containing CA-IV

structures however this was not performed. RP17 has been attributed to a toxic gain of function

due to poor protein folding within the ER inducing stress, and not poor hydration and dehydration

of CO2 and BCT respectively [119].

Total generated protein structures included; 21models for CA-II (7 apo, 7 BCT and 7CO2, 1WT

and 6 SNVs each); 7 apo models for CA-IV (1 WT and 6 SNVs); and 7 models for CA-VIII (1 WT

and 6 SNVs).

2.2.5 Identification of CA-VIII Binding Site Residues

Due to the limited literature on themechanismofCA-VIII and residues essential for enzyme function,

potential PPI residues were identified using the Schrödinger SiteMap tool v4.8.012 [234, 235] and

the CPORT server fromHADDOCK [255, 256]. The CA-VIIIWT protein (homology model) was
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prepared using the Schrödinger Maestro Protein Preparation Wizard [253] and PROPKA [257] by

protonating at pH 7.0. The top five potential binding sites were then identified using SiteMap site

recognition. Sites containing a minimum of 15 site points per reported site were retained. A fine

grid size of 0.35Å and restrictive hydrophobicity were set as the search parameters. From the reported

binding sites, the topfive siteswith a SiteScore>0.80were selected for further analysis. Thepreviously

prepared protein was also submitted to the CPORT PPI prediction server.

Results from both SiteMap and CPORT were then collated to build a consensus of potential PPI

residues for CA-VIII.
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2.3 Results andDiscussion

The main focus of the current chapter was to characterise the CA-II, CA-IV and CA-VIII proteins

using a combination of motif and PPI analysis and to identify variants associated the phenotypes;

osteopetrosis with RTA and cerebral calcification, RP17 and CAMRQ3.

2.3.1 CA Characterisation Reveals Potential AssociationWith Other Proteins

PPI analysis was performed for all three CA proteins using STRING server [202] and results are

presented in Figure 2.1.

The colour of the lines represents themethod of interaction prediction. Data inTable S2 represents

the associated confidence scores for the results in Figure 2.1. Associated proteins do not have to

physically interact with each other, but could jointly contribute to a shared function. Though

the STRING server identifies potential interacting proteins, it does not identify regions or residues

potentially interacting within the PPIs.

Results in Figure 2.1 demonstrates that the CA-II protein has been predicted to interact

with multiple proteins, however experimental evidence has only been conducted for association

with SLC9A1 (NHE1) and SLC4A4 (NBC). These STRING results are in agreement with the

previous literature findings that support the formation of transport metabolons with these proteins.

Numerous other interactions have also been predicted from curation databases with high confidence

scores. CA-II is a pathway neighbour of these proteins so even though association linkages were

predicted, no physical interaction exists between the proteins.
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Figure 2.1. STRING protein association interaction network of CA-II (CA2), CA-IV (CA4) and
CA-VIII (CA8) proteins. Line colour represents the method of interaction prediction.

With respect to CA-IV, experimental evidence has only been conducted with regards to three

proteins; SLC4A1 (AE1), SLC4A4 and WTAP (Wilms’ tumour 1-associating protein). The former

two also interact with CA-II. Unexpectedly is the association of CA-IV with WTAP. The WTAP

protein is highly expressed in several cancers [258–261], and CA-IV was found to be a novel

tumour suppressor that acts by binding to WTAP and inducing protein degradation through

polyubiquitination [259]. This finding could have implications for the treatment of RP17. CA

inhibitors are used to slow progression of RP17 in patients, and shouldCA-IV become an anti-cancer
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target CA inhibitors could interfere with its role suggesting the need for alternative medicines.

Analysis of CA-VIII the data in Figure 2.1 shows that CA-VIII associates with ITPR1 which

was expected as previous experimental analyses have verified this interaction [127]. Within the

scope of the studied literature and results in Figure 2.1, experimental analysis has been conducted

for interactions between CA-VIII and ITPR1, whereas the other associations have been predicted

through text-mining. It should also benoted that interactions via text-mininghave also beenpredicted

between CA-VIII and ITPR1.

The confidence scores (text-mining) in Table S2 indicate that STRING predicted that CA-VIII

was more likely to associate with WDR81 (WD repeat-containing protein 81) and CYP24A1

(1,25-dihydroxyvitamin D(3) 24-hydroxylase) as opposed to ITPR1. WDR81 is a transmembrane

protein containing two domains namely the BEACH (Beige and Chediak-Higashi) andWD40 (WD

or beta-transducin repeats). The BEACH domain is responsible for lysosomal trafficking, and

mutations to the gene have been associated with cerebellar ataxia and disequilibrium syndrome [82,

217]. The WD40 domain is essential to signal transduction, apoptosis and cell cycle control [262].

WD motifs also act as binding sites for protein-protein interactions, suggesting that CA-VIII could

bind to the WDmotif. CYP24A1 is a cytochrome (CYP) P450 and like CA-VIII, it is important for

Ca2+ homeostasis within the body [40, 263]. As cytochromes have previously been found to bind

other proteins [264] CA-VIII could directly interact with it. Although these associations have been

predicted via text-mining, additional research is however required to validate the potential associations

between CA-VIII with these other proteins. It still remains unknown whether these proteins could

jointly contribute to a specific phenotype such as ataxia [265].

2.3.2 Data Retrieval Identifies Pathogenic and Benign CA SNVs

The Ensembl and HUMA databases identified multiple CA-II, CA-IV and CA-VIII nsSNVs. From

the initial screening the CA proteins contain numerous variants, however, to set the foundation for
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rare variant effect prediction and rare disease pathogenesis, only validated SNVs with a phenotype

annotation were selected. From the screened variants, not all were associated with the phenotypes;

osteopetrosis with RTA and cerebral calcification, RP17 and CAMRQ3. To this effect variants

annotated as pathogenic and benign were also included for analysis to identify differences behind

variant mechanisms. These variants and associated phenotype annotations are presented in Table 2.1.

The CA-VIII variant G162R contained no phenotypic annotation within the Ensembl or HUMA

databases but had been regarded as pathogenic within scientific literature [144]. This SNV was

included within the final dataset to investigate it. Table 2.1 data also presents VAPOR [209] variant

effect predictions to protein structure. From the results it is observable that variant presence is

expected to cause stability reductions within the proteins. The global minimum allele frequency

(MAF) of each variant is also presented in Table 2.1. With respect to CA-II, variant N252D occurs at

the highest frequency, whereas in CA-IV N177K and V234I occur at the highest frequency. E109D

has the highest MAF in CA-VIII. From the data in Table 2.1 the benign variants generally occur at

higher frequencies than pathogenic ones. From the table N252D contains both a pathogenic and

benign annotation.

The z-DOPE scores in Table 2.1 present values less than −1.00 for all variants indicating that

structures resemble native proteins and are of high quality. No experimental evidence as to the

possibility of variant linkage disequilibrium in either of CA-II, CA-IV andCA-VIII was notedwithin

the scope of the studied literature. Therefore no models containing a combination or multiple SNVs

were generated. Each homology model contained one SNV only.
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Table 2.1. CA-II, CA-IV and CA-VIII identified SNVs and potential variant consequences.

rs ID Variation z-DOPE
score

MAF I-Mutant MUpro Clinical
significanceΔΔG Stability ΔΔG Stability

CA-II
rs118203931 K18E −2.204 <0.01 −1.30 Decrease −0.499 Decrease Pathogenic

K18Q −2.203 <0.01 −1.24 Decrease −0.655 Decrease Pathogenic
rs118203933a H107Y −2.204 <0.01 0.26 Increase −0.867 Decrease Pathogenic
rs118203932 P236H −2.159 <0.01 −1.46 Decrease −0.586 Decrease Pathogenic

P236R −2.186 <0.01 −0.60 Decrease −0.311 Decrease Pathogenic
rs2228063 N252D −2.197 0.007 0.06 Increase −0.474 Decrease Pathogenic /

Benign
CA-IV

rs267606695b R69H −1.726 <0.01 −0.91 Decrease −1.32 Decrease Pathogenic
rs149391728 N86K −1.737 <0.01 −0.35 Decrease −1.40 Decrease Benign
rs267606695 N177K −1.730 0.003 −0.45 Decrease −0.78 Decrease Benign
rs118203931b R219C −1.760 <0.01 −0.71 Decrease −1.39 Decrease Pathogenic

R219S −1.744 <0.01 −1.32 Decrease −1.57 Decrease Pathogenic
rs387906598 V234I −1.758 0.003 0.17 Increase −0.39 Decrease Benign

CA-VIII
rs267606695 S100A −1.374 <0.01 −0.66 Decrease −1.23 Decrease Pathogenic
rs149391728 S100L −1.381 <0.01 −0.31 Decrease −0.17 Decrease Benign
rs267606695c S100P −1.410 <0.01 −0.27 Decrease −1.39 Decrease Pathogenic
rs149391728 E109D −1.436 0.50 −0.16 Decrease −0.41 Decrease Benign
rs149391728c G162R −1.357 <0.01 −0.84 Decrease −0.54 Decrease Pathogenic
rs387906598c R237Q −1.393 <0.01 −0.58 Decrease −1.05 Decrease Pathogenic

a Associated with osteopetrosis with RTA and cerebral calcification, b Associated with RP17, c Associated with
CAMRQ3.

2.3.3 Variant 3D Spatial Location May Disrupt Protein Function and Integrity

Knowing the respective binding sites for each catalytic CA, 3D spatial analysis of CA-II and CA-IV,

and the respective variants was then performed. Data in Figure 2.2 demonstrates variant spatial

3D location within CA-II, and the primary and secondary CO2 binding pockets (Figure 2.2A,B

respectively) [66]. With the exception to K18E and K18Q that are located on an α-helix, all other

CA-II variants are located within loop secondary structures. In addition, structural inspection reveals

that H107Y is located closest to the active site and primary CO2 binding pocket towards the interior

of the protein. The remaining variants are located closer to the protein exterior surface. Both CA-II

substrates; BCT and CO2 (see Equation 1.1) bind the primary pocket since the secondary pocket is

acatalytic.
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Analysis of the amino acid physiochemical properties could explain the VAPOR results and the

variant clinical significance. In K18E, Lys and Glu have different charges (positive and negative

respectively). Replacement of Lys with a negatively charged amino acid could affect salt bridge

formation. The pKa of Lys is 10.5 whereas that of Glu is 4.2. The large differences to the pKa could

also affect neighbouring residues and have an impact on stability. This effect would also apply to

K18Q,H107Y, P236H and P236R. InH107Y a hydrophilic amino acid is replacedwith and aromatic

one, whereas in P236H and P236R aliphatic residues are replaced with hydrophilic ones. These

substitutions could also have an effect on protein solubility and key residue-residue interactions.

Figure 2.2. Illustration of the respective CA-II SNVs, and their proximity to the primary and
secondary CO2 binding pockets. A) Secondary CO2 binding pocket. B) Primary CO2 binding
pocket. The Zn2+ is represented by the grey sphere. Adapted from Sanyanga et al. 2019 [66].

TheCA-IVvariants and their spatial location in relation to the active site are presented in Figure 2.3.

Data indicates that none of the variants are located within the active site, but the majority are located

close to the protein surface. Variants R219C, R219S and V234I are located on β-sheets whereas the

other variants are located on loops. R69H is situated next to a β-sheet. Since R219C, R219S and

V234I are located on β-sheets, but V234I is benign, this highlights at significant variant differences to

53



the mechanism of actions of pathogenic and benign SNVs. On first inspection, variant contribution

towards pathogenesis could be due to the type of amino acid substitution. Arg is a positively charged

polar amino acid. The substitutionsCys219 andSer219 arepolar anduncharged. ReplacementofArg

at position 219 could have an effect on the salt bridges that the residue forms with its side chains. The

loss of salt bridges could have detrimental effects to protein stability [266, 267]. Arg is also larger than

Cys and Ser, therefore replacement with a smaller molecule would also mean that less electronegative

atoms are available to form hydrogen bonds with the adjacent β-sheets which could affect protein

stability.

R69H

V234I

R219C
R219S

N177K

N86K

Figure 2.3. Illustration of the respective CA-IV SNVs, and their spatial location from the protein
active site. The Zn2+ is represented by the grey sphere.

In R69H, a charged amino acid replaces another charged residue therefore potential salt bridge

formationmay not be affected. The pKas of Arg andHis are 12.5 and 6.0 respectively. The difference

to pKa could have an effect on the behaviour of neighbouring residues and affect stability. N86K and

N177K could be benign for two main reasons. Firstly, the substitution is located on loop secondary

54



structures as opposed to α-helices or β-sheets and could therefore have minimal effect. Secondly, as

Lys residues are charged and replace an uncharged Asp, the Lys side chain could form salt bridges in

CA-IV and assist with protein stability.

2.3.4 Association of CA-II and CA-IVWith Membrane Carriers

Previous research highlighted the formation of transportmetabolons betweenCA-II andCA-IV, and

respective membrane carriers [55–61, 107, 108]. It should be noted that even without associating

with the transportmetabolons, CA-II andCA-IV are fully capable of hydratingCO2 and dehydrating

HCO−
3 , and association with membrane carriers only has an effect on ion flux across the membrane

and not catalysis. With respect to CA-II, this effect is not uniform as association with AE1 does

not enhance ion flux [58]. With regards to CA-IV, contradicting research with regards to protein

association with NBC1 and the pathogenesis of RP17 have been published [107, 119].

Due to the conflicting literature the association of CA-II and CA-IV with membrane carriers was

not investigated. CA-VIII is the only protein being studied that requires interaction with a receptor

to function, the effects of CA-VIII SNVs and binding site residue identification are discussed in the

next section.

2.3.5 Potential CA-VIII and ITPR1 Association Residues Identified

With high quality proteinmodels calculated, binding site investigations of the less commonly studied

CA-VIII protein were then performed. The step was necessary to enhance the understanding of

variant effects on CA-VIII. SiteMap [234, 235] and CPORT [236] analysis was performed to expand

on the previous research by Hirota et al. [127] and identify the exact residues within the minimum

binding site of CA-VIII (residues 44–290) that could associate with ITPR1.

SiteMap and CPORT analysis results are presented in Table S3. A total of five binding sites were

identified by SiteMap, however only four binding sites has SiteScores >0.80 (Table S3). These four
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binding sites each comprise of at least 30 amino acids located on the exterior surface of the protein.

Binding site 1 comprised of the most residues. Mapping of SNVs to respective binding sites shows

that SNVs are localised to binding sites 2 (R237Q) and 4 (S100A, S100L, E109D and S100P), with

the exception to G162R that is not located within any binding site. CPORT analysis only discovered

one binding site comprising of more than 30 residues as with SiteMap. From the CPORT results

R237Q is the only variant located within the binding site.

As limited research has been performed towards the identification of the exact CA-VIII residues

interacting with ITPR1, SiteMap and CPORT results were merged to obtain a consensus of all

binding site residues (Table S3). The merging was preferred due to the large number of residues

identified by SiteMap, and binding site 1 alone could not be used as it spans the entire protein.

The consensus of the 38 identified binding site residues and their 3D spatial location is presented in

Figure 2.4, and data indicates that R237Q is the only variant located within the binding site residues.

The majority of the binding site amino acids are located between residues 44–290 which agrees with

previous literature research [127]. This analysis has expanded onpast studieswhereby key amino acids

between the residues 26–40have also been identified as important binding site residues demonstrating

the importance of the N-terminal residues. Cleavage of the first 43 N-terminal residues was noted to

result in a 16-fold decrease to CA-VIII activity [127]. It is also observed that the N-terminal (green)

and C-terminal (red) residues are situated within close proximity to each other. The CA-VIII region

covering residues 150–157 was previously suggested to contain essential ITPR1 binding site residues

in 2013 byAspatwar et al. [268]. This research has confirmed their findings in thatGly151 and Ile153

are two binding site residues located within this region.

Though experimental studies have indicated that CA-VIII interacts with ITPR1, it is not known

as to whether CA-VIII interacts with other cellular proteins therefore binding site residues could

interact with other proteins. All residues have however been assumed to interact with ITPR1 for
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the purposes of this study. The spheres in Figure 2.4 represent the binding site residues identified by

SiteMap and CPORT. Residues include; Green: Gly26, Val27, Glu28, Trp29, Gly30, Tyr31, Glu32,

Glu33, Gly34, Val35, Glu36, Leu39, Val40, Ala44; Blue: Leu93, Lys94, Glu111, Tyr113, Arg116,

Ser147,Gly151, Ile153,Asp214, Ile224,Arg237,Tyr238; andRed: Thr255,His256, Leu262,Val263,

Glu264, Gly265, Ile269, Phe274, Pro276, Gln278, Phe289, Gln290.

Through observations of the variant positions in relation to the binding site residues of CA-VIII

potential effects of variants on protein structure were investigated. As R237Q is the only variant

located within the binding site residues a direct variant effect to CA-VIII binding to ITPR1 is

expected. This however does not rule out potential indirect effects to binding site residues that may

be caused by the other variants. This hypothesis has been investigated within the rest of this thesis.

Figure 2.4. 3-dimensional image of CA-VIII showing the SNV location, predicted binding site
residues and location of each motif. Orange: S100A, S100L and S100P; Green: E109D; Purple:
G162R;Magenta: R237Q. Adapted from Sanyanga and Tastan Bishop 2020 [269].

Data in Figure 2.4 also presents the 3D spatial location of the SNVs on the CA-VIII protein.

Variants S100A, S100L and S100P are located at the end of a β-sheet, whereas the remaining variants
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are located on loops. Replacement of serine with proline at position 100 results in the complete

destruction of the shorter adjacent (residues 71–73) and the respective β-sheets highlighting variant

effects to protein secondary structure. Disruption at the secondary structure level would result in the

loss of key hydrogen bonding between the β-sheets necessary to maintain protein stability. Previous

research had suggested that loop residues 147–162 could be affected by the presence of S100P [268],

however changes to secondary structure for this group of residues were not observed. This effect was

further investigated using dynamic residue network (DRN) analysis in Chapter 4. Analysis of the

E109D SNVs possibly explains the benign nature of this variant. Glu and Asp are both negatively

charged therefore their substitution may not affect salt bridge formation. In addition, the pKas of

Glu and Asp are 4.2 and 3.9 respectively making them almost similar. This suggests at a minimal

effect on neighbouring residues as the amino acids share similar physiochemical properties.

2.3.6 Structurally Important CA-IV and CA-VIII Residues Identified Via Sequence Analysis

As CA-II is well studied, an MSA of CA-II, CA-IV and CA-VIII (Figure S1) was performed to

identify functionally important CA-IV and CA-VIII residues. Essential amino acids are expected

to be conserved across the homologous proteins. Using CA-II as the reference sequence would allow

for the identification of these residues. The mechanism of catalytic CAs and active site structure is

similarmaking comparison ofCA-II toCA-IV relatively simple. With regards toCA-VIII, the protein

structure was aligned with CA-II prior to residue mapping to observe similarity. Superposition of

CA-II andCA-VIII revealed anRMSDdifference of 1.302Å, showing structural similarity. Although

the respective protein sequences share 40% sequence identity, structural similarity indicates thatCA-II

can be used to identify functionally and structurally important residues. The CA-II, CA-IV and

CA-VIII functional and structurally important residues are presented in Table 2.2. The orange

highlight shows amino acids conserved betweenCA-II and eitherCA-IV orCA-VIII. Due to the roles

of the aromatic clusters in CA-II, aromatic amino acid substitutions were also regarded as conserved.
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Table 2.2. Mapping of CA-II residues onto the CA-IV and CA-VIII proteins via MSA (Figure S1)
and identified key residue function. Orange represents conserved residues. Adapted from Sanyanga
et al. 2019 [66].

Residue Function in CA-II Reference
CA-II CA-IV CA-VIII
Trp5 Trp23 Trp29 Aromatic cluster residue (primary), His64 stabilisation for the

”out” conformation and tertiary CO2 binding site formation
[19, 67, 68]

Tyr7 Tyr25 Tyr31 Aromatic cluster residue, active site water network
coordination

[19, 48, 50,
62–65, 67, 68]

Trp16 Tyr34 Trp37 Aromatic cluster residue (primary) [19, 67, 68]
Phe20 Val38 Phe41 Aromatic cluster residue (primary) [19, 67, 68]
Ser29 Ser52 Ser50 Stability of enzyme [270, 271]
Asn62 Asn86 Asp85 Active site water network coordination [50]
His64 His88 His87 Proton shuttling residue [19, 50, 62–65]
Phe66 Val90 Ile89 Aromatic cluster residue (secondary), secondary CO2 binding

pocket formation
[19, 62–65]

Asn67 Met91 Gln90 Active site water network coordination [20]
Phe70 Leu94 Leu93 Aromatic cluster residue (secondary) [19, 67, 68]
Gln92 Gln113 Glu114 Secondary Zn2+ ligand [19, 50]
Phe93 Leu114 Val115 Aromatic cluster residue (secondary) [19, 67, 68]
His94 His115 Arg116 Zn2+ coordination residue [19, 50]
Phe95 Leu116 Phe117 Aromatic cluster residue, secondary CO2 binding pocket

formation
[19, 62–65]

His96 His117 His118 Zn2+ coordination residue [19, 50]
Trp97 Trp118 Trp119 Aromatic cluster residue (secondary), secondary CO2 binding

pocket formation
[19, 62–65]

Glu106 Glu127 Glu128 Catalytic orientation of Zn2+ water ligand molecule [19]
Glu117 Glu138 Glu139 Zn2+ affinity and catalytic efficiency, secondary Zn2+ ligand [272]
His119 His140 His141 Zn2+ coordination residue [19, 50]
Val121 Val142 Ile143 Primary CO2 binding pocket formation [19, 62–65]
Val142 Val165 Ile165 Primary CO2 binding pocket formation [19, 62–65]
Phe175 Met199 Ile198 Aromatic cluster residue (secondary) [19, 67, 68]
Phe178 Ser202 Phe201 Aromatic cluster residue (secondary) [19, 67, 68]
Leu197 Leu224 Leu222 Primary CO2 binding pocket formation [19, 62–65]
Thr198 Thr225 Thr223 Orientation of Zn2+ water ligand for catalysis, and deep water

molecule stabilisation
[50]

Thr199 Thr226 Ile224 Active sitewater coordination,CO2 bindingpocket formation
(tertiary)

[50]

Pro200 Pro227 Pro225 Tertiary CO2 binding pocket formation [19, 62–65]
Trp208 Trp235 Trp233 Primary CO2 binding pocket formation [19, 62–65]
Phe225 Phe252 Phe250 Aromatic cluster residue (secondary), secondary CO2 binding

pocket formation
[19, 62–65]

Asn243 Asn269 Asn273 Tertiary CO2 binding pocket formation, secondary Zn2+
ligand

[19, 62–65]

Arg245 Arg271 Arg275 Enzyme stability [273]

Analysis of results in Table 2.2 and the SNV locations shows that none of the selected variants

occur at functionally or structurally important residues with exception to CA-IVN86K. This suggests

that variant action may occur via indirect or secondary mechanisms as opposed to direct effects for

the rest of the protein variants. Results in Table 2.2 also shows that residues are divided into two

broad categories; (A) those essential formaintaining stability such as aromatic cluster residues, and (B)
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those essential to catalytic function such as the Zn2+ coordinating residues, active site water network

residues andCO2 binding site residues. Comparison ofCA-II andCA-IV residuemapping highlights

that not all primary and secondary aromatic cluster residues are conserved possibly indicating at

an adaptation of the protein residues to assist with function and cellular location stability. CA-IV

residues identical to CA-II were therefore regarded as important. Due to the acatalytic nature of

CA-VIII, the aromatic residues; Trp29, Tyr31, Trp37, Phe41, Phe117, Trp119, Phe201 and Phe250

were all regarded as essential for the maintenance of stability within the protein. These residues could

perform a similar role as that of the primary and secondary aromatic cluster residues in CA-II. In

addition, though not aromatic; Ser50, Leu93, Val115, Ile198 and Arg275 could assist with protein

stability. The remaining CA-VIII residues in Table 2.2 could have an acatalytic adaptive function,

however due to the limited research into acatalytic CAs these functions cannot be deduced from the

MSA.

The CA-VIII Arg forHis substitution at position 116 that makes the protein unable to coordinate

Zn2+ and acatalytic in nature, is also observed in Table 2.2. Interestingly, mutagenesis studies have

shown that replacing Arg116 with His116 assisted with the restoration of CO2 hydration activity

[274]. This suggests that Arg116 could have an adaptive role within the acatalytic CA-VIII, and is

further supported by identification of Arg116 as a potential ITPR1 binding site residue in Figure 2.4.

It is currently not known whether the other catalytically substituted residues in CA-VIII could have

an adaptive role for acatalytic function. Further research is however required. From the study by

Sjöblom et al. [274] it was also unclear as to whether the catalytic CA-VIIIHis116 mutant could be

capable of associating with ITPR1, which would assist with the identification of adaptive residues

changes that CA-VIII might possess to facilitate acatalytic function.
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2.3.7 SNVs Are Located Around OrWithin Conserved Motifs

Phylogenetic analysis has previously been performed for eachCA-II, CA-IV andCA-VIII respectively

[19, 145, 275]. The research however did not identify conserved residue regions that may be

important to the structure and function of the CAs. Noting this research gap, motif analysis was

performed to identify highly conserved residue regions within the proteins. As proteins function as

networks of amino acids, motif discovery would expand on the resides in Table 2.2 and allow further

identification of functionally important residue segments.

Key short linear motifs involved with PPIs are on average 3–11 residues long [248, 276]. Within

the scope studied literature the CAproteins do not have a defined length for functional motifs, and as

a result MEME parameters were set to identify motifs 3–20 residues long in order to include motifs

that could be longer than the short linear average. The default MEME motif width is however 50

residues. From the 100 motifs set to be identified by MEME, pairwise correlation analysis using

MAST reduced the dataset to 77 valid motifs. Results presented in Figure S2 represent a heat map

of motif conservation in the human α-CA family expressed as the number of motif sites per total

number of protein sequences. These motifs are numbered according to the MEME output. A value

of 0within theheatmap indicates that themotif does not exist in anyof theprotein sequences, whereas

a value of 1 is indicative of 100%motif conservation in all sequences.

The E-values of motifs in Figure S2 are demonstrated in Table S4. From the data in the table it is

observed that motifs 1–11 have E-values less than 0.001, therefore this subset was selected for further

analysis. As the acatalytic CA isoforms; CA-VIII, CA-X and CA-XI were included in the motif

analysis, discovered motifs are most probably essential to the maintenance of protein stability and

structure, as opposed to biological function. The motif logos showing the amino acid conservation

within the 11 valid CAmotif sequences are shown in Figure 2.5.
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Figure 2.5. Motif logo demonstrating amino acid conservation in each of the valid motif sequences,
and corresponding motif conservation. Adapted from Sanyanga et al. 2019 [66].

Data in Figure 2.5 demonstrates that across all α-CAproteins,motifs 1–6 andmotif 8 are conserved.

Conservation across all human α-CAs suggests that motif residues could be of significant importance

to protein structure and function. Motif 7 and motif 9 are conserved in all CAs except for CA-XV

and CA-XI respectively. Motif 10 is conserved in the catalytic cytosolic CA isoforms (CA-I, CA-II,

CA-III, CA-VII and CA-XIII) and the membrane associated CA isoforms (CA-XII and CA-XIV).

CA-XII and CA-XIV exist as single pass type I membrane proteins comprising of an extracellular

N-terminus and a cytosolic C-terminus [40]. Existence of motif 10 in the cytosolic proteins could

suggest that this motif is involvedwith protein solubility and/or stability within cells. In addition, it is

noted that the acatalytic CA isoforms (CA-VIII, CA-X and CA-XI) do not contain this motif. This

finding suggests that thismotif could alsohave some role in catalytic function. Motif 11 is conserved in
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all cytosolic catalytic α-CA isoforms and in the acatalytic CA-VIII isoform. Conservation in CA-VIII

indicates that as opposed to this motif being essential to catalytic function, it could have a role in

protein stability within the cellular environment.

Figure 2.6. Motif mapping onto the 3D structure of the CA-II, CA-IV and CA-VIII proteins.

Motifs in Figure 2.5 were then mapped onto the 3D protein structures of CA-II, CA-IV and

CA-VIII, and results are presented in Figure 2.6. The individual motifs are colour coded onto the

respective protein. Variant presence on each motif was then analysed to determine the motifs that

the SNVs are located on. Of interest is CA-VIII whereby the green binding site residues (Figure 2.4)

are not located on any motif wheres the C-terminus binding site residues (red colour) are located on
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motif 3. This result is however expected, as CA-VIII has been been compared to other catalytic CAs.

The terminal region is potentially important for binding to ITPR1 and not stability. Additionally,

this could suggest that some of the red coloured binding site residues could be essential for CA-VIII

stability, and this is supported by the residue mapping in Table 2.2. Motif function for each protein

was assigned using the residue mapping data in Table 2.2 since proteins are dynamic in nature the

amino acid residues are in constant communication with one another [18, 277]. The behaviour of

specific residues is affected by the neighbouring residues. Residue mapping to assign motif function

was conducted as follows, using motif 4 that covers CA-II residues 79–98 as an example. Motif

4 contains the Zn2+ coordination residues His94 and His96, and the secondary aromatic cluster

residues Phe93, Phe95 and Trp97. Combining the function of these two residue groups suggests

that motif 4 assists with enzymatic stability and Zn2+ coordination. Data in Table 2.3 presents the

assigned motif functions of the 11 valid motifs. From the results it is noted that motif 3 in CA-IV

covers the omega site for the GPI-anchor therefore this motif could also assist with its attachment.

SNV locations on each motif are also highlighted in Table 2.3. With regards to CA-II, K18E and

K18Q are located on motif 10, H107Y is located on motif 2, and N252D is located on motif 3. The

P236HandP236Rvariants are however locatedbetweenmotif 3 andmotif 8 that are highly conserved.

P236H has been found to have an effect on protein folding [278], and this could be due to an effect

exerted on either of these twomotifs. InCA-IV,N86K is located onmotif 9whileR219C,R219S and

V234I are located onmotif 1. With respect toCA-VIII, E109D is located onmotif 4,G162R is located

onmotif 6 and R237Q is located onmotif 11. It should be noted that although the remaining CA-II,

CA-IV and CA-VIII variants are not located on anymotifs, SNVs could have an indirect effect on the

motifs inTable 2.3. Of the catalyticCAsnoneof the variants are locatedonmotifs essential to catalytic

function with exception to N86K. Results suggest that variants could have a greater influence on CA

stability as opposed to catalytic function. This suggestion is supported by the VAPOR result and
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previous research [119, 125, 131, 271, 278, 279]. SNV effects on stability and catalytic mechanism

were further investigated within this thesis.

2.4 Conclusion

This chapter presents sequence and structural analysis of the CA-II, CA-IV and CA-VIII proteins

which were separated into two main parts, variant identification and CA protein characterisation.

The Ensembl and HUMA databases identified a total of 18 variants (6 CA-II, 6 CA-IV and 6

CA-VIII) associated with phenotype annotations, pathogenic and benign for comparative purposes.

Next CA proteins were characterised. Essential residues to CA-II have been identified through

previous literature. This allowed for the identification of potentially important residues within the

less extensively studied CA-IV and CA-VIII. This is however not without some limitations. Each

CA has adapted to function within its cellular environment therefore some amino acids essential to

this may not be conserved. This obscures potential variant effects as variants are not located on any

residues essential to catalysis or stability within either protein, potentially highlighting at allosteric

mechanisms of action. Motif analysis was employed to identify conserved sequence patterns within

the 16 α-CA family proteins, and investigate whether SNVs were located on these motifs. A total of

11 motifs were identified, and results further highlighted at allosteric SNV mechanisms of action as

not all variants are located on conserved motifs. The lack of essential residue knowledge also greatly

limits the analyses that can be performed with regards to each protein.

In the following chapterwe exploreZn2+ cofactor parameter generation to allow formetalloprotein

molecular dynamics (MD) simulations of proteins to investigate variant mechanisms of action.
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Only those who attempt the absurd can achieve the

impossible.

Albert Einstein

3
Zn2+ Force Field Parameter Generation

Chapter overview

The vast majority of biological processes occurring within cells are facilitated by proteins of which

approximately 30–40% require a metal cofactor for function [280, 281]. The roles of metal ions in

biological functions include; cross linking agents due to the ability to bind numerous ligands, redox

reactions throughmultiple oxidation states, structural roles and substrate activation [282]. As a result

of their importance to catalytic function,metals have to be considered and correctlymodelled prior to

MD simulations as their accuracy is dependent on this. This chapter introduces Zn2+ ion modelling

and force field (FF) parameter derivation forCA-II that will be utilised forMD simulationswithin the

next chapter. The derived FF parameters will govern the manner in which Zn2+ interacts with other

amino acid residues within the CA proteins, and prevent active site escape during MD simulation.
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3.1 Introduction

CA-II and CA-IV are the catalytic CAs that require a Zn2+ cofactor to function, unlike CA-VIII.

The Zn2+ is critical to the hydration of CO2 and dehydration of HCO−
3 . It is therefore imperative to

consider metal ions when preparing metalloproteins for MD simulations.

3.1.1 Force Fields

In MM and MD simulations a FF is defined as the Hamiltonian and set of parameters used to

calculate potential energy [245, 283–285]. These parameter sets include bond lengths, bond angles

and dihedrals between specific groups of molecules, and govern their intra and inter-molecular

interactions [245, 286]. Numerous FF types have been developed, and depend on the respective

molecules including; protein, DNA (deoxyribonucleic acid), RNA (ribonucleic acid), carbohydrates,

lipids and a general FF (for organic molecules) [245]. Although the FFs cover a great number of

biological molecules, even when combined, there are limitations to supported atoms, making FF

parameter derivation necessary for metal cofactors.

3.1.2 Protein Force Fields

Numerous protein FFs exist for the analysis of MM and MD simulations involving these types of

atoms [286]. From these, the most common FFs are:

1. AMBER (AssistedModel Building with Energy Refinement) [287]

2. CHARMM (Chemistry at HarvardMacromolecular Mechanics) [288]

3. OPLS (Optimized Potentials for Liquid Simulations) [289]

4. GROMOS (GROningenMOlecular Simulation) [290]

It should be noted that the FFs above are not ranked, and come bundled with their respective MD

software therefore it is essential to consider compatibility prior to simulations. These protein FFs are
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also not capable of handling metal ion cofactors such as Zn2+ hence custom parameter generation is

necessary. Therefore in addition to compatibility, the ease of custom FF parameter imports should

also be considered when selecting the FF and MD simulation program. The respective FF and

correspondingMD simulation programs have been briefly described below.

TheGROMACS simulation package [291] is capable of implementing the listed protein FFs and is

optimised for performance, however, offers limited flexibility for custom FFs. Schrödinger Desmond

[292] implements OPLS, and although metalloprotein simulations are possible [293, 294], both

Desmond and Epik [295] for Het state generation require a license. AMBER [245] and CHARMM

[296] FFs are each implemented by their respective programs. Both these programs offer support for

custom FFs, but are not optimised as well GROMACS. Through ACPYPE (AnteChamber PYthon

Parser interfacE) [297]AMBERtopologies canbe converted toGROMACS format to take advantage

of the optimisation. Of the previously mentioned programs, Desmond is the only one that comes

with inbuilt support of the CA Zn2+ cofactor. Comparison of the above suggests AMBER to be

most ideal for metal ion modelling and FF parameter generation due to its free license and ability to

port to GROMACS offering excellent customisability [66].

3.1.2.1 AMBER Force Field

In this FF the addition of bonded and nonbonded interaction energy gives the total potential energy

of the molecule [245, 287]. This relationship is presented in Equation 3.1.

Vtotal = Vbonded + Vnonbonded

Equation 3.1. Relationship between total potential energy, and bonded and nonbonded
interactions.

Bonded interactions refer to covalent linkages of atoms including; bonds, angles and dihedrals,
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whereas nonbonded interactions refer to non-covalent linkages such as long range electrostatic and

van der Waals (vdW) forces. The Hamiltonian of the AMBER FF takes on the basic form illustrated

in Equation 3.2. The first three terms refer to the bonded interactions (bond, angle and dihedral

respectively). The fourth and fifth terms denote the electrostatic and vdW interactions respectively.

Molecule forces and velocities are described by the integration of this Hamilton duringMD.

VAMBER =

nbonds∑
i

kr(ri − ri,eq)2 +
nangles∑

i

kθ(θi − θi,eq)2 +
ndihedrals∑

i

ni,max∑
n

Vi,n

2
[1+ cos(nφi − γi,n)]

+

natoms∑
i<j

qiqj
4πεori,j

+

natoms∑
i<j

(
Ai,j

r12i,j
−

Bi,j

r6i,j
)

Equation 3.2. Basic Hamiltonian for potential energy calculations using the basic AMBER force
field.

For the bonded interactions, the i and j represent pairs of atoms. The kr, ri and ri,eq represent the

bond stretching force constant, bond distance and equilibrium bond distance, whereas kθ, θi and θi,eq

denote the angle bending force constant, bond angle and equilibrium bond angle respectively. The

Vi,n, n, φ and γi,n represent the barrier to free rotation, rotation periodicity, dihedral angle and phase

shift. With respect to the nonbonded terms, ri,j denotes the interatomic distance between atoms i and

j. The qi and qi represent atom point charges, whereas εo denotes the dielectric constant. In the final

term representing vdW interactions, Ai, j and Bi, j control potential energy well depth and position

for an atom pair. The relationships between the Hamiltonian terms are illustrated in Figure 3.1.
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r
i,j

r

Figure 3.1. Illustration of the relationship between terms in the AMBER Hamiltonian. Different
coloured spheres indicate various atoms. Solid and dashed lines represent bonded and nonbonded
interactions respectively.

Currently the latest and most improved AMBER protein FF is ff14SB which expands on the older

ff99SB [298] and its modified version (ff12SB) [299, 300]. The ff94 [287] and ff99 [301] FF lacked a

good energy balance between peptide and protein backbones, and helical regions. Glycine backbone

parameters were also incorrectly treated, and helical systems were over-stabilised by ff94 FF variants

[302]. The ff99SB was introduced to correct these short comings and again later improved in ff12SB.

These FFs however still contained limitations to side chain dihedral and backbone parameters [303],

which were were subsequently improved in the ff14SB forcefield thereby increasing accuracy and

reproducibility.

3.1.3 General AMBER Force Field

The general AMBER FF (GAFF) includes a set of parameters for organic molecules such as ligands.

TheAMBERprotein FFs cannot accommodate ligands therefore an additional set of FF parameters is

required. The two main FF that were developed to handle most pharmaceutical molecules are GAFF

andGAFF2 [304]. GAFF contains parameter set for at least 50 special atom types [245, 304]. Carbon

(C), hydrogen (H), nitrogen (N), oxygen (O), phosphorus (P), sulphur (S), fluorine (F), chlorine
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(Cl), bromine (Br) and iodine (I) make up the organic chemical space. GAFF2 was created as an

improvement for GAFF and reduces RMS errors by approximately 50% improving reproducibility.

The combination of the ff14SB and GAFF FFs allows AMBER to cover complex protein systems

and the FFs do not cause any conflicts.

3.1.4 Extending the AMBER Force Fields

Although combination of the ff14SB and GAFF offers great support for complex protein systems, it

lacks parameters for the metallic cofactors. To facilitate MD of metalloproteins, the AMBER FFs

require extending to add support for Zn2+. Parameters developed for a specific coodination geometry

such as tetrahedral can be inferred onto other metalloproteins of similar coordination geometry thus

extending the FF.

As parameter sets include bonded and nonbonded terms (Equation 3.1), there are three main

models of extending the AMBER FF. [247, 305, 306]. These are described below:

1. Bonded model: The bonded model involves the definition of explicit bonds between the
metal ion and ligands and treating them as covalent bonds. Nonbonded potentials via the
determination of formal or quantum mechanically calculated charges are usually added to
this model. Coordination number and ligand changes cannot be simulated using this model
though.

2. NonbondedModel: In this model all interactions between the metal and coordinating ligands
are treated as nonbonded. Oxidation state is used to refer to metal ion charge. These
interactions are described by the 12-6 and 12-6-4 Lennard-Jones (LJ) parameters. Both
parameters offer excellent transferability frommonovalent atoms to tetravalent ions [305, 307,
308]. Multiple binding modes can be accommodated by the nonbonded model giving it an
advantage over the bonded module.

3. Cationic dummy atom model: Within this model, covalent bonds between the metal and
coordinating atoms aremimicked through the placement of charges or dummy atoms between
the metal ion and ligands. The numerous empirical parameters involved with this model
indicates that it requires high intricacies during parametrisation.

Upon comparison of the models it is worth noting that nonbonded terms are associated with long

range electrostatics and vdW forces therefore the metal ion may not be held firmly in place during
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MD and could escape. Within the bonded model the metal ion is less likely to escape. As no catalysis

or changes to Zn2+ coordination occur within the nanosecond (ns) time scale usually simulated, the

bonded model is the most ideal metal ion modelling for AMBER FF extension.

3.1.4.1 Metal Center Parameter Builder

Metalloprotein molecular models can be efficiently constructed, prototyped and validated using the

Metal Center Parameter Builder (MCPB) program [247, 309]. MCPB is capable of building over

80 metalloprotein models through implementation of the bonded model [309]. In addition to

AMBER, parameter sets generated by MCPB also fit the FF functional form of CHARMM. The

parametrisation process uses ab initio calculations to determine AMBER-like FF parameters for the

first metal coordination sphere in two broad main parts summarised in Figure 3.2. Bonded term (r

and θ) parameters are initially determined. Metal-ligand torsion barriers are however lower than kT

(where k is the Boltzmann constant and T the temperature), therefore dihedrals are omitted [247,

309]. Secondly, the electrostatic term point charges are obtained. Since most metals are buried

within proteins, LJ parameters are also not parametrised. Electrostatic interactions tend to be more

important than the vdW type.
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Force constant determination kr and kθ can be performed using either one of two methods:

• Z-Matrix method

• Seminario method

Both of the above methods make use of a Cartesian Hessian matrix to attain a balance of accuracy

and speed during parametrisation. Within the Z-matrix method kr and kθ are calculated from the

CartesianHessianmatrix, whereas the Seminariomethod [310] calculates the FF force constants using

submatrices of the Cartesian Hessian Matrix [247, 310]. Both methods take on the basic equations

indicated below. The Hessian is represented by [k] which is a tensor of dimensions 3N × 3N and

rank 2, and represents the intramolecular FF to second order of small molecule displacements (δ x) as

illustrated in Equation 3.3. The [k] can be obtained by ab initio programs such as Gaussian 09 (G09)

[311]. Force constant calculation is performed through the use of second derivative of energy with

respect to coordinates in the form of a Cartesian Hessian matrix (Equation 3.4).

δF = −[k]δx

Equation 3.3. δx displacement of a molecular systems N atoms giving rise to force δF.

[k] = kij =
∂2E
∂xi∂xj

Equation 3.4. Cartesian Hessian matrix calculation.

Fi = −[k]v̂iδd = −λiv̂iδr

Equation 3.5. Eigen analysis of k to determine force constants, eigenvalues λi and eigenvectors v̂i.

Force constants, eigenvalue (λi) and the eigenvectors (v̂i) are provided by the eigen analysis of k

(Equation 3.5). The v̂i also represents the normalmodes. If the v̂i and δ r (magnitude of displacement)

share the same direction, the reaction force (Fi) will always act anti-parallel or parallel. Due to the large
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number of individual elements in [k], its direct use during MD simulation may be unmanageable.

The number of terms can be reduced by relating the FF to the internal coordinates, giving rise to the

Hamiltonian in Equation 3.6. The r, θ,φ andω represent bonds, angles, dihedral angles and improper

dihedrals (out of plane).

V =
∑
bonds

1
2
kr(r− req) +

∑
angles

1
2
kθ(θ− θeq)2 +

∑
dihedrals

1
2
kφ(φ− φeq)

2

+
∑

impropers

1
2
kω(ω− ωeq)

2

Equation 3.6. Potential energy function resulting from the relation of force field to internal
coordinates.

The Z-matrix or Seminario derived parameters are then imported and analysed by MCPB and the

respective bonds and angles assigned their values [309]. The Merz-Singh-Kollman (MK) [312] and

restrained electrostatic potential (RESP) [313–315] methods are used to calculate the partial charges

of the metal centre and the surrounding atoms. The vdW atomic radii are however obtained from

literature. The MK-RESP method is preferred as it allows for the adjustment of charges in four

methods [247] namely:

1. ChgModA: All ligating residue charges can be changed

2. ChgModB:Backboneheavy atom (C,CA,N,O) charges are restrained to those in theAMBER
ff94 FF

3. ChgModC: Backbone atom (C, CA, H, HA, HN, N, O) charges are restrained to those in the
AMBER ff94 FF

4. ChgModD: The CB atoms are also restrained in addition to all backbone atoms

Compared to the Z-matrix method, the Seminario method does not define internal coordinates

thereby offering it an advantage over the Z-matrix method. The combinations of the Seminario and

either theChgModB orChgModD gives the best results in that order [247]. As a result the Seminario

ChgModB approach was preferred for this thesis.
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After parametrisation minimisation techniques are used to verify FF stability. It should be noted

that custom residue names are given to the parametrised residues to avoid conflicts with the built in

FFs.
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3.2 Methodology

This section explains the Zn2+ metal ion modelling of CA-II to extend the AMBER ff14SB FF

parameter set to include the Zn2+ cofactor. The preparation was performed using scripts bundled in

together withAmberTools17 [245]. The parametrisation,MMandQMcalculationswere performed

usingG09 [311]. This was necessary as Zn2+ is important for the catalytic functions of CA and needs

to be maintained within the active site.

3.2.1 Protein Preparation

Uploading of crystal structure 2VVA to the H++ server [316] for protonation produced errors and

crashes on the server that could not be solved via renumbering or remodelling using MODELLER.

As a result, this protein could not be selected as the template formetal parametrisation. An additional

template 4WL4 (HHHX coordination geometry) of resolution 1.1 Åwas therefore selected from the

previously generated environment and summary files (see subsubsection 2.2.4.1), and downloaded.

To the downloaded 4WL4 crystal structure, all HETATMS excluding the coordinating H2O and

Zn2+ were removed. The remaining ATOM records, coordinating H2O and Zn2+ HETATMs

were then separated into three new PDB files using awk scripting. The extracted ATOM records

where renumbered using pdb4amber to correct the inconsistent numbering caused by the missing

residue 126. The renumbered PDB file was then uploaded to the H++ server for protonation. The

protonation was set at pH 7.0 with a system salinity of 0.15 M. The external and internal dielectric

were set to 80 and 10 respectively. After protonation, AMBER topology and coordinate files (*.top

and *.crd) were then downloaded from the server. TheH++ server will generate an error if theATOM

sequence contains missing residues, or if the protein structure is already protonated. All HETATMs

within the PDB file are also removed during protonation.

The downloaded AMBER topology files were then processed using ambpdb to generate a
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protonatedPDBfile ofCA-II. The separateZn2+ containingPDBfilewas then concatenated together

with the protonated CA-II PDB and the complex saved separately. The protonation state of the Zn2+

ligandswas then visually inspectedusing SchrödingerMaestro [253] to ensure that the residues;His94,

His96 and His119 were in the correct protonation states (HID, HID, and HIE respectively). If not,

the erroneous atoms were deleted and resultant structure saved.

3.2.2 Zn2+ Parametrisation

Metal ion parametrisation was performed using the Seminario and ChgModB methods. To the

correctly protonated structure,MCPB [309]was used to detect all atomswithin 2.5Åof theZn2+ and

generate the G09 input files (*opt.com, *fc.com and *large.com). The *.opt, *fc and *large.com files are

important for the optimisation, force constant andMK-RESP charge calculation respectively during

QM. GaussView 5 (GView 5) [317] was used to visualise the generated input files to ensure that all

coordinating residues were identified, and within the correct orientation. The input files were then

opened using a text editor and the “%MEM” and “%NProcShared” directives manually changed to

10 000MB and 72 respectively. QM calculations using the G09 B3LYP/6-31G basis set on 192 CPU

cores was then performed at the CHPC (Center for High Performance Computing) cluster, Cape

Town South Africa.

After optimisation, the resulting *.log files and intermediate geometries were visualised using

GView 5 to ensure that no bond breakage had occurred and that optimisation was complete. The

formchk commandwas then used to generate the final *.fchk files using the optimisedG09 check point

file (*opt.chk). MCPB was utilised to calculate the bond lengths, angles and dihedrals between Zn2+

and the coordinating atoms, and to derive the final FF parameters for Zn2+ which were written out

to a parameter modification file (*.frcmod). MCPB additionally generates *.mol2 files containing the

atoms and associatedRESP charges for each of the coordinating atoms to complement the parameters

(His94: HD1.mol2; His96: HD2.mol2; His119: HE1.mol2).
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3.3 Results andDiscussion

Due to the importance of Zn2+ in CAs, metal ion parametrisation was performed to extend the

built-in FFs and add metal ion support. Parametrisation would also be invaluable to DRN analysis

as variant presence could have an effect on the metal ion and coordinating residues which was

investigated in Chapter 4.

QM optimisation of the first Zn2+ coordination sphere completed in 87 steps. Results from the

optimisations are presented in Figure 3.3, and data demonstrates that the system converges and no

changes to total energy occur within the last 10 steps. The optimised structures at each step during

geometry optimisation were then manually inspected across all 87 steps for errors. No evidence of

bond breakage between Zn2+ and the coordinating residues was observed and in addition, the metal

ion remained coordinated in the correct orientation over all steps suggesting that the derived FF

parameters were accurate. Within Chapter 4, MD was used to further investigate whether derived

parameters would be able to maintain the Zn2+ within the active site.

Figure 3.3. Geometry optimisation of the first Zn2+ coordination sphere during metal ion
parametrisation Gaussian QM calculations.

After ensuring accurate optimisation, bond length, angle and dihedrals were then calculated using

MCPB and results are presented in Table 3.1. Generated MCPB parameters were compared to those

calculated in 2006 by Harding [246], and 2013 by Bernadat et al. [318]. Bond length measurements

between Zn2+ and coordinating residues were within the reported threshold of His < 2.03 Å and

H2O< 2.18 Å [246, 247]. Calculated bond angles were also similar to previous findings [318].
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Table 3.1. Zn2+ non-bonded, bonds, angles and dihedral parameters derived within this study.
Kb: bond force constant; Kθ: angle force constant; Rmin: vdW radius; ε: LJ potential well energy.
Adapted from Sanyanga et al. 2019.

Non-bonded:

Atom Rmin (Å) ε (kcal/mol)
M1 1.40 0.02
Y1 1.82 0.17
Y2 1.82 0.17
Y3 1.82 0.17
Y4 1.77 0.15

Bonds:

Bond type Kr (kcal/mol/Å2) Bond length (Å)
M1-Y4 41.20 2.12
Y1-M1 91.70 1.98
Y2-M1 94.30 1.98
Y3-M1 93.00 1.98

Angles:

Angle type Kθ (kcal/mol/radian2) Equilibrium angle degrees (θ)
CC-Y3-M1 56.44 127.30
CR-Y1-M1 38.97 125.70
CR-Y2-M1 53.67 127.46
M1-Y1-CV 39.62 128.05
M1-Y2-CV 54.89 126.22
M1-Y3-CR 54.18 125.48
M1-Y4-HW 44.55 122.59
Y1-M1-Y2 39.89 116.07
Y1-M1-Y3 37.44 115.90
Y1-M1-Y4 31.02 101.10
Y2-M1-Y3 36.29 114.63
Y2-M1-Y4 36.83 105.42
Y3-M1-Y4 30.04 100.62

Dihedral:

Definition Divider Barrier (kcal/mol) Phase degrees (θ) Periodicity
X -CC-Y3-X 2 4.80 180.0 2.0
X -CR-Y1-X 2 10.00 180.0 2.0
X -CR-Y2-X 2 10.00 180.0 2.0
X -CV-Y1-X 2 4.80 180.0 2.0
X -CV-Y2-X 2 4.80 180.0 2.0
X -Y3-CR-X 2 10.00 180.0 2.0
CX-CT-CC-Y3 1 0.05 180.0 -4.0
CX-CT-CC-Y3 1 0.74 0.0 -3.0
CX-CT-CC-Y3 1 0.20 0.0 -2.0
CX-CT-CC-Y3 1 0.69 0.0 1.0

M1: Zn; Y1: His94 NE2 (epsilon nitrogen); Y2: His96 NE2 ((epsilon nitrogen)); Y3: His199 ND1 (delta
hydrogen); Y4: O (H2O);CC:CG (gamma carbon);CR:CE1 (epsilon carbon);CV:CD2 (delta carbon)
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The 3D spatial locations of the parameters and atoms reported in Table 3.1 are illustrated in

Figure 3.4, and show the relationship between Zn2+ and coordinating atoms within 3D space. The

charges of each atomwithin the coordination sphere were then evaluated for accuracy by comparison

to literature. Figure 3.4 also shows the calculated atom MK-RESP charges, rounded up to two

decimal places. Results in Figure 3.4 demonstrate that Zn2+ has a charge less than +1, whereas

His94 (NE2/Y1), His96 (NE2/Y2) and His119 (ND1/Y3) to have atomic charges of−0.09,−0.03

and −0.16 respectively. Calculated charges show agreement with those previously determined in

2013 by Bernadat et al. [318] whereby Zn2+ was found to have a charge smaller than +1, while the

coordination N atoms on His94, His96 and His119 contained lower negative charges in comparison

to their standard charges [318]. The generated CA-II *.frcmod file to be used to export parameters is

also presented in Listing S1.

His94

His96

His119

H2O

Figure 3.4. MK-RESP charges calculated for Zn2+ and coordinating atoms. M1: Zn; Y1: His94
NE2 (epsilon nitrogen); Y2: His96 NE2 (epsilon nitrogen) Y3: His199 ND1 (delta hydrogen); Y4:
O (H2O);CC:CG (gamma carbon);CR:CE1 (epsilon carbon);CV:CD2 (delta carbon).
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3.4 Conclusion

Traditional MD FF are not capable of handling simulations involving metalloproteins, and as a result

cofactors escape the proteins. The AMBER ff14SB FF was extended by the generation of Zn2+ FF

parameters for MD simulations. Additionally these parameters are required in an easily exportable

and customisable format. Generated parameters held the Zn2+ cofactor in place during optimisation

and could potentially allow for the investigations of potential effects SNVs could have on Zn2+ and

coordinating atoms within the CA-II and CA-IV proteins.

In the next chapter MD simulations were used to validate the generated FF parameters and

investigate whether they are capable of maintaining the cofactor within the active site. Simulations

are also used to investigate variant effects on the respective CA proteins.
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A man who views the world the same at fifty as he did at

twenty has wasted thirty years of his life.

Muhammad Ali

4
Effects of Variants on the Structure and

Function of CA-II, CA-IV and CA-VIII

Chapter overview

Bioinformatic approaches such as MD offer a cost effective and accurate means to understand the

structure and functions of proteins compared to experimental analysis. Improvements to FFs defining

how atoms interact with one another have improved the efficacy of MD simulations and optimised

them to closely resemble experimental outputs. Wet laboratory analysis is still however required

to confirm and validate MD simulation findings. Unusually, even where experimental analysis

is available, the mechanism or changes to protein structure or function associated with a specific

phenotype may not easily be decipherable highlighting the need for in-silico analysis. Within this
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chapter, MD simulation was used to validate the previously generated FF parameters. Additionally,

MD simulation in-conjunction with principal component analysis (PCA) and dynamic residue

network analysis (DRN) was also used to identify variant associated changes to the structure and

function of CAs and investigate the pathogenesis of CA deficiencies.

4.1 Introduction toMolecular dynamics

MD is a technique involved with analysis of the physical motions of atoms in order to simulate

(mimic) the transformations undergoing a protein as if it were in a natural biological system. The

macromolecular structure governs molecular interactions which are essential for biological function

therefore an initial protein model is required for the process [319]. TheHamiltonian in Equation 3.2

determines the forces that atoms exert on each other, with Newton’s laws determining their effect

on atomic motion over discrete time steps of less than a few femtoseconds, during the simulation.

Newtonian laws also allow for the determination of atom positions and velocities during simulation

[320]. During simulation long range electrostatic interactions are handled by the particle-mesh Ewald

(PME)method [245, 321, 322], whereas a continuummodel is used to estimate vdW interactions. In

biological cells, protein atoms are always in constant motion as withMD.

TheNewtonian second law ofmotion factored into protein dynamics is presented in Equation 4.1.

The F, m and a represent the force, mass and the acceleration of an atom. From Equation 4.1

acceleration is the first derivative of velocity, whereas velocity is the derivative of position. Simulations

can either be all atomistic or coarse grained depending on computational resources available [320, 323,

324]. All atom simulations do however offer higher accuracy and reproducibility [325, 326].

F = ma

Equation 4.1. Newtons second law of motion.

For accurate MD analysis the protein environment (solvation representation) is of significant
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importance to accuracy and reproducibility. The solvent system will have an effect on how various

atoms interact with each other during the simulation, thereby having an effect on the potential energy

(Equation 3.6). The three main types of solvation include:

1. In-vacuo: MD is performed in vacuum

2. Implicit solvation: Solventmolecule effects are estimatedby theFF andmathematical equations

3. Explicit solvation: Solvent molecules are represented explicitly from the protein molecule.
Periodic boundary conditions (PBCs) within a simulation box are used to main the protein
and solvent. To facilitate continuous simulations, a molecule exiting the box on the left side
re-emerges on the right

From the solvent representations listed, it should be noted that the selected FF should

complement the desired environment. Explicit solvation offers the best reproducibility but is

however computationally expensive. In the case of insignificant computational resources, the other

representations can be selected for MD. Through MD, relationships between protein structure and

function can be found at the residue level offering an additional dimension to experimental analysis

[320]. This makes MD incredibly useful for investigations into variant associated changes to protein

structure in order to determine disease pathogenesis.

4.1.1 Principal Component Analysis

As MD computes large complex datasets of the changes a protein undergoes during simulation, this

makes analysis of all variables and their relationships to each other difficult to interpret. Principal

component analysis (PCA) is a statistical procedure used to reduce the dimensions of large complex

(multidimensional) datasets to enhance interpretability [327]. The dimensionality reduction is

performed with minimal loss to information.

PCA is used to extract the protein’s most dominant modes of motion from the simulation

trajectory, and is performed on themolecule’s mass-weightedCartesian coordinates [328–330]. Prior

to internal motion analysis, the overall global and translational motion have to be removed from the
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trajectory which is mainly achieved through alignment of the trajectory to a reference structure and

applying a least squared fit [245, 330, 331]. A covariance matrix of 3N× 3N elements, describes the

correlatedmovement of a protein withN atoms (Equation 4.2). The ⟨ ⟩ represent the mean across all

sampled conformations, and r describes the mass weighted Cartesian coordinates. The σij defines the

covariance between the i and j coordinates.

σij = ⟨(ri − ⟨ri⟩)(rj − ⟨rj⟩)⟩

Equation 4.2. PCA covariance matrix calculation.

When the covariance matrix is diagonalised, this results in 3N eigenvectors and eigenvalues [328].

These account for the modes and amplitudes of the motions. Eigenvectors are the data projections

of the principal components and indicate the direction of motion, whereas eigenvalues describe the

variance and energies of each eigenvector. Time-dependent motions of each component are then

obtained by projecting coordinates along each eigenvector [332]. The first principal component

(PC1) shows the largest variation, whereas while PC2 shows the second-most, and PC3 the least

variation.

4.1.2 Dynamic Cross Correlation

During simulations, MD analysis is involved with the movement of the respective protein atoms

during simulation. Dynamic cross correlation (DCC) measures the degree to which these protein

atoms move together (the correlation of their movement) [277]. DCC is calculated according to

Equation 4.3.
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Cij =
⟨Δri · Δrj⟩√

⟨Δr2i ⟩ ·
√
⟨Δr2j ⟩

Equation 4.3. Determination of residue dynamic cross correlation.

TheΔri, ⟨⟩ represent the displacement of atom i from its average position and average time over the

entire trajectory respectively. DCC values of−1, 0 and 1 indicate; anti-correlation (residues moving

in different directions), no-correlation (the movement of a residue as no effect on the movement

of another residue) and correlated (residues are moving in the same direction) residue movement

respectively.

4.1.3 Dynamic Residue Networks (DRN)

Since proteins are networks of interacting residues working in unison to maintain protein structure

and function, DRN analysis is involved with investigations into the changes of these residue

interactions over theMD simulation. It is calculated using theMD-TASK suite [277]. DRN analysis

is divided into three main areas of analysis:

1. Weighted contact maps

2. Average shortest path (L)

3. Betweenness centrality (BC)

Analysis of the above is especially useful in the study of the effects of SNVs on protein structure and

function as variant presencemay disrupt key interactions essential for themaintenance of stability and

function, thereby resulting in a particular phenotype. Proteins could also change residue interactions

to compensate for the presence of variants. Topredict residue interactions, pairwise distances between

all Cβ (Cα for glycine) atoms are evaluated. Each protein residue represents a node within the network

(DRN) [277].
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4.1.3.1 Weighted Contact Maps

Weighted contactmaps are calculated usingMD-TASK and showhow frequently two residues within

a protein interact over an MD trajectory [277]. Variant presence may have effects on the interaction

frequency/weighted interactions between two residues making it invaluable for variant associated

analyses [18, 66].

4.1.3.2 Average Shortest Path

The accessibility of a specific residue (protein node) is defined by L. It is computed by the division of

the total number of shortest paths to that specific node by the total number of nodesminus one [277].

Its calculation is represented in Equation 4.4.

α =
∑
s,t∈V

d(s, t)
n(n− 1)

Equation 4.4. Calculation of average shortest path.

The V, d(s,t) and n represent the set of nodes in the network, the shortest path from s to t and

the total number of nodes within the network respectively [333]. Increases to L denote decreases to

residue accessibility, whereas decreases to L are indicative of increases to residue accessibility.

4.1.3.3 Betweenness Centrality (BC)

The importance of a residue to protein communication is defined by theBC. Thismetric is computed

by measurement of the number of shortest paths passing through a specific node interlinking

numerous nodes to others. Equation 4.5 illustrates how to calculate BC.

CB(v) =
∑
s,t∈V

σ(s, t|v)
σ(s, t))

Equation 4.5. Determination of the betweenness centrality of a specific residue.
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TheV, σ(s,t) and σ(s,t|v) denote the network nodes, number of shortest (s,t) paths and the number

of those paths passing through node v other than s,t [333] respectively. Higher values of BC are

indicative of more frequent communication of a specific residue within the DRN. More frequently

communicating residues are regarded as being associated with higher usage in a protein and are more

important for function and/or stability within the protein.
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4.2 Methodology

4.2.1 Protein Preparation

Prior to MD simulation, the Schrödinger Maestro [253] Protein Preparation Wizard implementing

PROPKA [257] was used to protonate the CA-II, CA-IV and CA-VIII proteins at a pH of 7.0

[334, 335]. To the CA-II and CA-IV proteins, the protonation states of the Zn2+ coordinating

residues (see Table 4.1) were then verified to ensure that the first two coordination His ligands in

both proteins were in the HID protonation state, with the final His coordination residue in the HIE

protonation state. A combination of LEaP modelling [336] and manual file modification was then

used to export the previously generated FF parameters (see Chapter 3) to add Zn2+ support to the

AMBERff14SB FF as follows. To the respective PDBfiles for eachWT and variant CA-II andCA-IV

protein, the primary Zn2+ coordination residue names weremodified to that of the respectiveMCPB

(metal center parameter builder) identifier as illustrated in Table 4.1. MCPB was used during metal

ion parametrisation (Chapter 3). His94CA-II and His115CA-IV were edited to HD1, His96CA-II and

His117CA-IVmodified toHD2, andHis119CA-II andHis140CA-IV edited toHE1 each. The ZN residue

name was also modified to ZN1, and the coordinating water renamed toWT1.

Table 4.1. Residue renaming for parameter export in the CA-II and CA-IV protein coordination
residues. MCPB refers to the metal center parameter builder.

CA-II CA-IV

Residue MCPB identifier Residue MCPB identifier

His94 HD1 His115 HD1
His96 HD2 His117 HD2
His119 HE1 His140 HE1
ZN ZN1 ZN ZN1
HOH WT1 - -

After the residue name modification, protein topologies were generated for MD simulation using

LEaP separately. Listing S1 and Listing S2 show an example of the custom FFs and LEaP input used
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together. Residues were set to use the AMBER ff14SB FF [303], whereas non standard residues

were set to use the gaff2 FF [304]. BCT and CO2 are non-standard residues therefore support for

these molecules was also added. This was achieved by calculating the AM1-BCC charges for each

molecule using antechamber [337] for the gaff2 atom type through the use of the AmberTools17

built-in quantum chemistry program sqm. Generated *.mol2 files containing the charge for each atom

were thenprocessed using parmchk2 to generate the respective *.frcmodfiles containing parameters for

each molecule. The respective *.mol2 files for BCT and CO2 were then added to the LEaP program

along with the generated *.frcmod files to extend the FFs to adequately support BCT and CO2.

As the coordinating residue names for the primary Zn2+ coordination spheres inCA-II andCA-IV

weremodified, and their respective *.mol2 files generated byMCPBhad custom atomnames (M1; Y1;

Y2; Y3 and Y4, see Table 3.1 and Figure 3.4), these atom types weremanually added to LEaP. This was

then followed by the addition of their respective *.mol2 files identifying the HD1, HD2, HE1 and

ZN1 PDB residue names. Since HD1, HD2, HE1 and ZN1 constitute non-standard residues not

recognised by LEaP, bonds to the ZN1 by the coordinating atomsweremanually specified to let LEaP

know that these atoms were connected.

AMBER topologies were then solvated using the TIP3P water model as a solvent in a cubic

box of 10 Å cut-off distance (distance between protein molecule and box). The system was then

neutralised using Na+ and Cl− counter-ions. ACPYPE was used to convert the AMBER topology

files to GROMACS [291] topologies (*.gro and *.top files). Conversion of AMBER topologies using

ACPYPE allows the porting of all previously generated parameters includingMCPB, LEaP, solvation

and cubic box dimensions to GROMACS. To the generated *.top file, total protein charge (qtot) was

manually inspected to ensure that the net charge was 0.00. This was confirmed through comparison

of qtot with the quantity of counter-ion added to ensure correct neutralisation.
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4.2.2 Molecular Dynamics

The previously generated protein topologies were now ready forminimisation. MD simulations were

set up for all 35 protein systems (21CA-II, 7CA-IV and 7CA-VIII). Protein energyminimisationwas

performed using the steepest descent algorithm, and set to terminate when the system had converged

and an Fmax (maximum force) of 1 000 kj mol−1 nm−1 had been attained. Minimised structures

were the subjected to temperature (NVT ) and pressure (NPT ) equilibration. NVT andNPT were

performed by constraining all bonds through the use of the LINCS algorithm. The Particle Mesh

Ewald (PME) coulomb type was set for long-range electrostatics in-conjunction with the modified

Brenson thermostat. The NVT ensemble was performed at a temperature of 300 K for a period of

100 ps. Once equilibrated the NPT ensemble was performed using the Parinello-Rahman barostat

algorithm [338] until the system stabilised at a pressure of 1 bar. The CHPC Cluster in Cape Town

was used to perform MD simulations using a combination of 10 CPU cores and one Nvidia Tesla

v100 GPU for a 200 ns duration. A 2 fs time integration step was also set. Coordinates were written

to file over 10 ps intervals.

4.2.3 Molecular Dynamics Trajectory Analysis

After MD simulation, the proteins were centred within the simulation box and periodic boundary

conditions (PBCs) removed. All watermolecules were also stripped using cpptraj [339]. The resulting

trajectory was visualised using VMD [340] to ensure that the Zn2+ ion was maintained within the

active site and the systemadhered to the set parameters. PDBfiles at the start and endof the simulation

were also generated for analysis. Root mean square deviation (RMSD), root mean square fluctuation

(RMSF) and the radius of gyration (Rg) of the protein α-carbons were then calculated using cpptraj.
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4.2.3.1 Proton Shuttle Analysis

As the CA-II and CA-IV proton shuttles are essential to catalysis, the proton shuttle behaviour was

evaluated during MD simulation. Catalytic CA proton shuttles were analysed through structural

clustering using the average-linkage method [341–343] and the hierarchical agglomerative (bottom

up) algorithm implemented by the cluster command of cpptraj. A total of four conformational

clusters were set to be generated. These would allow for the inclusion of the “in” and “out” His64

conformations, and other unexpected conformations including imidazole ring flips. The clustering

was performed for every four frames. Conformationswere set to be clustered using the following three

criteria; distance between His64 ND1 atom and the Zn2+, angle between His64 CB, CG atoms and

the Zn2+, and dihedral angles betweenHis64N,CA,CB andCG atoms (chi1), andCA,CB,CG and

ND1 (chi2). Representative structures from each cluster were also set to be generated.

4.2.4 Dynamic Cross Correlation (DCC)

The extent towhich theWTandvariant protein residuesmove togetherwas calculatedusing thedcc.py

script of the MD-TASK suite [277]. The correlated residue motions of the Cα atoms of the proteins

over the MD simulation are presented as a heat map showing residue correlation.

4.2.5 Dynamic Residue Network Analysis

DRNanalysis was performed to analyse changes occurring to theCA-II, CA-IV andCA-VIII protein

networks due to SNV presence usingMD-TASK [277]. Calculations were performed every 100MD

simulation frames using a cut-off of 6.7 Å for Cα-Cα node interaction [344].

4.2.5.1 Weighted Contact Map Analysis

The MD-TASK script contact_map.py was used to determine changes to residue-residue interactions

between the SNVs and neighbouring residues over the 200 ns simulation. The interaction changes
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at each SNV location were then compared to corresponding WT residue to observe short-range

interaction differences. Gnuplot [345] was used to generate a heat map showing the degree of

weighted interaction changes for each residue during MD.

4.2.5.2 Average Shortest Path (L)

The calc_network.pyMD-TASK script was used to calculate L for the WT and variant proteins every

100 MD frames. The calculated L for each protein was then averaged across all selected frames to

obtain averageL. Unity-based normalisation on a scale of 0 to 1, was then performed for eachWT and

variant CA protein group (21 CA-II; 7 CA-IV and 7 CA-VIII) separately, to normalise all respective

WT and variant proteins onto the same scale and generate average normalised L. The ΔL showing

accessibility changes between the WT and variant proteins was then calculated by subtracting the

average normalised L of the WT and variant proteins (WT− variant).

4.2.5.3 Betweenness Centrality (BC)

Similar to L, residue BC of the WT and variant proteins was determined using the calc_network.py

script of MD-TASK. Residue BC was averaged across all selected MD frames to obtain average BC.

EachWT and variant CA protein group BC was then normalised separately on a scale of 0 to 1 using

unity-based normalisation to get respective data onto the same scale and calculate average normalised

BC. WT and variant average normalised BC was then subtracted (WT− variant) to determine ΔBC

to compare changes betweenWT and variant proteins.

4.2.6 Principal Component Analysis (PCA)

PCA was performed to analyse the 3D structural changes occurring to the CA proteins as a result

of variant presence [331]. An RMS best-fit to the first structure was applied to each CA protein

to remove global rotational/translational motion. All heavy atoms (excluding hydrogen) were used
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to calculate the coordinate covariance matrix of the WT and variant protein structures. Respective

eigenvectors and eigenvalues were then obtained by diagonalising the matrix. Along each eigenvector,

variant coordinates were projected to obtain each trajectory sets separate projections. Normalisation

was applied to the first twoprojections, and data plotted to obtain a graphical representation of PC1 vs

PC2 using the cpptraj hist command. The hist command was also set to also calculate the Gibbs Free

Energy at 300 K associated with PC1 and PC2. An example of the PCA script utilised is presented in

Listing S3.
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4.3 Results andDiscussion

4.3.1 Variant Presence Is AssociatedWith Conformational Changes To the Global Structure of

CAs

MDsimulationswereperformed for 35protein systems; 21CA-II structures (7 apo, 7BCTand7CO2

bound), 7 CA-IV and 7 CA-VIII structures for 200 ns each (77.60 CPU hours). Variant-associated

changes to the global structure of the proteins were then analysed using the RMSD, PCA and Rg.

For CA-II and CA-IV proteins, the Zn2+ remained in place during the MD simulation indicating

successful parametrisation. Results in Figure 4.1 demonstrate the average distance between Zn2+ and

coordinating residues during MD. Data illustrates that the Zn2+ maintained the same distance from

its ligands, and bond angles were close to those presented in Table 3.1. This strongly suggests that

parameters were valid and accurate.
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Figure 4.1. Parameter validation presenting bond distances during MD between Zn2+ and
coordinating atoms, and angles of: M1–Y1–CR (His94); M1–Y2–CR (His96); M1–Y3–CC
(His119) andM1–Y4–HW (H2O) duringMD simulation.
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4.3.1.1 RMSDAnalysis

In Chapter 2, VAPOR analysis (Table 2.1) predicted variant-associated stability reductions to protein

structure. As a result, RMSDdifferences were expected between proteins. Across allMD frames,WT

and variant protein systemRMSDswere calculatedusing cpptraj and results are presented in Figure S3.

Data in Figure S3 suggests that the SNVs presence in CA-II could have a subtle effect to protein

structure as evidenced by lack of drastic changes toRMSD.To observe the discrete changes toRMSD

occurring duringMD simulation, RMSDdistributions demonstrating sampled conformations of the

WT and variant proteins as the Kernel density estimate (KDE) were calculated, and results are shown

in Figure 4.2.

The KDE is a statistical procedure that is non-parametric in nature and utilised to calculate the

probability density function (PDF) of a variable. KDEs share a close relationship with histograms

but however, have the added advantage whereby, there is no informational loss occurring during

calculation as a result of binning which is a feature observed in histograms [346, 347]. The

distribution shape and spread of the data is also easier to understand due to the data smoothing

implemented in KDEs [346, 347].

4.3.1.1.1 CA-II

From the data in Figure 4.2, the width of the distribution represents the number of sampled

conformations during MD, whereas peaks describe the most sampled protein conformation. The

y-axis can be thought of as the frequency of conformational sampling during MD. Distributions

sampling numerous conformations in relation to the WT protein could be indicative of potential

instability within the variant. Results in Figure 4.2 separately compare each CA-II protein system

(apo, BCT and CO2). Even though RMSD distributions between theWT and variant proteins show

minor differences, in 2004 research by Almstedt [271] discovered that residue displacements as small
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as 0.30–0.40 Å are capable of destabilising the structure of CA-II.
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Figure 4.2. RMSD distributions of the WT and variant CA-II protein systems. Average RMSD for
each plot is presented as a dashed line on each plot of the corresponding colour.

The average RMSDs of the CA-II proteins are presented in Figure 4.2 as dashed lines of

corresponding colour on each plot. Data highlights that not all average RMSDs coincide with the

peaks of eachplot, therefore direct comparisonof structures using averageRMSDswas not performed.

The distribution size and shapes were compared instead.

Analysis of the apo proteins in Figure 4.2 shows that H107Y has the greatest structural overlap

with the WT protein, while K18E shows the greatest structural differences. Variants K18E and

P236R sampled the greatest number of structural conformations duringMD evidenced by the wider

distribution bases. When BCT is bound to CA-II, P236H shares the greatest structural overlap with

the WT protein, whereas K18Q exhibits the largest differences. In the presence of CO2, P236R has

the greatest structural overlap with the WT, while K18Q demonstrates the largest differences. In
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the presence of both BCT and CO2 variants K18Q and H107Y exhibit the greatest conformational

sampling. In addition, two peaks are observed in the RMSD distributions of each indicating the

that during MD both variants formed two distinct conformational clusters. The greater peaks are

indicative of the more preferred conformation. Assessment of the observed peaks in relation to

the WT suggests that, the conformational clusters sharing the greatest structural overlap with WT

proteins could represent the more stable and catalytically viable conformations.

4.3.1.1.2 CA-IV

The RMSD of CA-IV over the MD simulation is presented in Figure S4 and the respective

distribution is presented in Figure 4.3. CA-IV data in Figure S4 highlights that the individual protein

RMSDs remain constant during MD, with the exception to the WT protein that presents a change

to RMSD at approximately 50 ns. Comparison of the pathogenic and benign variant demonstrates

that the pathogenic variants; R69H, R219C and R219S generally have lower RMSDs compared to

their benign counterparts. This could suggest increases to the rigidity of these structures. Analysis

of the RMSD distribution (Figure 4.3) indicates that all CA-IV proteins are associated with one

major conformational cluster during MD. N86K samples the fewest protein conformations during

MD, whereas the WT protein samples the greatest number for structural conformations. The low

conformational sampling of N86K could indicate increases to structural rigidity as a result of variant

presence. The benign variants share greater structural overlap with the WT protein compared to

the pathogenic variants. The pathogenic variants also each share great conformational overlap with

each other. Further inspection of the RMSD distribution indicates that variants N86K and N177K,

and R69H and R219C show evidence of large structural overlap between each individual pair of

proteins respectively. This finding could suggest that for each pair of the aforementioned benign

and pathogenic variants, SNV mechanism of action could be similar. This has been investigated

throughout the rest of this chapter.
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4.3.1.1.3 CA-VIII

CA-VIII RMSD results in Figure S4 indicate that over the duration of theMD simulation, G16Rwas

associatedwith the greatestRMSDchanges highlighting at potential variant instability. Assessment of

theRMSDdistribution in Figure 4.3 indicates that S100A exhibits the greatest structural overlapwith

theWT, and S100L shows the largest RMSD difference from theWT. Given that S100L and E109D

are benign and both variants share some structural overlap with the pathogenic S100P, results suggest

that the pathogenic effects of the variants may have an effect on the manner in which amino acids

interact with each other (local changes) as opposed to global changes. This is further supported by the

structural overlap observed between theWTprotein, and the variants S100L and S100P. The variants
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S100L andR237Q also form two distinct conformational clusters duringMD simulation. The 237Q

conformational cluster at approximately 2.45 Å samples similar conformations to that of the WT. In

both S100L andR237Qconformations at 1.1Å and 1.5Å are sampled to a lesser extent than the other

cluster. G162R samples three potential conformational clusters during MD simulation with peaks

occurring at 2.3, 2.8 and 3.5 Å. The presence of three conformational clusters could indicate variant

associated instabilitywithin the protein. The clusters at 2.3 and2.8Å sample similar conformations to

theWT protein. The clusters at 2.3 Å and 3.5 Å are not sampled as frequently as the 2.8 Å structural

cluster.

Further comparison of RMSD distributions shows that S100P samples the least conformations

of all the proteins, suggesting increases to structural rigidity. Previous S100P research in 2009 by

Turkmen et al. in 2009 [131] suggested that the variant could be associated with a reduction to

protein stability. Additional research by Aspatwar et al. in 2010 [145] highlighted that the when

Pro substitutes Ser at position 100 this would result in a shorter and more constrained β-sheet and

loops due to poor protein folding, which could be a direct effect of the β-sheet destruction observed

previously in Chapter 2. This finding could explain the smaller conformational sampling observed.

Increases toCA-VIII rigidity by S100P could have an effect on the ability of the protein to allosterically

regulate ITPR1. A structure that is too constrainedmaynot be able to induce conformational changes

within the receptor.

4.3.1.2 PCAAnalysis

PCA analysis was performed to analyse the 3D conformational sampling, internal dynamics, and

associated of the CA protein conformations. As RMSD only shows conformational sampling in 2D

space, PCA would facilitate multidimensional analysis.
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4.3.1.2.1 CA-II

The 3DPCA analysis of theWT and variant CA-II proteins is presented in Figure 4.4. To ensure that

the majority of the conformational sampling was covered by PC1 and PC2, the eigenvalue fraction

of each PC was calculated and results are presented in Table S5. Data shows that the majority of

conformational sampling is covered by PC1 and PC2 which represent the largest and second largest

possible variances of the structures respectively. More stable protein conformations are expected to

be associated with lower free energy.

Analysis of the WT protein shows that, when neither BCT nor CO2 are bound, two protein

conformations are sampled along PC1 whereas only one conformation is sampled along PC2. The

PC1 result is in disagreement with the RMSD results presented in Figure 4.2 that show only one

major conformational cluster. The difference in results can be explained through the analysis of the

free energy landscapes associated with each cluster. Results indicate one free energy well is larger than

the other. This suggests that themajority of conformations sampledduringMDare locatedwithin the

larger well explaining the single peak observed in the RMSD results. When BCT is bound, the WT

samples a larger conformational space compared to the apo and CO2 bound structures. The BCT

bound structures are associated with higher free energy. As observed in the apo, when CO2 is bound,

two conformational clusters are observed along PC1. The low energy structural cluster could be the

one observed within the RMSD results.

103



-100 -50  0  50  100

WT apo:1-100-50 0 50 100

WT apo:2

 0
 0.4
 0.8
 1.2
 1.6

 2
 2.4

G
ib

b
s 

fr
e
e
 e

n
e
rg

y
 (

kc
a
l 
m

o
l-1

)

 0
 0.4
 0.8
 1.2
 1.6
 2
 2.4

-900  0  900

WT BCT:1-900 0 900

WT BCT:2

 0
 0.8
 1.6
 2.4
 3.2

G
ib

b
s 

fr
e
e
 e

n
e
rg

y
 (

kc
a
l 
m

o
l-1

)

 0
 0.8
 1.6
 2.4
 3.2

-100 -50  0  50  100

WT CO2:1-100-50 0 50 100

WT CO2:2

 0
 0.4
 0.8
 1.2
 1.6

 2
 2.4

G
ib

b
s 

fr
e
e
 e

n
e
rg

y
 (

kc
a
l 
m

o
l-1

)

 0
 0.4
 0.8
 1.2
 1.6
 2
 2.4

-100 -50  0  50  100

K18E apo:1-100-50 0 50 100

K18E apo:2

 0
 0.4
 0.8
 1.2
 1.6

 2
 2.4

G
ib

b
s 

fr
e
e
 e

n
e
rg

y
 (

kc
a
l 
m

o
l-1

)

 0
 0.4
 0.8
 1.2
 1.6
 2
 2.4

-900  0  900

K18E BCT:1-900 0 900

K18E BCT:2

 0
 0.8
 1.6
 2.4
 3.2

G
ib

b
s 

fr
e
e
 e

n
e
rg

y
 (

kc
a
l 
m

o
l-1

)

 0
 0.8
 1.6
 2.4
 3.2

-100 -50  0  50  100

K18E CO2:1-100-50 0 50 100

K18E CO2:2

 0
 0.4
 0.8
 1.2
 1.6

 2
 2.4

G
ib

b
s 

fr
e
e
 e

n
e
rg

y
 (

kc
a
l 
m

o
l-1

)

 0
 0.4
 0.8
 1.2
 1.6
 2
 2.4

-100 -50  0  50  100

K18Q apo:1-100-50 0 50 100

K18Q apo:2

 0
 0.4
 0.8
 1.2
 1.6

 2
 2.4

G
ib

b
s 

fr
e
e
 e

n
e
rg

y
 (

kc
a
l 
m

o
l-1

)

 0
 0.4
 0.8
 1.2
 1.6
 2
 2.4

-900  0  900

K18Q BCT:1-900 0 900

K18Q BCT:2

 0
 0.8
 1.6
 2.4
 3.2

G
ib

b
s 

fr
e
e
 e

n
e
rg

y
 (

kc
a
l 
m

o
l-1

)

 0
 0.8
 1.6
 2.4
 3.2

-100 -50  0  50  100

K18Q CO2:1-100-50 0 50 100

K18Q CO2:2

 0
 0.4
 0.8
 1.2
 1.6

 2
 2.4

G
ib

b
s 

fr
e
e
 e

n
e
rg

y
 (

kc
a
l 
m

o
l-1

)

 0
 0.4
 0.8
 1.2
 1.6
 2
 2.4

-100 -50  0  50  100

H107Y apo:1-100-50 0 50 100

H107Y apo:2

 0
 0.4
 0.8
 1.2
 1.6

 2
 2.4

G
ib

b
s 

fr
e
e
 e

n
e
rg

y
 (

kc
a
l 
m

o
l-1

)

 0
 0.4
 0.8
 1.2
 1.6
 2
 2.4

-900  0  900

H107Y BCT:1-900 0 900

H107Y BCT:2

 0
 0.8
 1.6
 2.4
 3.2

G
ib

b
s 

fr
e
e
 e

n
e
rg

y
 (

kc
a
l 
m

o
l-1

)

 0
 0.8
 1.6
 2.4
 3.2

-100 -50  0  50  100

H107Y CO2:1-100-50 0 50 100

H107Y CO2:2

 0
 0.4
 0.8
 1.2
 1.6

 2
 2.4

G
ib

b
s 

fr
e
e
 e

n
e
rg

y
 (

kc
a
l 
m

o
l-1

)

 0
 0.4
 0.8
 1.2
 1.6
 2
 2.4

-100 -50  0  50  100

P236H apo:1-100-50 0 50 100

P236H apo:2

 0
 0.4
 0.8
 1.2
 1.6

 2
 2.4

G
ib

b
s 

fr
e
e
 e

n
e
rg

y
 (

kc
a
l 
m

o
l-1

)

 0
 0.4
 0.8
 1.2
 1.6
 2
 2.4

-900  0  900

P236H BCT:1-900 0 900

P236H BCT:2

 0
 0.8
 1.6
 2.4
 3.2

G
ib

b
s 

fr
e
e
 e

n
e
rg

y
 (

kc
a
l 
m

o
l-1

)

 0
 0.8
 1.6
 2.4
 3.2

-100 -50  0  50  100

P236H CO2:1-100-50 0 50 100

P236H CO2:2

 0
 0.4
 0.8
 1.2
 1.6

 2
 2.4

G
ib

b
s 

fr
e
e
 e

n
e
rg

y
 (

kc
a
l 
m

o
l-1

)

 0
 0.4
 0.8
 1.2
 1.6
 2
 2.4

-100 -50  0  50  100

P236R apo:1-100-50 0 50 100

P236R apo:2

 0
 0.4
 0.8
 1.2
 1.6

 2
 2.4

G
ib

b
s 

fr
e
e
 e

n
e
rg

y
 (

kc
a
l 
m

o
l-1

)

 0
 0.4
 0.8
 1.2
 1.6
 2
 2.4

-900  0  900

P236R BCT:1-900 0 900

P236R BCT:2

 0
 0.8
 1.6
 2.4
 3.2

G
ib

b
s 

fr
e
e
 e

n
e
rg

y
 (

kc
a
l 
m

o
l-1

)

 0
 0.8
 1.6
 2.4
 3.2

-100 -50  0  50  100

P236R CO2:1-100-50 0 50 100

P236R CO2:2

 0
 0.4
 0.8
 1.2
 1.6

 2
 2.4

G
ib

b
s 

fr
e
e
 e

n
e
rg

y
 (

kc
a
l 
m

o
l-1

)

 0
 0.4
 0.8
 1.2
 1.6
 2
 2.4

-100 -50  0  50  100

N252D apo:1-100-50 0 50 100

N252D apo:2

 0
 0.4
 0.8
 1.2
 1.6

 2
 2.4

G
ib

b
s 

fr
e
e
 e

n
e
rg

y
 (

kc
a
l 
m

o
l-1

)

 0
 0.4
 0.8
 1.2
 1.6
 2
 2.4

-900  0  900

N252D BCT:1-900 0 900

N252D BCT:2

 1.2

 2.4

 3.6

 4.8

G
ib

b
s 

fr
e
e
 e

n
e
rg

y
 (

kc
a
l 
m

o
l-1

)

 1.2

 2.4

 3.6

 4.8

-100 -50  0  50  100

N252D CO2:1-100-50 0 50 100

N252D CO2:2

 0
 0.4
 0.8
 1.2
 1.6

 2
 2.4

G
ib

b
s 

fr
e
e
 e

n
e
rg

y
 (

kc
a
l 
m

o
l-1

)

 0
 0.4
 0.8
 1.2
 1.6
 2
 2.4

Figure 4.4. PCA analysis of the WT and variant CA-II proteins and associated free energy for each
conformational cluster. The x-axis and y-axis represent the 2D PCA plot. Adapted from Sanyanga
et al. 2019 [66].
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Data in Figure 4.4 also suggests that the mechanism of K18E and K18Q could be different even

though the variations occur at the same position. This difference is highlighted by the free energy data

that shows the K18E structures have higher free energy than the K18Q ones. The PCA and RMSD

results of K18Q with CO2 show agreement. The two structural clusters observed within the RMSD

results are also evident along PC1. The BCT bound H107Y structure samples more conformations

than theWT and also has higher free energy. The result is complemented by the RMSD findings that

also greater conformational sampling in the variant compared to the WT. In addition, H107Y forms

two conformational clusters of low energy when BCT is bound. These clusters are were also observed

within theRMSDresults. TheP236HandN252D structures demonstrate the highest free energies of

all the proteins. The P236H result shows some agreement with previous literature findings indicated

that the SNV affected CA-II folding [278]. The high free energy could be as a result of erroneous

protein folding. Results in Figure 4.4 also present evidence of the potential instability of P236Rwhen

in the apo state. Two distinct conformational clusters are formed by this variant along both PC1 and

PC2. The multiple conformations occupied by this variant during MD are in agreement with the

respective RMSD findings.

4.3.1.2.2 CA-IV

Data in Figure 4.5 presents the PCA analysis results of CA-IVWT and variant proteins, while results

in Table S6 show the eigenvalue fraction of each PC. Initial inspection of data reveals the differences

between the conformational sampling of the pathogenic and benign variants. The WT and benign

variants; N86K, N177K and V234I are all associated with one distinct low energy structural well

compared to thepathogenic variants. The conformations for theWTprotein are associatedwith lower

free energy compared to the variants. The PCA results also follow a similar trend as to that observed

within the RMSD results whereby, one low energy structural well is observed for each protein which

is in agreementwith the single peaks observedwithin theRMSDdistribution. Comparison of benign
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and pathogenic SNVs also shows that the disease causing proteins are generally associated with higher

free energy highlighting potential decreases to protein stability.
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Figure 4.5. PCA analysis of the WT and variant CA-IV proteins and associated free energy for each
conformational cluster. The x-axis and y-axis represent the 2D PCA plot.

The R69H variant conformations have the lowest free energy of the pathogenic SNVs. This

indicates that during MD simulation the variant occupied more stable conformations compared

to R219C and R219S. The occupation of these stable conformations could explain previous

experimental results that found functional loss of R69H to not be as severe as that of R219S [119].

This could be as a result of the ability of R69H to occupy a low energy conformations which could

assist with catalysis. PCA results also support the hypothesis by Datta et al., [119] that suggests that

RP17 may not be caused by the inability of CA-IV to remove excess acid from the retina, but could

be due to a toxic gain of function. Results also evidence that along PC1 and PC2, the SNVs R219C

and R219S occupy greater conformational sampling in 3D space.
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4.3.1.2.3 CA-VIII

The CA-VIII PCA results for the WT and variant proteins are presented in Figure 4.6. Eigenvalue

fractions are presented in Table S7 and demonstrate that themajority of the conformational sampling

during MD simulation is covered by PC1 and PC2.
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Figure 4.6. PCA analysis of the WT and variant CA-IV proteins and associated free energy for each
conformational cluster. The x-axis and y-axis represent the 2D PCA plot.

Preliminary analysis of Figure 4.6 illustrates differences between the conformational sampling

and free energy of the benign and pathogenic variants. Opposite to that observed in CA-IV, the

pathogenic variations of CA-VIII are associated with lower free energy compared to the WT and

benign variants evidenced by the existence of low energy structural wells. This indicates potential

increases to structural stability of the structures within these wells and could explain the structural

rigidity increases observed within the RMSD results. The non-pathogenic proteins also show greater

conformational sampling along both PC1 and PC2. This greater conformational sampling in 3D

space could be necessary to allow CA-VIII to facilitate its allosteric effect on ITPR1. G162R analysis

shows the presence of two low energy structural wells and a third less defined one. The result is in
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agreement with the RMSD findings that highlighted three potential conformational clusters.

4.3.1.3 Rg Analysis

In the previous sections variant effects to CA structure and conformation were investigated using a

combination of RMSD and PCA analysis. In this section, variant effects on the Rg of the protein was

investigated. Analysis of Rg would allow for the determination of potential relationships between

protein compactness and the structural differences noted in the previous section [348]. Potential

increases to protein compactness would result key residues moving closer to each other whereas,

decreases to compactness could result in protein residues moving further apart from each other. CA

residue-residue distance through previous studies has been shown to have an effect on enzyme kinetics.

Specific residue-residue distances are necessary for optimal enzymatic activity [50, 349–353].

4.3.1.3.1 CA-II

Data in Figure S5 compares the CA-II WT and variant protein Rg over the 200 ns MD simulation.

Results show subtle variant effects on the compactness of the proteins. To better understand the

spread of the data, Rg distributions were calculated and the shape analysed. Figure 4.7 illustrates

a distribution of the various Rgs sampled by the proteins during MD. Alike protein systems were

compared to each other. The apo, BCT and CO2 protein systems are each compared individually.

Figure 4.7 highlights that a reduction to the compactness of H107Y occurs for all three protein

states. Compared to the WT protein H107Y also shows a wider distribution base suggesting greater

Rg sampling. RMSD findings do support this result as H107Y had greater conformational sampling.

The K18QBCT protein shows an unexpected result in the presence of substrate, though the Rg

distribution shows awide base, twodistinctRgpeaks are also observed. This could suggest that during

MD, K18Q underwent conformational changes that could have resulted in a shift to the protein’s

centre of mass resulting in the clusters. K18Q is more compact in the presence of CO2.
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Figure 4.7. Rg distributions of theWT and variant CA-II protein systems. Average Rg for each plot
is presented as a dashed line on each plot of the corresponding colour.

4.3.1.3.2 CA-IV

The Rg of CA-IV during over the 200 ns MD are presented in Figure S6. With regards to CA-IV,

over the duration of the MD simulation there are no major differences to the Rgs of the WT and

variant proteins. To observe subtle differences in the Rgs of the WT and variant proteins, the Rg

distribution of theCA-IV protein systemswas calculated and results are presented in Figure 4.8. Data

shows that the variant proteins are slightly more compact than the WT. Each distribution presents

only one peak indicating that CA-IV structures only sampled one Rg conformation during MD and

no changes to the protein centre ofmass occurred. Unexpectedly, asRMSDresults showeddifferences

in conformations between benign and pathogenic proteins, data suggests that variant presence has

minimal effect on the compactness of CA-IV. Although the WT and variant proteins have different
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compactness, all the CA-IV proteins sample approximately the same number of Rg conformations

(distribution width).
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Figure 4.8. Rg distributions of the WT and variant CA-IV and CA-VIII protein systems. Average
Rg for each plot is presented as a dashed line on each plot of the corresponding colour. CA-VIII
adapted from Sanyanga and Tastan Bishop 2020 [269].

4.3.1.3.3 CA-VIII

Figure S6 highlights that the CA-VIII WT protein is less compact than variant proteins after 100

ns, then for the rest of the simulation WT and G162R proteins maintain similar Rg. This finding

is further supported by data in Figure 4.8 that highlights the WT protein is less compact than the

other variants. E109D is however the most compact CA-VIII protein. The S100P distribution has

the smallest base indicating that this variant sampled the fewest Rg conformations of all proteins.

As the RMSD results indicated variant increases to rigidity, the low number of Rg conformations
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sampled could be due to a more constrained S100P. Interestingly the WT protein samples the most

Rg conformations. This effect can can be explain the PCA results that showed greater conformational

sampling along both PC1 and PC2. The binding of CA-VIII to ITPR1 could be affected by increases

to compactness of the variants, as essential binding site residues could have their accessibilities altered

thereby inhibiting Ca2+ homeostasis and regulation. This effect is most likely due to local changes to

residue behaviour as opposed to global Rg changes as a benign variant is the most compact. Potential

instability of G162R is also observed in Figure 4.8 whereby data shows the potential formation of

another conformational cluster at 18.25 Å. Formation of the cluster could be as a result of the change

to G162R Rg after 100 ns. The Rg results complement the RMSD ones that indicate potential

stability changes to G162R as a result of variant presence.

4.3.2 Local Residue Analysis Hints At Variant Effects To Protein Structure

In the previous sections, subtle variant effects to protein structurewere observed forRMSD,PCAand

Rg analysis. In addition results hinted at potential SNV effects to local protein structure (residues),

DCC and RMSF analysis was performed to assess the impact of SNVs to CA residues.

4.3.2.1 DCCAnalysis

Since the physical motions of atoms are computed during MD, DCC analysis was performed to

analysis the extent to which protein residues move together [277]. DCC analysis of the CA-II WT

and variant proteins is presented in Figure 4.9. Globally results indicate that along with the variant

type, the presence of substrate has an effect on the correlation of residue motion. All seven protein

sets show differing residue correlations and behaviour, as the proteins change from the apo to BCT

and CO2 bound states.
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4.3.2.1.1 CA-II

Analysis of CA-IIWT illustrates that the apo and CO2 bound states show greater correlated residue

movement, whereas the BCT bound protein shows anti-correlated movement.

Factoring in Equation 1.1 theWTDCC results are expected. From Equation 1.1 the hydration of

CO2 is reversible, and BCT and CO2 can both act as substrates for this reaction. Opposite residue

behaviours are therefore expected for the BCT and CO2 bound structures, that is, anti-correlated

motion may be required to dehydrate BCT, whereas correlated motion maybe necessary to hydrate

CO2. Substrate CO2 binds to the apo structure of the WT by possibly displacing the deep water

molecule [50, 354] and is part of the forward reaction. Similarity to residue correlation is therefore

expected between the apo andCO2 bound proteins. Noting this P236Hapomay struggle to bindCO2

during catalysis as this protein shows the greatest extent of residue anti-correlation.

Comparison of theWTand variant protein datawhenBCT is bound shows that all variants exhibit

some degree of anti-correlation with exception to N252D. However, with minimal experimental

research performed on BCT binding to the variants, it is hard to determine whether a possible

relationship between residue anti-correlation and the rate of BCT dehydration exists. With regards

to CO2, K18E, H1O7Y, P236R and 252D show similar residue correlation as to that observed in

the presence of BCT. Similarity in residue correlation between H107YBCT and H107YCO2 could be

indicative of poor CO2 hydration activity and explain the lower CO2 hydration (64% of the WT)

activity associated with the variant in previous studies [84, 271].
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Figure 4.9. DCC analysis showing residue movement in CA-II. The x-axis and y-axis represent
protein residues.
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4.3.2.1.2 CA-IV

Residue correlationof theWTandvariantCA-IVproteins is presented inFigure 4.10. Datahighlights

differences to the residuemotions of theWTand variant proteins. In theWT,majority of the residues

demonstrate no correlation tominor anti-correlated residuemovements. VariantsR69H,N177K and

R219C showmore correlated residuemovement compared to the other proteins, whileN86K,R219S

and V234I show no correlation for a larger number of amino acids.

Comparison of residue motion between pathogenic and benign variants does not give a clear

indication as to the differences in mechanism of SNV action. However, assessment of the CA-IV

RMSD and DCC results hints at which variants could have a similar mechanism of action. From

data in Figure 4.3, R69H and R219C showed similar structural sampling and a great degree of

conformational overlap. DCC results for these variants also shows similar variant effects to residue

correlation. These findings suggest that R69H and R219C may have a similar mode of pathogenesis

in CA-IV. Conversely, with N86K and N117K though also showing similar structural sampling and

some overlap, the DCC results show differences to residue movement. This could suggest differences

to variantmechanisms. AsCA-II andCA-IV form transportmetabolonswith other proteins, changes

to residue correlation could also have an impact on PPIs howevermore research is required to confirm

this. Impaired interactions with SLC4A4 forR69H andR219S has been observed in previous studies

[107, 355].
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Figure 4.10. DCC analysis showing residue movement in CA-IV. The x-axis and y-axis represent
protein residues.

4.3.2.1.3 CA-VIII

The correlations of CA-VIII residues during MD simulation are presented in Figure 4.11. Results

demonstrate a clear difference to residue correlation of theWT compared to the variant proteins. The

majority of amino acids within theWTprotein exhibit anti-correlatedmovement whereas the variant

residues exhibit no correlation to greater correlation to residue movement. Analysis of RMSD and

DCC results suggests that this anti-correlated motion within the WT could be the cause the greater
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conformational sampling observed (Figure 4.3). The anti-correlated movement observed in the WT

results means that these residues could either moving towards each other or moving away from each

other. Likewise, the lack of correlation to greater correlation of the variant proteins could also explain

the increases to structural rigidity as observed in S100P and the smaller conformational sampling.
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Figure 4.11. DCC analysis showing residue movement in CA-VIII. The x-axis and y-axis represent
protein residues. Adapted from Sanyanga and Tastan Bishop 2020 [269].

Variant analysis in Figure 4.11 reveals that S100L has the most correlated residue movement

compared to the other SNVs. No correlation tomultiple of residues in S100A, S100P, E109D,G162R

and R237Q was also observed. This lack of correlation is greatest in the benign variant E109D.
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Combination of the CA-VIII binding site identification with the DCC results potentially highlights

at variantmechanisms. The anti-correlatedmovement in theWTproteinmaybenecessary to facilitate

the allosteric changes in ITPR1 to regulate IP3 affinity for the receptor.

The lack of correlation within S100A, S100L, E109D, G162R, S100P and R237Q potentially

highlights disturbances to the variant protein networks. No correlation within these variants suggests

that upon binding to ITPR1, inconsistent (random)movements and changes to theCA-VIII residues

may result thereby affecting the allosteric function of the protein. Interestingly G162R shows minor

anti-correlation to residue movement, and is the only variant showing this effect. Even though the

differences between the WT and variant proteins are evident in Figure 4.11, the differences between

benign and pathogenic variants cannot be determined using DCC alone.

To address the lack of correlation and possible benign mechanisms, the PCA results were also

incorporated into DCC interpretation. It is noted that S100L is benign and shows more correlated

residue movement. This suggests that upon binding to ITPR1 the variant protein may be able to

achieve a constant and non-randommotion. With regards to E109D, the lack of correlation suggests

thatE109Dbinding to ITPR1could induce randomnon-consistent residuemovements. The lackof a

stable low energy conformation (Figure 4.6) however, also suggests that potential structural changes to

the receptor or its flexibility may be able to induce changes in the conformational sampling of E109D

to that of one that facilitates the allosteric regulation of IP3. The flexibility of a receptor has been

shown to have an effect on ligand docking in addition to ligand flexibility [356–358]. The pathogenic

variants aremore rigid andoccupy lower energy structures, therefore changes to protein conformation

may not occur readily thereby hindering the regulation of Ca2+ release.

In the next section the effects of correlation on residue flexibility were investigated to further

understand variant effects on the CA proteins.
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4.3.2.2 RMSF Analysis

The RMSF of the WT and variant CA-II protein residues for each system are presented in Figure S7.

Results show that each individual variant has a different effect on the flexibility of the residues within

each protein system. However from the data it is difficult to compare the effect of each SNV to the

WT.To solve this problem,ΔRMSF (WT− variant)was calculated for eachprotein systemand results

are presented in Figure 4.12. A positive ΔRMSF is indicative of decrease to the flexibility of variant

residues, whereas a negative ΔRMSF symbolises an increase to variant residue flexibility.

4.3.2.2.1 CA-II

Figure 4.12 apo results demonstrate that with respect to K18E and P236R, variant presence has an

effect on the first 20 N-terminus residues, that cover motif 10 and include the initial aromatic cluster

residues Trp5, Tyr7, Trp16 and Phe20 involved with stability maintenance within CA-II. Protein

stability could therefore be affected by increases to the stability of these residues resulting in potential

instability, as was predicted by the VAPOR results. Comparison of these two variants also illustrate

that the K18E residues show larger changes to ΔRMSFwhich could be as a result of the variant being

located within this group of residues. This effect is also noted in the RMSDof the apoK18Ewhereby

structures show larger conformational sampling compared to P236R, which could be as a result of

flexibility changes to motif 10 residues.

Analysis of the BCT bound proteins in Figure 4.12 highlights that K18Q and H107Y exhibit the

greatest SNV effects. Decreases to ΔRMSF are observed between residues 230–240 that cover motif

3 and motif 8 amino acids. Increases to the flexibility of these residues could have an impact on

protein stability. Increases to residue flexibility within the primary aromatic cluster (motif 10) is also

noted in K18Q. Disturbances to the residues within the primary aromatic cluster could explain the

greater conformational sampling observed within the RMSD results. Replacement of Lys with Gln
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at position 18 also increases the flexibility of the residue, possibly through disruptions to interactions

with neighbouring residues. This has however been investigated later on. Globally numerous residues

in H107Y show a negative ΔRMSF indicating potential increases to flexibility of the majority of the

protein structure. Flexibility increases are observed for; in motif 2 (104–124), motif 7 (166–186) and

motif 9 (53–73). These motifs are all involved with the maintenance of CA-II stability, and ΔRMSF

changes could also explain the greater conformational sampling observed within the RMSD.Motif 2

andmotif 9 are also involved with catalysis therefore changes to residue flexibility could have an effect

on protein function, and explain the poor activity associated with H107Y.
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Figure 4.12. Δ RMSF comparison of the α-carbon atoms of the CA-II WT and variant protein
systems (WT− variant). Colour coded bars at the bottom of each plot represent the similar coloured
motifs in Figure 2.6.

Figure 4.12 results indicate that in the presence of CO2, decreases to flexibility of residues 53–54

(motif 9) are noted for all variants with the exception to K18Q. The flexibility decrease does not span
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multiple residues therefore this change to ΔRMSF could affect the function of motif 9 with minimal

impact. Inspection of K18QCO2 and H107YCO2 RMSF results in-conjunction with RMSD results

hints at the role of motif 11. Within these variants increases to Trp5 and Tyr7 residue flexibility is

observed. In addition, all variants display ΔRMSF increases to residues 157–162. Noting the large

conformational sampling and structural clusters observed in Figure 4.2, this effect could be as a result

of motif 10. The observation suggests that motif 11may not assist with stability in CA-II. H107YCO2

exhibits the most changes to ΔRMSF compared to the other variants. Not only is an increase to the

flexibility of motif 10 residues noted, flexibility increases are also evident in residues 192–208 (motif

3) and 246–254 (motif 3). This highlights that in the presence of CO2 flexibility increases to H107Y

are centred around the active site of the protein. Increases to Thr199 and Pro200 could affect the

binding of CO2 to the tertiary pocket of the protein, and potentially suggest that H107Y could have

the greatest effect on the structure and function of CA-II.

Comparison of the three protein systems, apo, BCT and CO2 indicates that substrate presence

has the greatest effect on residue flexibility. Data also suggests that variant presence is associated with

allosteric effects inCA-II that could affect structure and/or function. This is supportedby SNVeffects

occurring further away from the variant location.

4.3.2.2.2 CA-IV

The residue RMSF of the CA-IV is presented in Figure S8. CA-IV results indicate similar residue

flexibility between the WT and variant proteins except for residues 144–164. These amino acids are

part of a loop secondary structure containing a small α-helix. Reduction to flexibility of these loop

residues could also explain the rigid RMSDs observed in Figure S4 for the variant proteins. As with

CA-II, ΔRMSF (WT − variant) for CA-IV was calculated to further resolve the RMSF differences,

and results are presented in Figure 4.13. Data highlights residues 41–43 are associated with a slight

reduction to flexibility in all variants except V234I. R219C and R219S are associated with a slight
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increase to residueflexibility for residue 104onmotif 4. Thismotifmay assistwith stability (Table 2.3),

however this increase to flexibility is unlikely to have an effect on protein function or stability, as

His115, His117 and Trp118 (also located on motif 4) show no major changes to residue flexibility.

For residues 144–164 variant proteins show flexibility reductions ranging from 0.6–4.4 Å. This result

hints at significant variant effects on motif 6 (wheat). Flexibility reductions of these residues could

be as a result of the poor protein folding associated with the CA-IV SNVs [119] and since motif

6 is located between residues that assist with CO2 binding pocket formation (Val142 and Val165),

reductions to its flexibility may affect interactions with the substrate and cause the reported variant

associated toxic gain of function or poor enzyme activity [119]. What is unexpected however is that

both benign and pathogenic variants show flexibility reductions to these residues. This indicates that

in addition to protein flexibility reductions, differences to pathogenic and benign SNV mechanisms

maybemore complex and could involve disturbances to interactionswith other key residueswhich are

not visiblewithin theRMSF results. Althoughmotif 6was assigned asCO2 bindingpocket formation,

its conservation in CA-VIII could suggest that a secondary role of motif 6 that is yet to be discovered.
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4.3.2.2.3 CA-VIII

The RMSF of CA-VIII residues over the MD simulation is presented in Figure S8, and as with

CA-IV the ΔRMSF (WT− variant) was also calculated. Analysis of CA-VIII results in Figure 4.13

demonstrates large changes to ΔRMSF for the residues 23–46 and 253–275. Increases to flexibility

of these regions is expected as these residues are located with loop secondary structures. It should

however be noted that within these regions, the CA-VIII binding site residues (Figure 2.4) are also

contained. Flexibility reductions in all variants are observed for; Trp29, Gly30, Tyr31, Glu32, Glu33,

Gly34, Leu39 and Ala44 which are all members of the N-terminus binding site residues. Reductions

to the flexibility of Trp37 are also noted. Trp29, Tyr31 and Trp37 potentially assist with stability of
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CA-VIII therefore reductions to residue flexibility could have an effect on stability. In addition, the

binding site residues, Thr255, His256, Leu262, Val263, Glu264, Gly265, Ile269 and Phe274, and the

stability assisting Arg275 also show a reduction to residue flexibility at the C-terminus of the protein,

with exception to E109D and G162R that show increases to residue flexibility.

Amino acids showing consistent increases toΔRMSF to the global protein structure include 35–48,

73–79 and 181–214. More variant residues have a ΔRMSF that is greater than zero indicating a wide

spread reduction to protein flexibility and potentially resulting in more constrained and rigid protein

structures [145]. This could explain the lower conformational sampling as was observed within the

RMSDand greater compactness in theRg results. Analysis ofG162Rdata illustrates further increases

to flexibility for the residues 150–160. Gly151 and Gly153 have been predicted as potential binding

site residues residues therefore, increases to the flexibility of these residues could have an effect on

protein interaction with ITPR1. Decreases to residue flexibility in the variant proteins could also

explain the increase to correlation observed in DCC.

Overall CA-IV and CA-VIII RMSF results are in agreement with those of CA-II. Variants do not

cause RMSF changes at the variant location but elsewhere within the protein. This further suggests

that the CA variants could have allosteric effects on protein function and structure. In the next

sectionswe exploreDRNto analyse the SNVs effect at residue level and identify the potential allosteric

effects of variants.

4.3.3 Short Range Residue Interactions Are Affected By Variant Presence

Data from previous sections highlighted that the variants were associated with subtle effects to the

global structure of the CA proteins, and potentially had an allosteric impact on the structure and

function of the CA proteins. Analysis of the changes to interactions occurring as a result of SNV

presence and their effects on the protein network is useful in the identification of SNV mechanism

of action, and effects on residues important for communication, function and stability [18, 66,
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359–361]. Contactmap analysiswas performed to identify and analyse short-range changes to residue

interactions occurring as a result of SNV presence. These interactions were calculated and set up

to include all residues within a threshold of 6.7 Å participating in; vdW, hydrogen bonds and/or

electrostatic interactions with the SNV residue over MD simulation [277].

4.3.3.1 CA-II

A heat map of the frequency interactions occurring in CA-II during MD is presented in Figure 4.14.

A value of 1 indicates constant interaction of protein residues during MD, whereas a value of 0 is

shows that there was no communication between residues during MD simulation.
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Figure 4.14. Contactmapweighted interactions of theCA-IIWT and SNV residues. Adapted from
Sanyanga et al. 2019 [66].

Data from Figure 4.14 demonstrates that K18E (Glu18) is not associated with any changes in

interactionswith residues. Gln18 inK18Qhowever forms new interactionswithHis3when substrate
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CO2 is bound. Formation of these interactions withHis3may not have an effect on protein structure

as this residue is neither conserved nor located on any motif (Table 2.3). Interestingly when the

RMSD analysis of K18E and K18Q are combined with the contact map analysis, this assists with the

identification of variant mechanisms of action. Decreases in interactions between Glu18/Gln18 and

His15 are associated with greater conformational sampling (Figure 4.2). K18Eapo shows a decrease in

interactions betweenHis15 andGlu18, and the correspondingRMSDdistribution shows an increase

to conformational sampling. With respect toK18QBCT andK18QCO2 , Gln18 also exhibits decreases to

interactionswithHis15 and the correspondingRMSDdistribution shows greater structural sampling

indicating potential instability. Motif 10 is involved with protein stability therefore interaction losses

could affect protein stability. Previous studies in 1988byEriksson [67] showed thatCA-IImaintained

function and hydrated CO2 at rate constant of 1.5× 105 s−1 in the absence of the first 23N-terminal

residues. This suggests that interaction loss with His15 could have limited effect on CA-II catalytic

function.

Assessment of H107Y results in Figure 4.14 shows a complete loss of interactions between Tyr107

and Val31. Decreases to interactions are also observed with residue Glu117 for all three protein

states. The largest decreases to the interactions are observed when H107Y is in the presence of

substrates BCT and CO2. Glu117 is a secondary Zn2+ ligand that stabilises the metal ions through

direct interaction with the primary ligand His119 (see Figure 1.4) [19, 68]. Comparison the loss of

interaction betweenTyr107 ·Val31, andTyr107 ·Glu117 highlights that the interaction loss is greater

for Val31. This observation can be explained by the role of Glu117 in Zn2+ affinity. Since Glu117

assists with stabilising Zn2+, additional compensatory interactions could have been formed between

Tyr107 and Glu117, and possibly neighbouring residues to maintain the integrity of Glu117 within

the protein. DRN analysis was investigated later in this chapter to identify whether compensatory

measures occur within H107Y to maintain protein structure and function. Tyr107 in H107YCO2
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forms new interactions with Ala247 that is located on motif 3. These interactions could assist with

stability maintenance within the protein.
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Figure 4.15. Proportion of the total MD simulation frames the hydrogen bond existed (hydrogen
bond fraction) between residue 107 and neighbouring atoms within the WT and variant proteins.
Left:WT.Right: H107Y. Adapted from Sanyanga et al. 2019 [66].

SinceH107Y showed decreases to interactions with the important residueGlu117, hydrogen bond

analysis was performed to further investigate the variant effects. Contact maps do not differentiate

between interaction types therefore additional analysis was required. Within proteins, hydrogen
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bonds are one of the stronger interaction types, therefore any changes or disruptions to hydrogen

bonding could have significant impact on the structure and function of the protein.

Data in Figure 4.15 shows hydrogen bond analysis of Tyr107 with its neighbouring residues, and

compares the hydrogen bond loss for all three protein systems. Data is presented as hydrogen bond

fractions which represents the duration of theMD simulation hydrogen bonds existed. Only residues

with a hydrogen bond proportion greater than 0.1 were regarded as having formed stable and not

intermittent hydrogen bonds with Tyr107. Results in Figure 4.15 show hydrogen bond loss occurs

between Tyr107 and the residues; Val31, Glu117 and His119. The Tyr107 · Val31 interaction loses

one hydrogen bondwhereas theTyr107 ·Glu117 andTyr107 ·His119 interactions lose two hydrogen

bonds each. This loss is in agreementwith previous studies that noted the loss of at least two hydrogen

bonds between Tyr107 andGlu117 inH107Y [81, 83, 271, 279]. This study has however identified a

novel finding whereby, Tyr107 also loses hydrogen bonds with the primary Zn2+ coordination ligand

His119. Disruptions to interactions with Zn2+ coordinating residues would have an impact onmetal

ion stability, and could result in the protein misfolding and active site distortion. The mechanism of

H107Y could thus involve Zn2+ destabilisation and/or an increased tendency for Zn2+ to dissociate

from the active site. Glu117 has previously been found to have an effect on the dissociation of Zn2+

from the CA-II active site [19, 68, 101].

Overall His107 forms 10 hydrogen bonds with neighbouring residues, whereas Tyr107 only forms

5. The result indicates that the presence ofTyr107 inCA-II results in a loss of half the hydrogenbonds.

Previous studies in 1991 by Venta et al. [83] suggested that Tyr107 also lost a hydrogen bond with

Tyr193. Within this study no evidence of hydrogen bond formation between these two residues was

noted.

Contact map results of P236H and P236R suggests differences in the mechanism of the variants.

Increases to interactions betweenHis236 andGlu238were observed for the P236Hapo and P236HCO2
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proteins, while in the P236RBCT and P236RCO2 proteins, Arg236 also shows reduction to interactions

with Glu238. Glu238 is situated betweenmotif 3 andmotif 8, and interaction changes could have an

effect on the neighbouring motifs. The N252Dapo and N252DBCT proteins demonstrate decreases

to interactions between Asp252 and Glu26. Interestingly interactions with Glu26 are completely

lost when CO2 is bound to N252D. Comparison of the N252D RMSD and contact map results

suggest that interactions with Glu26 may have minimal importance on the stability of CA-II as a

large conformational sampling was not observed. This however does not rule out the variant effects

on catalysis. Results however do further support the findings that the presence of substrate could

affect the mechanism of the variants.

4.3.3.2 CA-IV

Contact map interactions between the CA-IV SNVs and neighbouring residues are presented in

Figure 4.16. Data demonstrates that inR69H shows a reduction toweighted interactions with Phe71

while there is a complete loss of interactions with Gly102. Assessment of the data in Table 2.3 reveals

that neither of these residues have an assigned function. Phe71 is however a ringed amino acid and

is next to Phe70. These Phe residues could have a stabilising effect on the structure of CA-IV in

a similar mechanism as that observed within the primary and secondary aromatic clusters of CA-II.

Previous studies into R69H had found that there are no loses in interaction between the His69 and

Gly103 [355]. This is in agreement with our findings as Figure 4.16 data does not shown any loss of

interactions with Gly103.

N86K forms new contacts with Val90. The increases to interactions with this residue could help

stabilise the CA-IV protein. Using the data in Table 2.3, Val90 aligns with Phe66 of the secondary

aromatic cluster of CA-II. Though not aromatic, this could suggest that Val90 could have an adaptive

stabilising effect for the GPI anchored CA-IV. Formation of these new interactions could also explain

the benign nature of the variant. N177K demonstrates a slight decrease to interactions with Gln181
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and loses all contacts with His245. This variant however gains new contacts with Ile245.

Comparison of the WT, R219C and R219S proteins illustrates a decrease in contacts with Leu67

within the variants. A complete loss of interactions with Lys283 and Ser284 is also observed. As

Ser284 functions as the omega-site for the GPI anchor in CA-IV, losses to interactions with these

proteins could have an effect on the attachment of the GPI anchor and could explain the impaired

protein trafficking to the cell surface observed in previous studies [119]. Lys283 and Ser284 are also

located on motif 3 which assists with stability. These interaction losses could also have implications

for protein stability. R219C and R219S forms new contacts with Val234. Residue 234 is also the the

SNV location of the benign variant V234I. Increases with Val234 could be a compensatory measure

to help the protein maintain stability.

R219C also forms an additional contact with Gly104. Increases in contacts with Trp235 are

observed within both variants as well. Increases in interactions with this residue could have

implications for CO2 binding to CA-IV. This could also explain the extremely poor activity (loss of at

least 90% of hydration activity) associated with the R219S variant [119]. This could also explain the

difference in activities with R69H which only loses 14% of CO2 hydration activity [119]. The mild

loss observed inR69Hcouldbe as a result of no interference toTrp235of theCO2 bindingpocket (see

Table 2.2). Previous experimental analysis on the impact of interference of CO2 binding site residues

on CA-II activity have been performed [362]. Results showed decreased catalytic function, when

Val142 was substituted to Tyr142 in addition to disrupted metabolon function. This effect could

also apply to CA-IV. V234I analysis indicates a slight decrease in weighted contacts with Leu105.
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Figure 4.16. Heat map presenting the contact map weighted interactions between the SNV residues
in CA-IV and CA-VIII, and respective neighbouring amino acids.

4.3.3.3 CA-VIII

Data in Figure 4.16 also presents the changes to weighted interactions between the WT and variant

CA-VIII proteins. Comparison of CA-VIIIWT, S100A, S100L and S100P shows an increase to

interactions with Asn73 and Val98 for the variant proteins. The effect is greater in S100L. In

addition, S100L forms new contacts with Gln106 and shows a minor reduction to weighted contacts

with Glu109. Comparison of S100P to the WT indicates that the variant protein loses interactions

with His108 and Phe110. Interestingly, pathogenic variants S100A and S100P show a significant

reduction in interactions with Gly107 compared to the WT and benign S100L. E109D data also

highlights at the formation of a new contact with Gly107. Results suggest that interactions with

Gly107 could have a effect on variant stability andCAMRQ3pathogenesis. This is further supported

by the presence of Gly107 on motif 4 (Table 2.3 and Figure 2.6) which could potentially assist
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with CA-VIII stability. G162R results demonstrate the formation of interactions with Leu149

and increases to interactions with Phe150. R237Q forms new contacts with Trp216 and shows a

reduction in interactions with Phe289. Overall results show changes to contacts with some residues

not listed in Table 2.2, and of unknown functional significance. Results could suggest at an acatalytic

adaption of these residues to assist with key function and stability roles within CA-VIII.

4.3.4 SNVs Are Associated With Changes To Residue Accessibility and Communication

As data analysis from the previous sections hinted at possible allosteric (indirect) SNV effects to CA

structure and function, and potential disturbances to the protein network. In this section the L and

BC analysis was used to investigate SNV associated effects to the protein network and to identify

allosteric mechanisms.

4.3.4.1 Average Shortest Path

The accessibility of residues within a protein is determined using L. The L for each residue was

determined across every 100 MD frames and averaged to determine the mean accessibility of the CA

residues during MD.

Data in Figure S9 compares the average L of the WT and variant CA-II proteins during MD

simulation. From the results it is difficult to differentiate the changes to residue accessibility as a result

of SNVpresence, thereforeΔL (WT− variant)was calculated, and results are presented inFigure 4.17.

Positive ΔL are due to a decreased averageL value with respect to theWT for a specific residue. Hence

increased accessibility for that specific residue within the variant protein, whereas negative values are

indicative of decreases to residue accessibility within the variant proteins.
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Figure 4.17. ΔL (WT− variant) comparison of the CA-II protein systems. Colour coded bars at the
bottom of the plot represent the similar coloured motifs in Figure 2.6.

4.3.4.1.1 CA-II

Globally, comparison of ΔL for all three protein systems indicates that SNV effects are more

pronounced when substrates are bound to the protein. Motif 9 (magenta region) residues within

all variants in the presence of BCT and CO2 demonstrate differing behaviours possibly suggesting

different variant mechanisms. Accessibility decreases to this motif are observed for K18Q, H107Y

and P236R.Motif 7 andmotif 11 residues (≈150–180) show increases to accessibility in the presence

of CO2. This finding complements the RMSF results whereby increases to ΔRMSF were also noted

for this group of residues. The RMSF and L metrics have previously been found to share a linear

correlation [348].

Residues with a ΔL less or greater than two standard deviations from themeanwere then identified
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and are presented in Table 4.2. . These residues are regarded as showing significant changes to residue

accessibility. K18Eapo with respect to the motif 10 residues His10 and Trp16 shows an increase

to accessibility. With regards to K18Q, when substrates BCT and CO2 are bound the N-terminal

residues display similar behaviour of showing an increase to residue accessibility. This region covers

residues 3–11 and contains Trp5 and Tyr7 of the initial aromatic cluster. If residues within the initial

aromatic cluster becomemore accessible to each other, this could have detrimental effects to the rest of

the structure as they could become less accessible to other residues, thus reducing structural stability

elsewhere. This is further supported by the decrease to the accessibility of Trp5 in the K18E apo

protein. TheRMSDdistributions forK18Eapo, K18QBCT andK18QCO2 show greater conformational

sampling and this could be an effect of this. K18E andP236Rapoproteins display residue accessibility

increases for Phe230 and Glu238. This finding could be due to the increase to interactions between

Arg236 and Glu238 observed within the contact maps. H107Yapo results shows decreases to the

accessibility of Ser29 which assists with stability. Decreases to the accessibility of Val31 are also

observed to the protein when in the apo and BCTbound state. This reduction to residue accessibility

could be due to the loss of interactions observed with the contact map analysis.

ΔL results further hint at the allosteric effects of the variants as most of the changes to residue

accessibility occur away from the SNV locationwith exception to P236HandP236R.Themajority of

the residues however have a ΔL close to zero this showing that the SNV effects do not affect the global

protein structure to a great extent, and could have an effect on the local residues and the network.
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Table 4.2. CA-II residues showing significant changes to accessibility during MD simulation.
Important CA-II residues from Table 2.2 are highlighted in bold and underlined. SNV positions
are underlined, italicised and highlighted in bold red. Adapted from Sanyanga et al 2019.

Variant Apo BCT CO2
Positive ΔL (Residue accessibility increase)

K18E His4 His10 Trp16 Ile22
Gly170 Phe230 Asn231
Glu235 Pro236 Glu237
Glu238

Lys111 Gly155 Leu156 Ala54 Lys158 Val159
Val160 Asp161 Leu163
Asp164 Ser165 Ile166
Asn177 Phe178

K18Q His3 Ile22 Ala152 His3 His4 Trp5 Gly6 Gly8
Lys9 His10 Asn11 Lys24
Lys111

His3 His4 Lys9 Lys24
Lys158 Val159 Val160
Asp161 Leu163 Asp164
Ser165 Ile166

H107Y Lys24 Val49 Ser50 Asp52 Gln53
Lys111 Leu184

Asp52 Gln53 Gly155
Lys158 Val159 Val160
Asp161 Val162 Leu163
Ser165 Ile166 Asp179
Pro180

P236H Ile22 Asp101 Gly155
Thr199 His236 Glu237
Glu238

His3 Gly155 Leu156
Phe178 Asp179 Pro180
Arg181 Leu183 Pro201

His3 Ala54 Lys158 Val159
Val160 Asp161 Val162
Leu163 Asp164 Ser165
Ile166 Ala173 Phe175
Asn177 Glu237

P236R Pro21 Ile22 Phe230
Asn231 Glu235 Arg236
Glu237 Glu238

Val49Asp52Gln53Pro180 Asp52 Ile59 Lys158 Val159
Val160 Asp161 Val162
Leu163 Ile166 Pro180
Glu237

N252D Leu163 Asp164 Lys111 Gly155 Leu156
Gln157 Leu183

Ala54 Lys158 Val159
Val160 Asp161 Val162
Leu163 Asp164 Ser165
Ile166 Phe175

Negative ΔL (Residue accessibility decrease)
K18E Trp5 Lys111 Lys153

Leu188
Ala152 Lys153 Gly155 Leu156 Leu188

K18Q Thr35 Lys111 Pro154
Gly155 Leu156 Lys158
Val159 Pro180 Gly182
Leu183 Glu220

Gly12 Pro13 Glu14 Asp19
Leu163 Glu233

Ile22 Ala54 Ala152

H107Y Ser29 Val31 Asp101
Lys111 Leu140 Ala152
Lys153 Val241

Val31 Ala54 Lys158 Gly25 Glu26 Arg27 Ala54
Lys111 Gln248 Lys251

P236H His3 Thr35 Ala152 Lys158
Val159 Val160

His36 Thr37 Leu163
Asp164 Gly170

Leu156 Phe225Arg226

P236R His3 Gly6 Tyr7 Thr35
Gly98 Ser99 Leu100
Lys111 Asp242

Ala54 Leu163 Asp164
Gly170 Thr199 Gly232
Gly234

Ala54 Leu156 Gly170

N252D His3 Thr35 Gly63 Pro154
Gly155 Leu156 Gln157
Lys158 Pro180 Leu183

His3 Thr35 Ser43 Ala152
Lys153

Gly155 Leu156 Arg226
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4.3.4.1.2 CA-IV

The average L of the CA-IV WT and variant proteins during MD are shown in Figure S10. Greater

average L values indicate decreases to accessibility. CA-IV data illustrates that the least accessible

residues within the proteins are located at approximately positions 32–35, 65, 148–157 and 260–263.

To resolve the average L differences, ΔL of the CA-IV WT and variant proteins was calculated and

results are presented in Figure 4.18. Data illustrates that most of the ΔL values of the proteins are

located close to 0 indicating minimal changes to residue accessibility across the protein. Results

however demonstrate increases to the accessibility of residues 148–157 (motif 6). Increases to

the accessibility of these residues could be due to the reduction to residue flexibility of the same

amino acids within the RMSF results (Figure 4.13). Changes to the accessibility of these residues

could have implications for metabolon formation and stability. Residues 148–157 are located on a

loop. Functionally and structurally, loops are involved with facilitating protein-protein interactions,

and linking secondary structure elements together [363, 364]. The CA-IV residues involved with

metabolon complex formation have yet to be identified, however within CA-VIII motif 6 contains

residues essential to the binding of the protein to ITPR1 [268]. This therefore suggests that inCA-IV

residues 148–157 could contain amino acids essential to metabolon formation.

N86K results show an interesting finding, data demonstrates a decrease to the accessibility of

residues 276–281. As this group of residues is located in close proximity to the omega site of

CA-IV (Ser284), decreases to accessibility could have implications for the attachment of the GPI

anchor. Given the benign nature of the variant, data suggests that this effect could be a compensatory

mechanism that assists with stability of the omega site. It is still however yet to be investigated as to

the potential effects of N86K on the trafficking of CA-IV to the cell surface. It should be noted that

as proteins function as a network, neighbouring residues also have an effect on residue accessibility

[18] as a result of their movements during protein dynamics. Therefore changes to the accessibility of
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a specific residue does not mean that the specific residue itself has moved. R219C shows accessibility

increases approximately to residues 95–110. This effect could be due to the increase in weighted

interactions with Gly104 previously observed. CA-IV WT and variant protein residues showing

changes to ΔL greater or less than two standard deviations are presented in Table 4.3.
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Figure 4.18. ΔL (WT − variant) of the CA-IV and CA-VIII respectively during MD simulation.
Colour coded bars at the bottom of the plot represent the similar coloured motifs in Figure 2.6.
CA-VIII adapted from Sanyanga and Tastan Bishop 2020 [269].

Data in Table 4.3 illustrates that N177K, V234I and R219S do not contain any residues showing

significant accessibility decreases. R219C data indicates that the accessibility change between residues

95–110 is significant. Global inspection of the data in Table 4.3 indicates a potential difference

between the accessibility of residues within the benign and pathogenic SNVs. Though all variants

show accessibility increases between residues 148–157 the difference is that while all benign variants

show increases to residues 152–155, in the pathogenic variants additional increases to the accessibility

of residues Ala156, Gln157 and Asp158 are observed. The functional significance of these residues

to CA-IV is yet to be fully determined.
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Table 4.3. CA-IV residues showing changes to ΔL greater or less than two standard deviations.

Variant Positive ΔL (Residue accessibility increase)

R69H Lys147 Asn152 Val153 Lys154 Glu155 Ala156 Gln157 Asp158

N86K Asn152 Val153 Lys154 Glu155

N177K Asn152 Lys154 Glu155

R219C Gly104 Asn152 Val153 Lys154 Glu155 Ala156 Gln157 Asp158

R219S Lys147 Asn152 Val153 Lys154 Glu155 Ala156 Gln157 Asp158

V234I Asn152 Val153 Lys154 Glu155

Negative ΔL (Residue accessibility decrease)

R69H Thr149

N86K Ser150 Gln278 Arg279

N177K

R219C Thr149

R219S

V234I

4.3.4.1.3 CA-VIII

The average L analysis of CA-VIII reveals that the N-terminal and residues 259–266 are associated

with the least accessibility (Figure S10). The ΔL results are presented in Figure 4.18 and initial

inspection highlights that WT and variant ΔL values remain close to 0 indicating minor changes to

global residue accessibility. Residues showing ΔL changes greater or less than two standard deviations

were then extracted fromFigure 4.18, and data is presented inTable 4.4. Results show thatmost of the

amino acids showing changes to ΔL comprise Glu rich N-terminal residues (residues 21–36) within

all variants. S100L N-terminal residues 26–29 and 35 demonstrate an increase to accessibility, while

residues 32–34 indicate a decrease. Additionally, residues 263–265 also show accessibility decreases

in S100L. E109D results show similarity with those of S100L. Binding site residues 26–29 show

accessibility increases, whereas 31–33 are associated with decreases to accessibility.

The increases and decreases in accessibility to theN-terminal binding residues of S100L andE109D
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could indicate a compensatorymechanismwhereby, as one set of residuesmoves further apart another

set of residues move closer together to balance out the effect. Since the green and red binding site

regions in Figure 2.4 are in close proximity, the accessibility changes could assist with themaintenance

of binding site integrity. This mechanism could be essential for the maintenance of binding site

integrity, and could explain the variant clinical significance of benign.

Table 4.4. CA-VIII residues showing changes to ΔL greater or less than two standard deviations.
SNV positions are underlined, italicised and highlighted in bold red. Residues located within the
CA-VIII binding site are underlined and highlighted in bold blue. Important CA-VIII residues
from Table 2.2 are highlighted in bold and underlined. Overlapping potential PPIs and important
structural residues are underlined and highlighted in bold green. Adapted from Sanyanga andTastan
Bishop 2020 [269].

Variant Positive ΔL (Residue accessibility increase)
S100A Glu23 Glu24 Glu25Gly26 Val27 Glu28 Trp29 Val35Asp43

S100L Glu23 Glu25Gly26 Val27 Glu28 Trp29 Val35Asp43

S100P Glu23 Glu24 Glu25Gly26 Glu28 Trp29 Gly30 Val35 Thr255

E109D Glu23 Glu24 Glu25Gly26 Val27 Glu28 Trp29Asp43 Leu70

G162R Glu23 Glu24 Glu25Gly26 Val27 Glu28 Val35 Glu36 Leu39

R237Q Glu23 Glu24 Glu25Gly26 Val27 Trp29Gly178

Negative ΔL (Residue accessibility decrease)
S100A Glu32 Lys94 Lys96

S100L Glu32 Glu33 Gly34 Trp37 Val40 Phe41 Lys96 Val263 Glu264 Gly265 Cys266
Asp267

S100P Trp37 Val40 Phe41 Lys96 Pro225 Pro226

E109D Tyr31 Glu32 Glu33 Lys94 Lys96

G162R Val157 Ala260 Leu262Val263 Leu280
R237Q Lys94 Lys96

4.3.4.2 Betweenness Centrality (BC)

In the previous section results demonstrated that variant presence has an effect on residue accessibility.

In this section the effects of changes to residue accessibility on protein residue communication was

investigated using BC. Residues showing the greatest communication (large average BC) are regarded

as being themost important for protein structure and function, as proteins are dynamic in nature and
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residues are always in constant communication [18, 277]. Changes within the communication/usage

of residues during MD would allow for identification of compensatory mechanisms in variant

proteins as a measure to maintain function and stability [18, 365].

4.3.4.2.1 CA-II

Results in Figure S11 indicate thatGlu117 is themost important residue for communication inCA-II

as evidenced by the high BC. Data also shows other important residues essential to communication

within CA-II namely; His64, Ala65, Phe66, Asn67, Val142, Gly144 Val206 and Asn243. These

residues include the proton shuttle, secondary aromatic cluster residues, active sitewater coordination

and CO2 binding pocket formation residues (Table 2.2), highlighting the importance of these active

site residues to CA-II. As with L, ΔBC (WT − variant) was calculated to allow for the easier

identifications of residues showing significant changes to average BC, and results are presented in

Figure 4.19.
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Figure 4.19. ΔBC (WT− variant) comparison of the CA-II protein systems. Colour coded bars at
the bottom of the plot represent the similar coloured motifs in Figure 2.6.

Positive ΔBC values indicate a decrease to specific residue usage within variant proteins during

MD simulation. This would also indicate that the specific residue is more important within the

WT protein compared to the variant. A negative ΔBC demonstrates an increase to specific variant

residue communication. Results in Figure 4.19 show that depending on the substrate, the SNVs

have different effects on the CA-II protein. Residues with an average ΔBC greater or less than two

standard-deviations were calculated and results are presented in Table 4.5.
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Table 4.5. CA-II residues showing significant changes to communication/usage during MD
simulation. Important CA-II residues from Table 2.2 are highlighted in bold and underlined. SNV
positions are underlined, italicised and highlighted in bold red.

Variant Apo BCT CO2
Positive ΔBC (reduction in residue communication)

K18E Trp5 Gly6 Pro200 Met240
Asp242Asn243

His64 His107 Lys113
Glu117 Ile145 Leu147
Lys153 Thr199 Ile215
Val222

Asn61Ala77 Leu90Val162
Gly182 Leu183 Val217
Phe225

K18Q Gly63 His94 Glu117
His119 Leu147 Pro180
Leu183 Asp242 Trp244

Trp5 Gly12 Pro13 Trp16
Phe66 Asn67 His107
Glu117 Thr168 Asp242
Asn243 Pro246

Trp5 Ala54 Leu60 Asn61
His64 Phe70 Gly182
Phe225Asp242

H107Y Val31Gly63His94Glu117
His119 Leu140 Val142
Gly144

Val31 Ala54 Phe66Tyr107
Glu117Gly144Thr199

Ile33 Ala54 His64 Glu69
Glu117 Leu147 Thr199
Val222 Phe225

P236H Gly63 Val68 Gln92 Val121
Val142 Leu147 Val159
Asp242

Phe66 Phe70 Gln92
Phe95 Glu117 Leu163

Asn61 Ala77 Leu90
Leu147 Gly182 Leu183
Val222 Phe225

P236R Gly6His94 Ser105His119
Val142Asp242Asn243

Tyr51 Ala54 Asn67 Phe95
Glu117 Leu118 Leu147
Thr199

Ala54 Leu60 Asn61 Glu69
Gly182 Leu183 Phe225

N252D Gly63 His64 His94
His119 Leu156 Pro180
Leu183Thr199 Phe225

His64 His107 Glu117
Leu147 Lys153 Thr199
Ile215

Leu60 Asn61 Phe70 Ala77
Gly182 Phe225

Negative ΔBC (residue communication increase)
K18E His4Trp16 His96 Thr199

Phe230
Ser105 Ala116 Leu118
Gly155 Leu156 Leu183
Val210 Val217

Ala54 Ala65 Val68 Phe93
Phe95 Ala116 Leu118
Val159Thr199

K18Q Phe66 His96 Lys113
Ala116 Ile145 Ile215
Val217

Gly8 Asn11 His94 Ser105
Lys169 Phe230 Trp244
Gln248

Tyr7 Gly8 Asn11 Ala65
Phe66 Val68His96 Val160
Leu163Thr199 Phe230

H107Y Phe66 Asn67 Phe95
Glu106 Leu118 Val217

Thr55 Ala77 Leu90 His94
Ser105 Val210

Ala65 Phe66 Phe93 Phe95
His96 Glu106 Ala116
Asp179

P236H His64 Phe66 His96
Ala116 Gly155 Thr199
Val217

Gly63 Phe93 His94 Trp97
Val134

Ala54 Ala65 Phe66 Phe93
Phe95Ala116 Leu163

P236R Tyr7 Phe66 Phe95 His96
Glu106 Thr199 Phe230
Arg245

Ala77 His94 Ala116
His119Val217

Ala65Phe66His94Ala116
Leu163 Phe175 Pro180

N252D Phe66 Asn67 Gln92
Phe95 His96 Ile215
Asn243

Ser105 Ala116 Gly155
Leu156 Leu183 Val217
Asn243Trp244

Tyr51 Ala54 Ala65 Phe66
Val68 Ile91 Gln92 Phe93
Val142 Val160 Leu163
Ile215

Decreases in the usage of Trp5 were observed for K18Eapo, K18QBCT and K18QCO2 proteins. As

Trp5 assists with stability in CA-II, the lower residue usage could explain the large conformational
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sampling demonstrated in the RMSD results. This decrease in the usage of Trp5 in K18Eapo could

be a direct result of the decrease to residue accessibility observed. With regards to H107Y, ΔBC

results are in agreement with the contact map findings. For all three protein states H107Y shows a

reduction in the usage of Glu117. This could be consequence of the decreases to residue interactions

and hydrogen bonds between Tyr107 and Glu117. This further supports that H107Y could have an

effect on the dissociation of Zn2+ from the CA-II active site through disruption of interactions with

Glu117. H107YCO2 analysis highlights a possible compensatorymeasure to prevent Zn2+ dissociation

from the active site. Results demonstrate an increase in the usage of primary ligandHis96which could

compensate for the interaction loses withGlu117 andHis119 tomaintain Zn2+ within the active site.

Increases to usage of residues within the secondary coordination sphere as also observed. In addition,

allH107Y systems showed increases in the usage of Phe95which assistswith stability inmotif 4. These

increases might assist the variant with maintaining stability and indicate compensatory measures.

Reductions in the usage of Glu117 is also observed within the other variants. This further suggests

that variants have an allosteric effect on CA-II that affects the active site of the protein. These

decreases in Glu117 in-turn are associated with increases in the usage and communication of primary

ligands His94, His96 and/or His119, and Asn243 which is a secondary Zn2+ ligand. This highlights

at compensatory mechanisms occurring with the CA-II active to maintain active site integrity and

Zn2+ coordination. This mechanism is observed for P236Rapo and N252Dapo whereby decreases in

communication by His94 and His119, is complemented by an increase to the usage of His96. In

addition, as P236Rapo showed decreases to Asn243which directly interacts withHis96. The increases

to usage of His96 could also be to compensate for the interaction losses with Asn243.

Overall from the results in Figure 4.19 data highlights variant effects occur away from the SNV

location indicating that the CA-II variants have an allosteric effect on the protein structure. SNV

effects are observed at active site residues, and at the aromatic cluster residues. Towards precision
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medicine related studies of CA-II and associated variants, treatment strategies would have to be

designed to assist with active site stability, and/or the rescue of primary and secondary aromatic cluster

residues.

4.3.4.2.2 CA-IV

The averageBC of theWT and variant CA-IV proteins is presented in Figure S12. Data indicates that

residues Glu138, Val165 and Ala167 are the most important residues for communication in CA-IV.

TheGlu138high usage is expected as it alignswithGlu117 inCA-II, and iswell conserved throughout

all CAs [19, 66]. Withminimal research performed onCA-IV, we hypothesise that Glu138 could also

have a effect of Zn2+ affinity and dissociation from theCA-IV active site as observed inCA-II. Val165

and Ala167 are members of motif 6. Val165 could assist with formation of the CA-IV CO2 binding

pocket (Table 2.2) explaining its high usage. Unusually however is Ala167 which aligns with Gly144

in CA-II. It should be noted that both Val165 and Ala167 are located in close proximity to the region

showing the greatest reduction to residue flexibility and increases to accessibility. Assessment of the

results evidences that compared to CA-II, CA-IV has fewer residues generally showing high usage.

Interestingly Val90, Gln113, His115, Glu127, Gly128, Trp235 and Asn269 also show high average

BC. With the exception to Gly128 these residues are listed in Table 2.2 supporting the accuracy of the

residue function assignment, and illustrating their importance to CA-IV. Although Val90 aligns with

Phe66 and is not aromatic, this result suggests that Val90 could have an adaptive function in CA-IV.
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Figure 4.20. ΔBC (WT− variant) of the CA-IV and CA-VIII respectively during MD simulation.
Colour coded bars at the bottom of the plot represent the similar coloured motifs in Figure 2.6.

Results in Figure 4.20 present the ΔBC of the CA-IV proteins. Initial inspection of results shows

that motif 1 and motif 6 (red and wheat regions) show the greatest changes to ΔBC. Numerous

residues within the variant proteins show ΔBC values greater or less than 0, indicating that variant

presence has an effect on residue communication throughout the protein. Residues showing ΔBC

changes greater or less than two standard deviations are presented in Table 4.6. Figure 4.20 data

reveals that there are no changes to residue usage occurring at the positions of the SNVs but changes

are located elsewhere within the protein, and centred around themotif 6 residues (residues 150–169).

R69H,N177KandR219S showdecreases to theusage ofVal165 thatmay assistwith theCO2 binding

pocket, with N177K showing an additional decrease to the usage of Leu116. R219S highlights an

unusual result, although this variant is associated with poor catalytic activity there are no decreases to

the usage of the assigned catalytic residues.

Benign variantsN86K andN177Kboth show increased usage in the proton shuttle residue (His88)

andThr226 thatmay assist with theCO2 binding pocket formation. Increases to the communication

of these residues could indicate a compensatory measure by these variants in maintaining CA-IV
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stability. In addition, both SNVs show increases in the usage ofAsn152,Glu155,Glu160which could

also highlight a compensatory mechanism for benign variants. This result complements the RMSD

distributions (see Figure 4.2) that hinted at potentially similar mechanisms of N86K and N177K.

These residues also show usage increases in V234I. Increases to Asn152 andGlu160 are evident solely

to the benign SNVs hinting at potential importance in benign mechanisms. The R219S increases to

weighted interactions forTrp235 (Figure 4.16) are associatedwith increases to residue communication

as evidenced in Table 4.6. Overall from the table, pathogenic variants show communication decreases

to greatest number of residues.

Table 4.6. CA-IV residues showing significant changes to communication/usage during MD
simulation. Important CA-IV residues from Table 2.2 are highlighted in bold and underlined.

Variant Positive ΔBC (Residue usage decrease)
R69H Phe70 Thr149 Ser150 Arg151 Val153 Gln157 Pro159 Glu162 Ile163 Val165

Ala167 Phe168 Lys232 Ile242
N86K Lys145 Ser150 Arg151 Ala156 Gln157 Asp158 Glu162 Ala167 Phe168 Arg279
N177K Leu116Glu146 Ser150 Arg151 Val153 Ala156 Gln157 Glu162Val165
R219C Thr149 Ser150 Arg151 Gln157 Pro159 Glu160 Glu162 Ile163 Val165 Tyr220

Lys232
R219S Thr149 Ser150 Arg151 Gln157 Pro159 Glu160 Glu162 Ile163 Ala167 Phe168

Tyr220 Lys232 Thr236
V234I Lys145 Ser150 Arg151 Val153 Ala156 Gln157 Asp158 Glu162 Phe168

Negative ΔBC (Residue usage increase)
R69H Ala107 Pro108 Glu155 Asp158 Asp161
N86K Ile54His88Asn152 Glu155 Glu160 Asp161Thr226Val234
N177K His88Asn152 Glu155 Pro159 Glu160 Val170Thr226
R219C Ser99 Gly104 Leu105 Glu155 Asp161
R219S Glu155 Asp161 Pro209 Val234Trp235

V234I Asn152 Glu155 Pro159 Glu160 Asp161 Ala164

4.3.4.2.3 CA-VIII

The averageBC ofCA-VIII was also calculated to understand the effect ofL on theBC of key residues

with the protein, and results are presented in Figure S12. Data shows that residues; Glu139, Ile165,

Ala167, Val231, Trp233 andAsn273 are themost important residues for communication in CA-VIII

evidenced by the higher average BC values. Alignment of these residues with CA-II (Figure S1)
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demonstrates that these amino acids map onto residues; Glu117, Val142, Gly144, Val206, Trp208

and Asn243 of CA-II (Table 2.2), and essential for communication [66]. Residues in Figure S12

that are non-aromatic and associated with high average BC values may be indicative of an acatalytic

adaptation in the maintenance of structure, stability and function of CA-VIII.

Results in Figure S12 indicate that residue Asn273 in S100L has the highest average BC compared

to the other proteins. High average BC is also observed for the E109D residues Trp29 and Gly30

compared to the WT and other variants. These increases to BC could be indicative of variant

compensatory measures in order to main structural stability and binding site stability through Trp29

and Gly30 respectively.

The ΔBC of the CA-VIIIWT and variant residue is presented in Figure 4.20, whereas the residues

showing ΔBC value greater of less than two standard deviations are presented in Table 4.7. From

the results in Figure 4.20, data shows that multiple residues have ΔBC values greater or less that 0

indicating that SNV presence has an effect on residue communication within CA-VIII. These effects

are more pronounced that the N-terminus and C-terminus of the protein, which contain essential

ITPR1 binding site residues.

Results in Table 4.7 highlight that apart from G162R there are no communication changes

occurring at the SNV positions. This further hints at an allosteric SNV mechanism of action, since

positions 100 (S100A, S100P and S100L), 109 (E109D) and237 (R237Q)donot showdirect changes

to residue communication. Of the variants, G162 contains the most binding site residues showing

decreases to communication, whereas R237Q in general has the greatest number of residues showing

decreases to residue communication.
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Table 4.7. CA-VIII residues showing significant changes to communication/usage during MD
simulation. SNV positions are underlined, italicised and highlighted in bold red. CA-VIII binding
site residues are underlined and highlighted in bold blue. ImportantCA-VIII residues fromTable 2.2
are underlined and highlighted in bold. PPI and important structural residues are underlined and
highlighted in bold green. Adapted from Sanyanga and Tastan Bishop 2020 [269].

Variant Positive ΔBC (Residue usage decrease)
S100A Tyr31 Glu32 Trp37 Val40 Phe41Thr88 Val91 Leu93 Lys96 Gly271

S100L Gly30 Glu33 Trp37 Val40 Phe41Asp85 His87 Thr88 Lys96 Arg251

S100P Trp29 Gly30 Glu33 Trp37 Val40 Phe41 Lys96 Gly126 Ile224 Pro225

E109D Tyr31 Trp37Ala44 Lys96 Pro103 Val115 Ile224Asp272

G162R Gly30Tyr31Glu32Trp37Val40Phe41Gly86Val91Leu93Val157 Ile224Trp233
Gly271

R237Q Tyr31 Glu32 Trp37 Phe41 Asp85 Thr88 Val91 Lys96 Glu114 Val115 Arg116
Ile224 Leu240 Gly271

Negative ΔBC (Residue usage increase)
S100A Glu23Trp29His87 Ile89 Phe117 Leu253Arg275

S100L Trp29Glu128 Arg254 Gly268 Leu270 Asn273 Phe274Arg275

S100P Glu28 Ser127 Ile143 Thr255 Leu270 Phe274 Arg275 Pro276

E109D Glu25Trp29 Gly30Asp43 Leu70 His87 Ile143 Gly268

G162R Val35 Glu36His87Arg162 Leu168 Ile234Arg275 Pro276

R237Q Trp29 Phe117Met138 Leu142 His176 Gly178 Leu206 Leu270

Assessment of the ΔBC increases and associated residues may highlight the possible variant

mechanisms. In all variants, at least two aromatic cluster residues show decreases to communication.

Trp37 is the only amino acid showing a consistent decrease in all variants, possibly suggesting its

importance to CA-VIII. Reductions to the usage of Trp29, Trp37 and Phe41 at the N-terminal

could explain the development of CAMRQ3 and reported poor CA-VIII stability associated with

the variants [131]. The lack of residue correlation within the DCC results could also be as a result

of usage changes to these residues during MD. Additionally, from Table 4.7 data, it observed that

excluding G162R, all other variants how decreases in the usage of Lys96. Overall the decline in the

usage of binding site residues in the CA-VIII variants could have an effect on association with ITPR1,

therefore resulting in Ca2+ dysregulation and homeostasis disruptions. Pathogenic variants S100P

andG162R, present increases to usage with the stability assisting residue Trp29. This could highlight
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a potential compensatory mechanism by the variants to maintain protein structure and function.

Benignvariants S100LandE109Dhowever showusage reductions in the fewest residues potentially

essential to stability (bold black and green, and underlined) compared to the pathogenic variants. This

finding could hint at a lower extent of CA-VIII destabilisation within the benign variants compared

to the pathogenic ones.

4.3.5 Variant Effects on Protein Shuttle Behaviour

DRN analysis showed evidence of variant allosteric effects on the CA-II protein structure. In

this section variant associated effects on the behaviour of the protein shuttle residue His64 were

investigated. Thiswas performed to investigate as towhether changes to this residue had occurred that

might not have been detected using traditional MD approaches or DRN analysis. It should be noted

that the pKa of surrounding residues also governs the behaviour of His64 [366–368]. In addition,

changes occurring to the proton shuttle may not change residue flexibility, accessibility or usage but

may still have an effect on residue function.

His64 was observed to rotate between the “in” and “out” conformations during MD simulations

which was expected as this has been observed in previous studies and literature [50–53]. Examples of

these conformations are presented in Figure 4.21A with respect to the WTapo protein (green).

In previous literature in 2007 by Silverman and McKenna [50] it was suggested that the distance

between the proton shuttleHis64 andZn2+ has an effect on the rate ofCO2 hydration inCA-II. Thus

for theWTand variant proteins, the average distances betweenZn2+ and theHis64 imidazole ringwas

measured and results are presented in Table 4.8.
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Figure 4.21. Illustration of theHis64 proton shuttle “in”, “out” and “faux in” conformations during
MD in the CA-IIapo protein. A:WT and K18E proteins. Green and magenta colours represent WT
and K18E respectively. B:N252D variant. Adapted from Sanyanga et al. 2019 [66].

Analysis of the data in Table 4.8 shows an unexpected finding whereby His64 does not occupy

an “out” conformation in K18Eapo. Results showed occupation of a His64 orientation that has not

yet been reported in previous literature [19, 27, 29, 48, 50], and has been observed for the first time

within this study. This orientation has been termed as the “faux in” conformation, and is illustrated in

Figure 4.21A. To ensure that this novel conformation was not a random occurrence during MD, the

prevalence of the conformation over the 200 ns MD simulation was determined, and results showed

that this conformation existed for a fraction of 0.972 of allMD frames. This indicates that the proton

shuttle remained in this position for the majority of the MD simulation. Furthermore, the “faux

in” conformation brings the imidazole ring of His64 closest to the Zn2+ of all conformations. Since

His64 did not adopt the “out” conformation during MD, this could suggest implications for proton

shuttling during catalysis. Firstly this “faux in” conformationmaynot be able to stabilise the active site

water network like the “in” conformation [369]. Secondly, without an “out” conformation protons

would have to travel a greater distance to exit the active site during CO2 hydration suggesting that a

large water networkwould be needed to shuttle protons [369–371]. This would negatively impact on
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proton shuttling and rate of catalysis.

In addition to K18Eapo, K18QBCT did not occupy an “out” conformation during MD simulation.

The proton shuttlemaintained the “in” conformation throughout the entireMDsimulation. P236apo

results showed existence of this novel “faux in” conformation but however unlike K18Eapo, His64 in

P236R was also able to adopt the “out” conformation indicating that the proton shuttle was capable

of occupying all three conformations. Analysis of orientation prevalence revealed an unusual finding.

Results showed that the “in”, “out” and “faux in” conformations existed for a fraction of 0.049, 0.123

and 0.827 of all MD simulation frames, indicating that the “faux in” conformation was adopted for

the majority of the simulation, and was preferred to the “in” and “out” conformation.

Table 4.8. Distance of His64 imidazole group from Zn2+ for the “in” and “out” conformations
within CA-II. All distances are measured from the His64 imidazole ring centroid to the Zn2+. Faux
refers to other conformations observed excluding traditional “in” and “out” occupied by His64.
Adapted from Sanyanga et al. 2019 [66].

Variant
Imidazole-Zn2+ distance (Å)

apo BCT CO2

In Out Faux in In Out Faux in In Out Faux in
K18E 8.65 * 7.30 8.08 11.09 * 6.96 11.20 *
K18Q 8.11 11.01 * 8.22 * * 8.96 10.42 *
H107Y 8.50 10.63 * 8.24 10.86 * 7.98 10.67 *
P236H 8.57 11.26 * 8.70 12.02 * 7.12 11.71 *
P236R 8.26 11.02 7.36 7.99 10.84 * 7.50 10.43 *
N252D 8.11 11.33 * 8.65 10.93 * 8.63 11.20 *
WT 8.24 11.21 * 8.57 11.07 * 8.45 11.31 *

*conformation not observed.

Emergence analysis of the conformations revealed that the “faux in” was incapable of directly

rotating to the out conformation without transitioning through the “in” orientation first. Analysis

of K18E and P236R in the presence of substrate further suggests that the presence of BCT and CO2

have an effect on SNV behaviour, as the “faux in” conformation was not observed in their presence.

Assessment of these results with BC indicates the the appearance of the “faux in” conformation is
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associatedwith the reduction of the usage of Asn243, whereas in K18QBCT a the reduction inAsn243

usage is associated with the lack of an “out” conformation. Asn243 constantly interacts with His64

as shown in Figure 4.22.

Further analysis of Figure 4.21 demonstrates that the imidazole ring ofHis64 is capable of rotation

at the CB-CG (beta carbon atom and gamma carbon atom) bond. This is evidenced by the change

of the position and orientation of either the ND1 or NE2 atom in relation to Zn2+ (Figure 4.21A,B).

This rotation is not limited to the variant proteins only, and includes the WT. Previous studies into

the proton shuttling byHis64 suggested that protons are shuttled to and from the active site through

imidazole ring tautomerisation and/orHis64 “in” and “out” rotation [50–54]. Discovery of theHis64

rotation along the CB-CG bond could suggest that imidazole ring rotation could also assist with

proton shuttling. Additional research is however necessary to validate this.

Results also confirm the previous findings by [50], whereby the side chain of His64 of the “in”

conformation forms no interactions with other active site residues, however analysis of the “out”

conformations revealed the formation of a π-stack with the indole ring of Trp5 (sandwich π-stack)

[50]. Additionally, formation of a π-stack with Phe230 was also observed for His64 is in the “out”

conformation of theWT. Visual inspection of His64 in the “faux in” conformation suggests that the

proton shuttle could form π-stacks or additional interactions with either Trp5 or Tyr7. To investigate

this contact maps of the proton shuttle were calculated and results are presented in Figure 4.22.
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Figure 4.22. Contact maps of His64 in theWT and respective CA-II variant apo proteins. Tyr7 has
been circled in red.

Results show an increase to weighted interactions between Tyr7 and His64 within the K18Eapo

and P236Rapo proteins for the “faux in” conformation. Interestingly, interactions with the aromatic

cluster residue are not observed for the WT proteins when occupying either the “in” or “out”

conformations. This shows that Tyr7 may have an effect on the occurrence of the “faux in”

conformation. The P236Rapo His64 (“faux in”) and Tyr5 residues also formed a T-shaped π-stack,
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however this interaction was not observed within the K18E representative structure.

Investigations into the proton shuttle residue His88 of CA-IV revealed that none of the variants

adopted the “faux in” conformation. This finding highlights minimal variant impact, suggesting that

the poor catalysis associated with R219S is not due to distortions of the proton shuttle, and the cause

lies elsewhere.

4.3.6 Considerations of CA-II, CA-IV and CA-VIII SNVs Towards Drug Discovery

The previous chapters have detailed information on the mechanisms of actions of the various SNVs

within the CA-II, CA-IV and CA-VIII proteins. Variant effects on CA-II are mainly located within

the active site, whereas effects on CA-IV are located away from it. Despite the different SNV effect

locations, CA-II and CA-IV PCA results demonstrated that WT and benign variants are associated

with lower free energies. Drug discovery with regards to the pathogenic catalytic isoforms should be

focusedon allosteric compounds ormolecular chaperones to stabilise the respective protein structures.

Pathogenic CA-IV SNVs have been partially stabilised by CA inhibitor dorzolamide. Since research

demonstrated RP17 was attributed to a toxic gain of function [119] in CA-IV, this molecular basis

could have rendered the inhibitor effective. Given the non-specific nature ofCA inhibitors, the effects

of dorzolamide could significantly be reduced in vivo and could inhibit other CAs non-specifically

[372]. ThusCA-IV isoform specific inhibitors are required. AspathogenicCA-II SNVdata evidences

potentially poor catalytic function, inhibitors may not be effective in the treatment of osteopetrosis

with RTA and cerebral calcification. CA-II would require compounds capable of stabilising the Zn2+

within the active site, and DRN analysis employed to validate compound effects. With regards to

CA-VIII, as themechanismof interactionwith ITPR1 is notwell understood it is difficult to ascertain

potential considerations for drug discovery intoCAMRQ3. Data however suggests thatCA-VIIImay

need to be destabilised by compounds to achieve therapeutic action as evidenced inRMSD, PCA and

Rg results.
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4.4 Conclusion

MD simulations and analysis are essential in the investigation of SNV effects on protein structure

analysis. This approach is however limited with regards to investigations of mutant effects therefore

DRN analysis was also incorporated. Previously generated parameters were capable of maintaining

the Zn2+ cofactor within the active site. Throughout the CA-II, CA-IV and CA-VIII proteins,

variant presence has a subtle effect on the protein structure. Interestingly with regards to CA-VIII,

the Rg results were in agreement with DCC and PCA, and demonstrated that the WT protein was

less stable that the variants. This was in contradiction to in silico predictions using I-Mutant and

MUpro that predicted stability reductions. This demonstrates that although in silico prediction

methods assist with filtering of large datasets they are not always accurate with regards to variant

effects on stability. Correlations between stability predictions and clinical significance of variants for

these tools also require investigations. PCA analysis revealed differing behaviour of conformational

sampling between catalytic and acatalytic CA isoforms. Catalytic WT and benign variants of the

CA-II and CA-IV proteins are associated with lower conformational sampling and energy within 3D

space, whereas the WT and benign variants in CA-VIII are associated with higher free energy and

greater conformational sampling.

Greater insights into variant mechanism of action was provided through DRN as opposed to

traditionalMD approaches. This suggests DRN analysis is necessary for the study ofmutation effects

as it also investigates changes within the protein network as opposed to traditional MD analysis that

factors in global structural changes and residue flexibility.
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5
Conclusion

The phenotypes associated with the CA group of enzymes are as a result of poor protein function

or folding. To date most of the research into CAs has focused on the inhibition of these proteins to

achieve therapeutic effect in individuals, leaving a large research gap with regards to the functional

rescue of these proteins and the identification of activator and stabilising compounds. The main

objective of this research was to characterise the effects of pathogenic and benign validated SNVs on

the structure and function ofCA-II, CA-IV andCA-VIII. The understanding of disease pathogenesis

associated with the SNVs would set the foundation for precision medicine related studies within the

CA group of enzymes in two main ways. Firstly, numerous CA variants have been identified within

online databases without any associated phenotype. This research would allow rapid characterisation

of CA variants to determine which are more likely to cause disease. Secondly, understanding
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the mechanism of action associated with the SNVs would greatly assist with drug discovery into

conditions associated with CA deficiencies, and offer individuals suffering from osteopetrosis with

RTA and cerebral calcification, RP17 and CAMRQ3 with better treatment options and a higher

quality of life.

Chapter 2

Within this chapter the sequence and structures of the CA-II, CA-IV and CA-VIII proteins were

characterised using sequence and motif analysis, and homology modelling. Prior to these analyses,

the STRING server was used to identify potential PPIs associated with each protein. The catalytic

CAsCA-II andCA-IV do not require amembrane to function, however CA-VIII functions through

interactionswith ITPR1. The exact associating residues arenot known. STRINGanalysis revealedno

new potential PPI interactions. Unusually however was the discovery of associations between CA-IV

and the WTAP protein suggesting that CA-IV could have an anti-cancer role. This suggested that

the long term use of CA inhibitors in slowing RP17 progression may not be ideal should CA-IV ever

become an anti-cancer target. SiteMap and CPORT were then utilised to identify potential binding

site residues in CA-VIII. Binding site residue investigations into CA-VIII discovered 38 potential

amino acids that could associate with ITPR1.

As CA-IV and CA-VIII are less well investigated, sequence analysis using CA-II as the reference

sequence was performed to identify conserved residues. The three proteins showed conservation of

multiple important amino acids to CA-II, and motif analysis of the entire α-CA family identified a

maximum of 11 valid motifs. CA-II contained all 11motifs, whereas CA-IV andCA-VIII comprised

of 9 and 10 conservedmotifs respectively. SNV identification identified six variants for each of theCA

proteins associatedwith a phenotype annotation inwithin theHUMAandEnsembl databases. These

included,CA-II: K18E, K18Q,H107Y, P236H, P236R andN252D;CA-IV: R69H,N86K,N177K,
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R219C, R219S and V234I; CA-VIII: S100A, S100L, S100P, E109D, G162R and R237Q. Many

more variants were available, however the only those with associated with a phenotype annotation

were selected to observe similarities and differences between the known phenotypes, and to study

trends. Each of the variants was then modelled. CA-VIIIS100P was found to destroy the β-sheet

secondary structure it was located on. CA-VIIIR237Q is located on a potential ITPR1 binding site

residue. Across all three CAs none of the SNVs occur at residues important for function with the

exception to CA-IVN86K. The CA-II variants K18E, K18Q, H107Y and N252D; CA-IV variants

N86K, R219C, R219S and V234I; and CA-VIII variants E109D, G162R and R237Q are however

located on conserved motifs.

Chapter 3

TheAMBERff14sb FFwas extended to add support for the Zn2+ cofactor that is essential to catalysis

in CAs. QM calculations showed that within CA-II, the Zn2+ cofactor has a charge less than+1, and

the respective coordinating histidine nitrogen atoms have smaller negative charges compared to their

formal charges. These parameters would be necessary to conduct accurate MD simulations.

Chapter 4

This chapter focused on the use of MD simulations and DRN to investigate the effects of SNVs on

the structure and function of CA-II, CA-IV and CA-VIII. RMSD and Rg analysis revealed subtle

variant effects on the global structure of the CA proteins.

CA-II

PCA analysis revealed that the presence of either substrate BCT or CO2 is associated with differences

to conformational sampling. In the presence of BCT, protein structures present highest free energies

and the greatest 3D conformational sampling. Variant effects occurred away from the SNV location
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and were centred around the active site of the enzyme and residues of the aromatic clusters necessary

for the maintenance of stability. BC analysis revealed that Glu117 is the most important residue

for communication within CA-II. Variants were associated with decreases to the usage of Glu117

in the presence of BCT highlighting at potential effects on Zn2+ dissociation from the active site

of the enzyme. These effects were greatest in H107Y which demonstrated residue communication

reduction for the apo, BCT and CO2 bound proteins due to the loss of hydrogen bonds and

weighted interactions between Tyr107 and Glu117. Additional hydrogen bonds were also lost

between Tyr107 and the coordinating His119. In all variants a reduction in the usage of a Zn2+

primary coordination ligandwas associatedwith increases to the usage of other primary and secondary

coordination illustrating variant compensatory mechanisms. Within CA-II, a novel proton shuttle

conformation name the ”faux in” conformation was observed for the K18Eapo and P236Rapo proteins.

This conformation was occupied to the greatest extend in during MD and was associated with

increases to weighted contacts between Tyr7 and His64. Residue correlation analysis indicated that

the presence of BCT results in anti-correlated residue movement in the WT protein, whereas CO2

results in increases to residue correlation.

CA-IV

The analysis of the pathogenic and benign variants of CA-IV using PCA revealed that the WT and

benign variants are associated with lower conformational sampling in 3D space and lower free energy

compared to thepathogenic variants, indicating greater stability. Greatest changes to theflexibility and

accessibility of CA-IV residues was observed for motif 6 which includes the residues 150–169. These

residues were also associated with increases to accessibility. Drastic BC changes were also associated

with this motif suggesting physiological importance of these residues. BC identified Glu138, Val165

and Ala167 as the most important residues for communication in CA-IV. N86K and N177K both

showed increases to the usage of the proton shuttle residue His88. Generally results suggested that
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R69HandR219Ccould have a similarmechanismof pathogenesis, whereasN86K andN177K could

employ similar mechanisms to tolerate variant presence.

CA-VIII

Variant presence in CA-VIII was associated with increases to rigidity of the proteins. The differences

between pathogenic and benign variants were observed through PCA analysis. Pathogenic SNVswere

associatedwith lower conformational samplingwith structures clustering into a single well of low free

energy. The WT and benign variants showed greater conformational sampling and were associated

with higher free energy. WT residues showed greater anti-correlated movement whereas the variant

DCCresults demonstrated a lack of correlation to greater correlation to residuemovement. L revealed

possible compensatory mechanisms employed by benign variants. S100L and E109D revealed both

increases and decreases to N-terminal residue accessibility which could assist with the maintenance of

binding site integrity. Within all variants, Trp37which could possibly assist with enzyme stability was

associated with a reduction to usage.

Future studies

This research covered associations between the CA-II, CA-IV and CA-VIII enzymes, and the

mechanism of action of SNVs. Future studies includes the alanine scanning of the respective proteins

to identify which residues are essential to stability especially for the CA-IV and CA-VIII proteins.

Additionally since SNVsmay have an effect on the pKa of the protein, in-silico pKa calculations could

also be performed to observe these changes to the protein. The pKa of key residues could have an

effect on the association of the respective CA proteins with membranes. Expanding on this, constant

pH MD could also be investigated to observe changes to protonation states as a result of pH to

further determine variant effect. Lastly to investigate effects on proton shuttling by the SNVs, QM

simulations could also be performed to simulate the proton transfer process within the catalytic CAs.
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Supplementary Material

Table S1. Table of UniProt CA accession numbers for final CA family dataset.

Sequence UniProt accession

CA-I P00915
CA-II P00918
CA-III P07451
CA-IV P22748
CA-VA P35218
CA-VB Q9Y2D0
CA-VI P23280
CA-VII P43166
CA-VIII P35219
CA-IX Q16790
CA-X Q9NS85
CA-XI O75493
CA-XII 043570
CA-XIII Q8N1Q1
CA-XIV Q9ULX7
CA-XV Q99N23
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Table S2. CA STRING predicted functional partners and confidence (approximate probability)
values representing strength of data support.

CA Protein Associated protein/gene name Confidence Score

CA-II CCDH1 0.925
CTNNB1 0.916
CTNND1 0.905
MLLT4 0.9
RAP1A 0.9
RAP1B 0.9
CTNNA1 0.9
SLC9A1 0.878
TDG 0.874
SLC4A4 0.8

CA-IV SLC4A4 0.824
CYP24A1 0.739
TALDO1 0.643
UHMK1 0.641
WTAP 0.633
VEGFA 0.632
PRSS12 0.632
RP9 0.57
SLC4A1 0.566
SYT4 0.565

CA-VIII WDR81 0.903
CYP24A1 0.796
ITPR1 0.761
VLDLR 0.725
ZNF385A 0.713
ERP44 0.670
UHMK1 0.670
AHCYL1 0.649
KIAA1045 0.627
TOX 0.622
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Table S3. CA-VIII potential protein-protein binding sites and residues. SNV positions are italicised,
underlined and highlighted in bold red.

SiteMap
Binding site SiteScore Binding site residues
1 0.885 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 43 44 45 46 47 49 51 52

53 54 55 58 59 60 61 62 76 77 78 79 80 81 83 84 85 86 87 88 90 92 93 94 95 96 111
113 114 116 118 119 121 122 123 124 125 126 127 128 130 133 134 135 136 137
141 143 145 152 153 154 155 157 158 159 163 165 171 172 177 178 180 181 183
184 185 187 188 190 191 192 193 194 196 198 199 200 201 202 205 222 223 224
225 226 228 229 233 245 246 248 249 251 252 254 255 256 257 258 260 261 262
263 264 266 269 270 271 272 274 275 276 277 278 279 280 281 282 283 284 285
286

2 0.908 56 57 59 60 61 65 66 69 70 72 102 131 132 134 136 169 171 210 211 212 213 214
215 216 236 237 238 239 287 288 289 290

3 0.897 43 46 47 48 64 65 67 68 102 103 104 105 106 110 158 160 161 163 164 217 218
219 220 228 229 230 231 232 282 283 284 285 286

4 0.881 68 69 71 72 73 74 75 96 97 98 100 101 106 107 109 174 175 176 177 178 204 205
207 208 209 210 212 213 238 239 240 241

5 0.792 190 191 252 254 255 256 257 258 259 260 262 263 266 267 268 269
CPORT

1 NA∗ 26 27 28 29 30 31 32 33 34 35 36 39 40 44 93 94 111 113 116 147 151 153 214 224
237 238 255 256 262 263 264 265 269 274 276 278 289 290

Consensus of SiteMap and CPORT
1 NA∗ 26 27 28 29 30 31 32 33 34 35 36 39 40 44 93 94 111 113 116 147 151 153 214 224

237 238 255 256 262 263 264 265 269 274 276 278 289 290
∗NA referes to not applicable.
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CA-II/1-260
CA-IV/1-312
CA-VII/1-290

CA-II/1-260
CA-IV/1-312
CA-VII/1-290

CA-II/1-260
CA-IV/1-312
CA-VII/1-290

CA-II/1-260
CA-IV/1-312
CA-VII/1-290

MS H - - - - - - - - - - - - - - - - - - - - - - - - - HWG YG K HNG P E HWHK DF P I A KG - - - - - E RQ S P V D I DT HT A K Y DP S L - - K P L S V S Y DQA T S L R I L NNG HA F N
MRML L A L L A L S A A R P S A S A E S - - - - - - - HWC Y E VQ A E S S NY P C L V P V KWGGNCQ K DRQ S P I N I V T T K A K V DK K L - G R F F F SG Y DK KQ TWT VQNNGHS VM
MADL - S F I E DT V A F P E K E E DE E E E E EG V EWG Y - - E EG V E - WG L V F P DA NG - - - - - E YQ S P I NL NS R E A R Y DP S L L DV R L S P NY V V CRDC E V T NDG HT I Q

V E F DDSQDK A V L KGG P L - - DG T Y R L I Q F HF HWG S L DGQG S E HT VDK K K Y A A E L HL V HWN - T K YG DF G K A VQQ P - DG L A V L G I F L K VG S A - K PG L Q K V VD
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Figure S1. Multiple sequence alignment of CA-II, CA-IV and CA-VIII. CA-II in bold has been
selected as the reference sequence.
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Figure S2. Conserved motifs within the human α-CA family, and associated proteins and UniProt
accessions. Motif conservation is expressed as a heat map representing the number of motif sites per
total protein sequences.
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Table S4. Identified human α-CAmotifs and associated E-values.

Motif E-value Motif E-value

M1 2.2× 10−164 M43 5.6× 10004

M2 4.4× 10−140 M44 6.2× 10004

M3 1.2× 10−108 M45 8.8× 10004

M4 3.0× 10−089 M46 1.1× 10005

M5 6.5× 10−086 M47 2.3× 10005

M6 3.8× 10−073 M49 6.5× 10004

M7 6.0× 10−054 M50 1.1× 10005

M8 6.4× 10−040 M51 1.3× 10005

M9 1.9× 10−041 M52 1.7× 10005

M10 7.7× 10−025 M55 3.3× 10005

M11 2.3× 10−006 M57 7.3× 10004

M12 2.6× 10−002 M60 1.2× 10005

M13 6.9× 10−001 M61 1.6× 10005

M14 8.1× 10−001 M62 1.6× 10005

M15 8.5× 10000 M63 5.9× 10004

M16 2.8× 10001 M64 2.1× 10005

M18 1.3× 10002 M66 2.0× 10005

M19 2.2× 10002 M67 2.5× 10005

M20 2.5× 10002 M68 2.5× 10005

M21 1.0× 10003 M69 4.8× 10005

M22 1.6× 10003 M70 4.8× 10005

M23 2.5× 10003 M71 5.5× 10005

M24 2.8× 10003 M72 1.0× 10006

M25 3.0× 10003 M73 7.6× 10005

M26 4.8× 10003 M76 4.2× 10005

M27 5.7× 10003 M78 1.5× 10006

M29 1.2× 10003 M80 9.3× 10005

M30 5.4× 10003 M81 3.4× 10006

M31 6.0× 10003 M83 7.7× 10005

M32 6.8× 10003 M84 5.2× 10005

M34 1.4× 10004 M85 6.2× 10005

M35 1.8× 10004 M86 6.0× 10005

M36 2.0× 10004 M87 7.9× 10005

M37 2.0× 10004 M89 2.9× 10006

M38 1.1× 10004 M91 2.4× 10006

M39 2.1× 10004 M94 8.7× 10005

M40 3.8× 10004 M97 2.6× 10006

M41 4.0× 10004 M98 2.7× 10006

M42 4.5× 10004

205



REMARK GOES HERE, THIS FILE IS GENERATED BY MCPB.PY
MASS
M1 65.4 Zn ion
Y1 14.01 0.530 sp2 N in 5 memb.ring w/LP (HIS,ADE,GUA)
Y2 14.01 0.530 sp2 N in 5 memb.ring w/LP (HIS,ADE,GUA)
Y3 14.01 0.530 sp2 N in 5 memb.ring w/LP (HIS,ADE,GUA)
Y4 16.000 0.465 same as ow

BOND
M1-Y4 41.2 2.1088 Created by Seminario method using MCPB.py
Y1-M1 91.7 1.9812 Created by Seminario method using MCPB.py
Y2-M1 94.3 1.9764 Created by Seminario method using MCPB.py
Y3-M1 93.0 1.9806 Created by Seminario method using MCPB.py
CC-Y3 410.0 1.394 JCC,7,(1986),230; HIS
CR-Y1 488.0 1.335 JCC,7,(1986),230; HIS
CR-Y2 488.0 1.335 JCC,7,(1986),230; HIS
Y1-CV 410.0 1.394 JCC,7,(1986),230; HIS
Y2-CV 410.0 1.394 JCC,7,(1986),230; HIS
Y3-CR 488.0 1.335 JCC,7,(1986),230; HIS
Y4-HW 553.0 0.9572 ! TIP3P water

ANGL
CC-Y3-M1 56.44 127.30 Created by Seminario method using MCPB.py
CR-Y1-M1 38.97 125.70 Created by Seminario method using MCPB.py
CR-Y2-M1 53.67 127.46 Created by Seminario method using MCPB.py
M1-Y1-CV 39.62 128.05 Created by Seminario method using MCPB.py
M1-Y2-CV 54.89 126.22 Created by Seminario method using MCPB.py
M1-Y3-CR 54.18 125.48 Created by Seminario method using MCPB.py
M1-Y4-HW 44.55 122.59 Created by Seminario method using MCPB.py
Y1-M1-Y2 39.89 116.07 Created by Seminario method using MCPB.py
Y1-M1-Y3 37.44 115.90 Created by Seminario method using MCPB.py
Y1-M1-Y4 31.02 101.10 Created by Seminario method using MCPB.py
Y2-M1-Y3 36.29 114.63 Created by Seminario method using MCPB.py
Y2-M1-Y4 36.83 105.42 Created by Seminario method using MCPB.py
Y3-M1-Y4 30.04 100.62 Created by Seminario method using MCPB.py
CC-CV-Y1 70.0 120.00 AA his
CC-CV-Y2 70.0 120.00 AA his
CC-Y3-CR 70.0 117.00 AA his
CR-Y1-CV 70.0 117.00 AA his
CR-Y2-CV 70.0 117.00 AA his
CT-CC-Y3 70.0 120.00 AA his
CW-CC-Y3 70.0 120.00 AA his
HW-Y4-HW 100.000 104.520 same as hw-ow-hw, penalty score= 0.0
NA-CR-Y1 70.0 120.00 AA his
NA-CR-Y2 70.0 120.00 AA his
Y1-CR-H5 50.0 120.00 AA his
Y1-CV-H4 50.0 120.00 AA his
Y2-CR-H5 50.0 120.00 AA his
Y2-CV-H4 50.0 120.00 AA his
Y3-CR-H5 50.0 120.00 AA his
Y3-CR-NA 70.0 120.00 AA his

DIHE
X -CC-Y3-X 2 4.8 180.0 2.0 JCC,7,(1986),230
X -CR-Y1-X 2 10.0 180.0 2.0 JCC,7,(1986),230
X -CR-Y2-X 2 10.0 180.0 2.0 JCC,7,(1986),230
X -CV-Y1-X 2 4.8 180.0 2.0 JCC,7,(1986),230
X -CV-Y2-X 2 4.8 180.0 2.0 JCC,7,(1986),230
X -Y3-CR-X 2 10.0 180.0 2.0 JCC,7,(1986),230
CC-CV-Y1-M1 3 0.00 0.00 3.0 Treat as zero by MCPB.py
CC-CV-Y2-M1 3 0.00 0.00 3.0 Treat as zero by MCPB.py
CC-Y3-M1-Y4 3 0.00 0.00 3.0 Treat as zero by MCPB.py
CR-Y1-M1-Y2 3 0.00 0.00 3.0 Treat as zero by MCPB.py
CR-Y1-M1-Y3 3 0.00 0.00 3.0 Treat as zero by MCPB.py
CR-Y1-M1-Y4 3 0.00 0.00 3.0 Treat as zero by MCPB.py
CR-Y2-M1-Y3 3 0.00 0.00 3.0 Treat as zero by MCPB.py
CR-Y2-M1-Y4 3 0.00 0.00 3.0 Treat as zero by MCPB.py
CT-CC-Y3-M1 3 0.00 0.00 3.0 Treat as zero by MCPB.py
CW-CC-Y3-M1 3 0.00 0.00 3.0 Treat as zero by MCPB.py
CX-CT-CC-Y3 1 0.047 180.0 -4.0
CX-CT-CC-Y3 1 0.74 0.0 -3.0
CX-CT-CC-Y3 1 0.204 0.0 -2.0
CX-CT-CC-Y3 1 0.69 0.0 1.0
M1-Y1-CR-H5 3 0.00 0.00 3.0 Treat as zero by MCPB.py
M1-Y1-CV-H4 3 0.00 0.00 3.0 Treat as zero by MCPB.py
M1-Y2-CR-H5 3 0.00 0.00 3.0 Treat as zero by MCPB.py
M1-Y2-CV-H4 3 0.00 0.00 3.0 Treat as zero by MCPB.py
M1-Y3-CR-H5 3 0.00 0.00 3.0 Treat as zero by MCPB.py
M1-Y3-CR-NA 3 0.00 0.00 3.0 Treat as zero by MCPB.py
NA-CR-Y1-M1 3 0.00 0.00 3.0 Treat as zero by MCPB.py
NA-CR-Y2-M1 3 0.00 0.00 3.0 Treat as zero by MCPB.py
Y1-M1-Y2-CR 3 0.00 0.00 3.0 Treat as zero by MCPB.py
Y1-M1-Y2-CV 3 0.00 0.00 3.0 Treat as zero by MCPB.py
Y1-M1-Y3-CC 3 0.00 0.00 3.0 Treat as zero by MCPB.py
Y1-M1-Y3-CR 3 0.00 0.00 3.0 Treat as zero by MCPB.py
Y1-M1-Y4-HW 3 0.00 0.00 3.0 Treat as zero by MCPB.py
Y2-M1-Y1-CV 3 0.00 0.00 3.0 Treat as zero by MCPB.py
Y2-M1-Y3-CC 3 0.00 0.00 3.0 Treat as zero by MCPB.py
Y2-M1-Y3-CR 3 0.00 0.00 3.0 Treat as zero by MCPB.py
Y2-M1-Y4-HW 3 0.00 0.00 3.0 Treat as zero by MCPB.py
Y3-M1-Y1-CV 3 0.00 0.00 3.0 Treat as zero by MCPB.py
Y3-M1-Y2-CV 3 0.00 0.00 3.0 Treat as zero by MCPB.py
Y3-M1-Y4-HW 3 0.00 0.00 3.0 Treat as zero by MCPB.py
Y4-M1-Y1-CV 3 0.00 0.00 3.0 Treat as zero by MCPB.py
Y4-M1-Y2-CV 3 0.00 0.00 3.0 Treat as zero by MCPB.py
Y4-M1-Y3-CR 3 0.00 0.00 3.0 Treat as zero by MCPB.py

IMPR
CT-CW-CC-Y3 1.1 180. 2.

NONB
M1 1.3950 0.0149170000 IOD set for Zn2+ ion from Li et al. JCTC, 2013, 9, 2733
Y1 1.8240 0.1700 OPLS
Y2 1.8240 0.1700 OPLS
Y3 1.8240 0.1700 OPLS
Y4 1.7683 0.1520 same as ow

Listing S1: Generated CA-II frcmod parameters for molecular dynamics parameter export.
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source leaprc.protein.ff14SB
source leaprc.water.tip3p
source leaprc.gaff2
addAtomTypes {

{ "M1" "Zn" "sp3" }
{ "Y1" "N" "sp3" }
{ "Y2" "N" "sp3" }
{ "Y3" "N" "sp3" }
{ "Y4" "O" "sp3" }

}
HD1 = loadmol2 HD1.mol2
HD2 = loadmol2 HD2.mol2
HE1 = loadmol2 HE1.mol2
ZN1 = loadmol2 ZN1.mol2
WT1 = loadmol2 WT1.mol2
BCT = loadmol2 BCT.mol2
CO2 = loadmol2 CO2.mol2
loadamberparams BCT.frcmod
loadamberparams CO2.frcmod
loadamberparams WAT.frcmod
loadamberparams frcmod.ions1lm_126_tip3p
loadamberparams ca2_mcpbpy.frcmod
mol = loadpdb ca2_final_zaff.pdb
bond mol.94.NE2 mol.261.ZN
bond mol.96.NE2 mol.261.ZN
bond mol.119.ND1 mol.261.ZN
bond mol.261.ZN mol.262.O
bond mol.93.C mol.94.N
bond mol.94.C mol.95.N
bond mol.95.C mol.96.N
bond mol.96.C mol.97.N
bond mol.118.C mol.119.N
bond mol.119.C mol.120.N
savepdb mol ca2_dry.pdb
saveamberparm mol ca2_dry.prmtop ca2_dry.inpcrd
solvatebox mol TIP3PBOX 10.0
addions mol Na+ 0
addions mol Cl- 0
savepdb mol ca2_solv.pdb
saveamberparm mol ca2_solv.prmtop ca2_solv.inpcrd
quit

Listing S2: Example of CA-II LEaP input forMD protein topology preparation.
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parm ca2_dry_initial_noWAT.pdb
trajin md_0_1_noWAT_PBC.xtc
rms first :1-258 out rmsd_CA_WT.agr mass time 0.01
average crdset WT_CA_average
createcrd WT_CA_trajectories
run
crdaction WT_CA_trajectories rms ref WT_CA_average :1-258
crdaction WT_CA_trajectories matrix covar name WT_CA_covar :1-258
runanalysis diagmatrix WT_CA_covar out WT_CA_evecs.dat vecs 3 \

name myEvecs nmwiz nmwizvecs 3 nmwizfile prot_WT.nmd nmwizmask :1-258
runanalysis modes eigenval name myEvecs out WT_CA_evalfrac.dat
crdaction WT_CA_trajectories projection WT modes \

myEvecs beg 1 end 3 :1-258 crdframes 1,20001
hist WT:1 bins 200 out WT_CA_hist_1.agr norm name WT_CA_1
hist WT:2 bins 200 out WT_CA_hist_2.agr norm name WT_CA_2
hist WT:3 bins 200 out WT_CA_hist_3.agr norm name WT_CA_3
hist WT:1 WT:2 free 300 bins 200 out WT_CA_hist_1_2_fes.gnu name WT_CA_1_2
hist WT:2 WT:3 free 300 bins 200 out WT_CA_hist_2_3_fes.gnu name WT_CA_2_3
hist WT:1 WT:3 free 300 bins 200 out WT_CA_hist_1_3_fes.gnu name WT_CA_1_3
run
quit

Listing S3: Example of PCA script using to calculate 3D structural differences between theWT and variant proteins.
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Table S5. Eigenvalue fraction of the various CA-II WT and variant protein states.

Protein Substrate PC1 PC2 PC3

WT Apo 0.4673 0.3253 0.2074
BCT 0.4256 0.3550 0.2194
CO2 0.5399 0.2589 0.2012

K18E Apo 0.5503 0.2500 0.1997
BCT 0.4836 0.3165 0.1999
CO2 0.5772 0.2218 0.2010

K18Q Apo 0.5260 0.2732 0.2009
BCT 0.4497 0.3598 0.1905
CO2 0.6091 0.2647 0.1261

H107Y Apo 0.4439 0.3322 0.2239
BCT 0.5688 0.2764 0.1548
CO2 0.7201 0.1670 0.1129

P236H Apo 0.5535 0.2628 0.1837
BCT 0.5195 0.2741 0.2064
CO2 0.4846 0.2977 0.2177

P236R Apo 0.4693 0.3107 0.2200
BCT 0.4772 0.3415 0.1813
CO2 0.4218 0.3208 0.2574

N252D Apo 0.4415 0.3358 0.2227
BCT 0.4635 0.3607 0.1758
CO2 0.4348 0.3235 0.2417
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Table S6. Eigenvalue fraction of the various CA-IVWT and variant proteins.

Protein PC1 PC2 PC3

WT 0.7306 0.1883 0.0811
R69H 0.4246 0.3094 0.2661
N86K 0.4290 0.3208 0.2502
N117K 0.6188 0.2277 0.1534
R219C 0.4190 0.3348 0.2462
R219S 0.4495 0.2981 0.2523
V234I 0.6594 0.1989 0.1417
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Table S7. Eigenvalue fraction of the various CA-VIII WT and variant proteins.

Protein PC1 PC2 PC3

WT 0.4272 0.3532 0.2196
S100A 0.4239 0.3479 0.2281
S100L 0.4816 0.3540 0.1644
S100P 0.6399 0.2364 0.1237
E109D 0.4889 0.2854 0.2257
G162R 0.5675 0.3060 0.1264
R237Q 0.7264 0.1903 0.0833
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