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ABSTRACT 

As technology continues to advance at an increasingly rapid pace and systems become 

more complex, evolving into systems of systems, the discipline of systems engineering 

will become a more important part of the entire system lifecycle. The scope of this thesis 

is to apply model-based system engineering principles to the system architecture of a 

system of systems, and to utilize behavior modeling capabilities to conduct an analysis of 

alternatives for a realistic design reference mission; the work in this thesis is based 

around a search and rescue mission. 

Two models of the search and rescue system of systems were prepared utilizing 

two model-based system engineering approaches and tools. For functional flow the 

Innoslate tool (from Spec Innovations) was used, and for event-driven the Monterey 

Phoenix Analyzer tool (from Naval Postgraduate School) was utilized. The application of 

both approaches illustrated how difficult it is to model a system of systems, and this 

examination uncovered opportunities to improve both approaches. The ability to allow an 

asset to asynchronously proceed through a scenario would improve the flexibility of 

Innoslate. To improve the utility of Monterey Phoenix Analyzer for analyses of 

alternatives, the capability to automatically input the characteristics for assets should be 

incorporated. 
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EXECUTIVE SUMMARY 

As technology continues to advance at an increasingly rapid pace and systems 

become more complex, evolving into systems of systems (SOS), the discipline of systems 

engineering (SE) will become a more important part of the entire system life cycle, not 

just in the design phase. As SE becomes integral to the successful execution of system 

design, product fielding, operations and sustainment, the teams responsible for executing 

the development effort and managing the system over its useful life are becoming highly 

diverse, multidisciplinary, and geographically distributed. These factors make keeping 

open lines of communication, maintaining requirements traceability, capturing system 

knowledge and sharing ever more important (Murray 2012). Due to these complications, 

the SE community has been steadily moving toward implementing model-based systems 

engineering (MBSE) as a replacement for the traditional document-based SE approach. 

MBSE helps facilitate and improve the application of the SE principles in the 

increasingly complex and diverse environment (INCOSE 2007). 

This thesis applies MBSE principles to the system architecture of an SOS and 

utilizes behavior-modeling capabilities found in MBSE tools to conduct an analysis of 

alternatives (AOA) for a realistic design reference mission (DRM) for that SOS. This 

analysis is done by answering two questions: 

1. How do the performance predictions for SOS vary between the two MBSE 
modeling methodologies: functional flow oriented and event-driven? 

2. Can unmanned vehicles/systems be utilized effectively to conduct or 
augment Search and Rescue (SAR) operations? 

The definition of a SOS is “a set or arrangement of systems that results when 

independent and task-oriented systems are integrated into a larger systems construct that 

delivers unique capabilities and functions in support of missions that cannot be achieved 

by individual systems alone” (Vaneman and Jaskot 2013, 491). This makes the 

development of the model of the SOS architecture even more important as managing the 

complexity of the problem becomes more and more difficult. 
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The context for answering the research questions asked in this thesis is the SAR 

mission and the associated SOS required to execute the SAR mission. For this thesis the 

goal for the SAR mission is to “minimize the loss of life, injury, and property damage or 

loss at sea by finding or rendering aid to those in distress” (Contag et al. 2015, Chapter 

1). Based on the National Search and Rescue Plan of the United States (United States, 

2007), the lead coordinating SAR organization has the right to recruit support from 

available SAR assets without any prior notice. This means that all U.S. military, U.S. 

Coast Guard, commercial and civilian vessels and aircraft in region where the SAR 

situation is occurring—the area of responsibility (AOR)—could become part of the SAR 

SOS. Based on this, the SAR SOS command structure can be described as follows: 

Command and Control has overarching command of the SAR Mission and delegates 

control of the actual search execution to a local commander, the On-Scene Commander 

(OSC); the OSC is the responsible for the allocation and direction of the available SAR 

Assets to execute the mission. This proposed command and control structure is illustrated 

utilizing the micro-patterns from UML for Real: Design of Embedded Real-Time Systems 

(Lavagno, Martin and Selic 2003) in Figure 1. 

 
Figure 1. Generalized SAR Mission layered control architecture (after 

Lavagno, Martin and Selic 2013). 

This proposed architecture structure, along with the mission narrative that was 

developed from the SAR DRM, was used to prepare two models of the SAR SOS 

utilizing two MBSE approaches and tools chosen for use in this thesis. For the functional 

flow model, Innoslate, a tool developed by Spec Innovations was chosen to be utilized. 

Innoslate is a hybrid modeling system that incorporates both System Modeling Language 
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and Lifecycle Modeling Language diagrams and concepts. For the event-driven model 

the Monterey Phoenix (MP) approach, developed at the Naval Postgraduate School, was 

chosen. Models were prepared in both tools. The Innoslate action diagram was run 

through discrete event simulations for four SAR Asset alternative platforms in an attempt 

to prepare performance predictions for use in an AOA. The MP model was executed to 

provide all of the possible event traces (use cases) for the SAR Mission. 

The work done in this thesis was not able to fully answer the two research 

questions being asked, but the results provided insight on what needs to be done to do so, 

moving forward. For Innoslate, the main difficulty was with modeling concurrent 

behaviors between assets to show teamwork within the SOS. It would be very valuable 

for modeling SOS if an additional decision construct was included in the available library 

of functions and constructs that could integrate the outputs of several assets while still 

allowing for each asset to proceed through the mission without waiting for each of the 

other assets to complete the previous function. With MP, the limiting factor is the manual 

application of the system parameters. To do this manually potentially limits the accuracy 

of the AOA being derived from the model developed event traces due to the added 

opportunity to introduce human error. The ability to incorporate the parameters of the 

systems and the environment directly into the model would allow for the event traces to 

begin to fully describe all possible scenarios based on the assets available and the 

environment being considered. 

Even with the limitations to the modeling tools, the question of whether or not 

unmanned vehicles can be useful for a SAR mission has been partially answered by the 

Innoslate model. The model results showed that unmanned systems can be useful in the 

execution of a SAR Mission, but based on the platforms considered in this thesis they 

cannot be utilized as the only platform executing the SAR mission. It is expected that 

unmanned systems will positively augment the performance of conventional platforms in 

the execution of a SAR Mission but in order to prove this with modeling the additional 

capabilities will need to be incorporated into the tools. 
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I. INTRODUCTION 

This document will present the work done in this thesis in five chapters. The 

scope of the thesis will be presented in this chapter. The literature review will be 

presented in Chapter 2. Based on the information the methodology executed in this thesis 

will be discussed in Chapter 3. The results of the work done by following the 

methodology and the discussion of these results will be covered in Chapter 4, and final 

recommendations and future work will be covered in the conclusion, Chapter 5. 

Additional detailed references can be found in the Appendices. 

A. OVERVIEW 

As technology continues to advance at an increasingly rapid pace and systems 

become more complex, evolving into systems of systems (SOS), the discipline of systems 

engineering (SE) will become a more important part of the entire system life cycle, not 

just in the design phase. This becomes even more apparent as the time available for 

system development continues to decrease due to customer demand (Ramos, Ferreira, 

and Barceló 2011). As SE becomes integral to the successful execution of system design, 

product fielding, operations and sustainment, the teams responsible for executing the 

development effort and managing the system over its useful life are becoming highly 

diverse, multidisciplinary, and geographically distributed. These factors make keeping 

open lines of communication, maintaining requirements traceability, capturing system 

knowledge and sharing ever more important (Murray 2012). Due to these complications, 

the SE community has been steadily moving toward implementing model-based systems 

engineering (MBSE) as a replacement for the traditional document-based SE approach. 

MBSE helps facilitate and improve the application of the SE principles in the 

increasingly complex and diverse environment (INCOSE 2007). 

This thesis applies MBSE principles to the system architecture of a SOS and 

utilizes behavior-modeling capabilities found in MBSE tools to conduct an analysis of 

alternatives (AOA) for a realistic design reference mission (DRM) for that SOS. This 

case study evaluates technical performance of three types of unmanned systems/vehicles 
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against the conventional manned helicopter in a search and rescue (SAR) operational 

scenario. Additionally, two different MBSE modeling methodologies (functional flow 

and event-driven) are compared. The goal of this effort is to demonstrate how the 

architecture and behavior MBSE approaches can be used to prepare performance 

predictions as part of an AOA, and to compare and contrast the process and results 

obtained utilizing two current modeling schemes. 

This research is enabled by another Naval Postgraduate School (NPS) Joint 

Executive Systems Engineering Management (SEM-PD21) student, Spencer Hunt. 

Hunt’s work, “Model-Based Systems Engineering in the Execution of Search and Rescue 

Operations” (2015), focuses on the modeling of the DRM baseline: the execution of the 

SAR mission by U.S. Navy, U.S. Coast Guard (USCG) air and surface assets. The work 

for this thesis, however, focuses on being able to integrate the three types of unmanned 

systems into the SAR mission: 

1. Unmanned Aerial Vehicles (UAVs) 
2. Unmanned Underwater Vehicles (UUVs) 
3. Unmanned Surface Vehicles (USVs) 

B. RESEARCH QUESTIONS 

This thesis applied the MBSE processes and the SAR DRM to answer the 

following two research questions: 

1. How do the performance predictions for SOS vary between the two MBSE 
modeling methodologies: functional flow oriented and event-driven? 

2. Can unmanned vehicles/systems be utilized effectively to conduct or 
augment SAR operations? 

Models and analysis show that unmanned vehicles can be utilized for SAR 

operations; however, the model results aim to determine to what extent and under what 

limitations. Additionally, it was expected that the comparison of the modeling 

methodologies would help determine the current strengths and weaknesses of the 

methodologies and modeling tools that support their execution. 
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C. RESEARCH METHODOLOGY 

The focus of the work done for this thesis was to develop and model the 

architecture of an SOS in order to compare the two modeling methodologies: functional 

flow and event-driven. Two MBSE tools were used to implement the methodologies for 

the chosen DRM: the SAR mission. For the functional flow modeling Innoslate, a tool 

developed by Spec Innovations for functional flow modeling, was used. To implement 

the event-driven methodology Monterey Phoenix (MP), an approach and tool currently in 

development at NPS, was utilized. The Innoslate model was used to conduct a 

preliminary AOA based on the behavior predicted for a baseline SAR Asset, the 

conventional manned helicopter, and three possible unmanned system alternatives: the 

UAV, UUV and USV. The MP model works differently from the functional flow model 

and provides an exhaustive set of use cases based on the model logic. The resultant use 

cases were then analyzed to determine if the model was accurately representing the 

behavior of the SAR SOS. The results of both models were then analyzed both to answer 

the research questions defined in the previous section, and also to determine the current 

state of both methods when applied to SOS modeling. Strengths and weaknesses of both 

tools were identified and future work was proposed to improve the ability of both tools to 

model SOS problems. 
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II. LITERATURE REVIEW 

The Department of Defense (DOD) has long been pushing for a more integrated 

and MBSE approach once it became clear that information technology (IT) systems were 

going to become the framework for most future systems (Buede 2009). To address this 

need, the U.S. DOD Architecture Framework (DODAF) was developed into a 

requirement for DOD systems being developed. The DODAF was initially created to 

support Command, Control, Communications, Computers, Intelligence, Surveillance and 

Reconnaissance (C4ISR) applications in the mid-1990s (Buede 2009). Because these 

systems are SOS by definition, they required careful consideration during system 

development to define the robust systems architectures needed to make the C4ISR 

systems functional. As it became apparent that very few DOD systems would remain 

standalone (without a requirement for connectivity between users and/or operational 

commands), the DOD started to push for the utilization of DODAF for all development 

efforts (Buede 2009; Ramos, Ferreira and Barceló 2011). 

The International Council on Systems Engineering (INCOSE) definition of 

MBSE “is the formalized application of modeling to support system requirements, 

design, analysis, verification and validation activities beginning in the conceptual design 

phase and continuing throughout development and later life cycle phases” (INCOSE 

2007, 15). The goal for the application of MBSE is to create and utilize the overarching 

models as an integrated part of the SE processes, allowing for a continued focus on high-

level system architecture management throughout the system lifecycle. Technology and 

modeling languages continue to improve and standards are being developed to increase 

the interoperability of MBSE tools (Murray 2012; INCOSE 2007). As the SE community 

becomes more comfortable with utilizing MBSE methods, the models will begin to move 

past the role of supporting engineering models and will begin to be utilized more for 

“predictive and effects-based modeling” (INCOSE 2007, 23). The INCOSE MBSE path 

of growth, as described in the INCOSE System Engineering Vision 2020 (2007, 23), is 

shown in Figure 1. Within the bracket in the lower right corner of Figure 1, are the 
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various applications and areas in the system life cycle that INCOSE believes MBSE can 

provide inputs to and support as the MBSE capability continues to grow through 2025. 

 
Figure 1.  INCOSE MBSE roadmap (from Friedenthal and Sampson 2015). 

A. MODELING BACKGROUND 

The definition of a model is a “is a representation of a selected part of the world, 

the domain of interest, that captures the important aspects, from a certain point of view, 

simplifying or omitting the irrelevant features” (Ramos, Ferreira, and Barceló 2011, 103). 

Based on this definition, the purpose of a model, in any engineering field, is to help the 

engineer/designer to better understand the system they are working on and to help the 

engineer/designer to identify any problems with the system architecture before the full 

system is built (Lavagno, Martin and Selic 2003). A model for engineering purposes can 

be a physical representation of a system, technical drawings or almost anything that 

represents the final system describing or illustrating the system in a way useful to the 

user. The user of the model can be the design engineer, stakeholders and requirements 

generators, the end user of the system, and the list can go on. The goal is to link the 

concept or design for the system to the implementation of the real system in a way that 

provides useful information for all parties (Vitech 2011). 
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A good model needs to be able to describe a system accurately without the 

addition of extra details that are not relevant to the area of concern in the system design, 

or the domain in which the system or systems will be operating (Lavagno, Martin, Selic, 

2003). This can be especially difficult, as oversimplification and poor assumptions can be 

detrimental to the accuracy of the system model, so careful consideration must be made 

when determining which information to omit and what should be kept even if it could 

potentially complicate things. Additionally, the model must be in a form that is easily 

understood by a wide range of audiences and provide insights and data on the system 

properties or performance that is of interest to all stakeholders in the system design and 

implementation. 

Systems Engineering is an interesting discipline because it applies to the full life 

cycle of a system, which makes the area of responsibility highly interdisciplinary, and 

this means that SE models have to understandable by all the engineering and logistic 

disciplines that will be involved with the system throughout its useful life (Alford 1992). 

In addition, the goal of SE is to start with the customer requirement, the problem, and 

define the architecture to solve that problem without specifying a solution; this process 

can be called “designing by allocation,” which is unique to SE (Alford 1992, 1). 

Therefore, modeling for SE applications has some unique requirements as needs to 

integrate the modeling done by many other disciplines into one model to ensure 

traceability and to reduce the possibility of human error of manually attempting to 

capture and trace errors or changes in a document-based SE process. 

Modeling for SE began with the development of standardized conceptual 

modeling schemes to capture the activities or processes that are needed for the system to 

execute the required operations assigned to it. Diagrams were developed to graphically 

represent this information for stakeholders and the engineers working on the system 

development, the most classic system description utilized in SE is the functional flow 

block diagrams (FFBDs). The FFBDs were developed in the 1950s and are 

representations of systems utilized by systems engineers to show the system functions in 

order of execution (Ramos, Ferreira and Barceló 2011; Auguston 2014; Buede 2009). An 
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example of a FFBD is shown in Figure 2, illustrating the sequential flow of each 

function, one right after the other, through time. 

 
Figure 2.  Example FFBD (from Kustere 2006). 

As systems became more complex, enhanced FFBDs (EFFBDs) were developed 

to show the flow of information from one function to the other; it shows how each 

function influences the follow-on functions either as input, output or as a required trigger 

for the following function or functions (Giammarco and Auguston 2013). An example 

EFFBD built in the Vitech CORE modeling tool from the “SE4150 System Architecture 

and Design Lab Manual” (Giammarco 2014a) can be seen in Figure 3. 

 
Figure 3.  Example EFFBD in Vitech CORE (from Giammarco 2014a, 27). 
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In comparison to the FFBD from Figure 2, where only functional blocks are 

shown one, Function 1.2, right after the other, Function 1.3, an addition of inputs, 

outputs, and triggers for the functions are shown as the green ovals in Figure 3. These 

inputs, outputs, and triggers provide additional information on what the system must do 

before it can proceed to the next step, the next function. 

In addition to EFFBDs, other architecture views were developed to provide more 

detail and to allow for further functional and physical decomposition of the system. Two 

of these diagrams are show in Figure 4. 

 
Figure 4.  Example IDEF0 (from Giammarco 2014a, 11) and sequence diagram 

(from Giammarco 2014a, 27). 

The left diagram is the integrated definition for functions modeling (IDEF0), and 

the right diagram is an example sequence diagram for a system. Both of these diagrams 

begin to link the physical components or subsystems to the functions that the system has 

to be able to accomplish in order to meet the defined mission requirements. The sequence 

diagram is used to describe the sequence of events being executed between system 

components to perform an operation or the sequence of events being conducted between 

systems and the environment in a SOS situation. For a larger sequence diagram see 

Figure 15 later in this document. The IDEF0, on the other hand, is used to map the 

functional interactions between the components or systems (in a SOS situation). For a 

larger example of an IDEF0 see Figure 17. All of the these architecture diagrams were 

useful in describing the system, but in order to provide the ability to analyze the 
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performance of the system or to identify problems within the proposed architectures, the 

models had to be transformed from documentation into a dynamic form that allows for 

the study of the system inputs, outputs and performance. 

1. Object-Oriented Modeling 

In software development, due to the inherent nature of software where it lacks any 

physical representation and is only textual logic constructs, the software developers 

needed a way to model and verify their logic prior to implementing it in a development 

language similar to C and C++. This modeling began with the use of state machine 

diagrams, Figure 5, which allows the developer to visually display the logic of the 

functions that the software code will have to execute. Utilizing the state machine to refine 

the logic of the code allowed the software designers to “move incrementally from a 

simplified and highly abstract model of the software to its final fully specified form 

without having to change the notation, the implementation medium, the tools, or the 

method of work” (Lavagno, Martin, and Selic 2003, 7). This process allowed for the 

evolution of the software model to its final state and became called model-driven 

development. These individual functions that were being modeled in the state machines 

became known as the “objects” in the object oriented (OO) software development. Not 

only were these “objects” easier to verify and validate, but once they were, they could be 

put into a library of basic functions for software developers to pull out and reuse 

whenever needed. 

 
Figure 5.  Example of a simple finite-state machine (after Lavagno, Martin and 

Selic 2003, 6). 
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As model-driven development became more standardized the Object Management 

Group (OMG) developed the Model-Driven Architecture (MDA), a technology standard 

aimed at providing a platform/tool/vendor neutral approach for developing and executing 

software architectures (Lavagno, Martin and Selic 2003; OMG 2015a). Not only does a 

standardized architecture approach allow for the interoperability between software 

packages/systems, but it also makes it much easier to reuse well developed architectures 

for follow on development efforts (OMG 2015b; Giammarco 2014b). OMG developed 

the Unified Modeling Language (UML) standard to support the MDA and to provide 

software developers with a way to “specify, visualize, and document models of software 

systems, including their structure and design” (OMG 2015b) utilizing the OO structures 

of class and structure. 

The MDA and UML methods were so successful and widely applied for software 

development that INCOSE determined that to support their MBSE Roadmap, Figure 1, 

the SE community needed a standard to structure MBSE implementation for the SE 

community. INCOSE worked with OMG to develop the Systems Modeling Language 

(SysML) (Ramos, Ferreira, and Barceló 2011). The first SysML specification OMG 

SysML v1.0 was released in September 2007, and took a subset of concepts from UML 2 

and tailored them for the SE application (OMG 2015c). The SysML language provides a 

way to graphically model “system requirements, behavior, structure and parametrics” 

(OMG 2015c). The SysML language leveraged the OO structure and defined where each 

function is modeled as a separate “object” with all the related inputs and outputs, these 

objects are then linked to one another with those inputs and outputs. The current version 

of the SysML standard is v1.4 which was accepted in March 2014, but is still in the Beta 

version and the final release is in process (OMG 2015c). 

2. System-of-Systems Modeling 

The definition of a SOS is “a set or arrangement of systems that results when 

independent and task-oriented systems are integrated into a larger systems construct that 

delivers unique capabilities and functions in support of missions that cannot be achieved 

by individual systems alone” (Vaneman and Jaskot 2013, 491). This makes the 
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development of the model of the SOS architecture even more important as managing the 

complexity of the problem becomes more and more difficult. 

In software development with UML, software architectures can be developed 

based on a combination of just three “micro-patterns” (Lavagno, Martin and Selic 2003, 

172). The most standard seen in all models is called a peer-to-peer interaction where two 

or more standalone entities collaborate to get their tasks done, as in Figure 6. The second 

is a container micro-pattern where a “part” (Lavagno, Martin and Selic 2003, 174) or 

parts are housed inside a container. The parts feed the function of the container and the 

container keeps the parts from having to interact with the environment; the container 

handles the interaction with the surrounding environment as shown in Figure 7. The third 

and final micro-patter is the layer, illustrated in Figure 8. What the layer construct allows 

for is the dependency of the two layers, the upper layer cannot exist without the lower 

layer, but the lower layer can exist without the upper (Lavagno, Martin and Selic 2003, 

176). 

 
Figure 6.  Pier-to-peer micro-pattern (after Lavagno, Martin and  

Selic 2003, 173). 

 
Figure 7.  Container micro-pattern illustration (left) and UML representation 

(right) (after Lavagno, Martin and Selic 2003, 174–175). 

 
Figure 8.  Layering micro-pattern illustration (after Lavagno, Martin and  

Selic 2003, 176). 



 13 

The concept of micro-layers can be applied to the architectures of SOS especially 

with the idea of control being applied between the actors in the architecture. Controls are 

applied in software systems to do many tasks such as: determining what resource should 

do what, monitoring for failures and determining how to manage those failures to not 

impact the performance of the system as a whole (Lavagno, Martin and Selic 2003). The 

idea of controls can be especially powerful when applied to the development of SOS 

architectures since in a SOS there are always a chain of command (layers) that provides 

direction (control) to the subordinate systems in that specific layer. Without control 

layers incorporated into the model, there will be no way to capture key actions within the 

SOS. In “Trends in Computer-Based Systems Engineering” (White et al. 1992), these key 

actions can include: 

• allocates resources to address the problem 
• determines with resources will receive what data and will execute which 

functions 
• determines performance allocations 
• responds to fault detection and recovery (White et al. 1992) 

B. BEHAVIOR PREDICTION MODELING 

The main concern during system design is whether or not the system will operate 

and execute the necessary functions to perform the designed actions necessary within the 

operational environment; this brings to the fore why behavior and accurate architecture 

models are so important (Auguston 2014). The use of these models begin to address the 

challenge of understanding and predicting flaws in the architecture design as early in the 

system life cycle as possible to reduce the cost and impact of correcting these defects 

(Giammarco 2014b); this especially true since fixing the problems with the architecture 

after the system design phase can be cost “from 10 to 10,000 time more” (Alford 1992, 

5). 

1. Functional Flow 

One of the applications of SysML and object oriented modeling is to apply the 

functional flow analysis described in the EFFBDs and in the SysML Activity diagram to 

execute performance predictions by running simulations from the activity diagrams 
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developed as part of the model. This method focuses on assigning actions to individual 

assets, which could be various systems in a SOS or subsystems in an individual system, 

and then defining parameters for each function/action that will be executed by the system 

or SOS. Once these parameters are defined, a time-based discrete event simulation can be 

run to estimate the performance of the system or SOS. Once the model is verified and is 

providing accurate results based on a known operational situation (OPSIT) then the 

parameters for the functions of each asset can be changed to either: 

1. Conduct an AOA for various system components/subsystems or to 
compare possible system choices as a part of a SOS analysis. 

2. Conduct design trade off analysis to determine levels of performance 
required to meet the design parameters and requirements. 

There are many tools available to systems engineers to prepare deterministic 

models and conduct performance prediction analyses. The choice on which to use is 

based on the availability of the tool, the type of SE methodology the model is based on 

(such as top down, spiral, or onion) and the language being used for the model (SysML, 

UML or others). 

2. Event-Driven 

Event-driven behavior modeling differs from functional flow modeling previously 

discussed because this approach focuses on the system components and the interactions 

between these individual components on a higher, more abstract level where the 

behaviors of the individual system components are modeled separately from the 

interactions between these components (Giammarco and Auguston 2013; Acheson, Dagli 

and Kilicay-Ergin 2013; Auguston 2014; Giammarco, Farah-Stapleton and Auguston 

2015). This separation of component behavior from interactions simplifies the model and 

allows for all the components to interact with each other and their environment as defined 

by the logic of the interactions. This allows the model to determine system behaviors in 

general instead of linked to specific use cases that have been developed by the model 

developer (Auguston 2014; Giammarco, Farah-Stapleton and Auguston 2015). 

In MP (Auguston 2014; Giammarco, Farah-Stapleton and Auguston 2015), the 

NPS developed event-driven capability, decoupling the model from specific use cases 
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provides a huge benefit as the model itself will develop the use cases automatically as 

“event traces,” meaning that the analysis for the system can be done on all logical 

scenarios and provides a way to see emergent system behavior that may have been hidden 

otherwise (Giammarco, Farah-Stapleton and Auguston 2015; Paulo 2015). The 

generation of the event traces makes it easier to identify critical paths in the architecture 

design by manually applying event timing estimates and durations to the event traces 

generated by MP (Auguston 2014). This allows for a comparison of component 

utilization in the system since all of the possible use cases are identified and only the 

individual component performance timings would need to be mapped to each trace. 

This type of modeling is especially useful and applicable for SOS applications 

due to the decoupling of the behaviors from the interactions. Due to the nature of the MP 

application of event-driven modeling, it allows for the decoupling of the behavior of each 

system from the other systems that make up the SOS and only links the systems together 

with their interactions (Giammarco, Farah-Stapleton and Auguston 2015). This allows for 

a more accurate description of how systems work together in an SOS situation. It also 

makes the model more flexible to change and modification if design parameters need to 

altered or if it is desirable to swap out systems completely as part of an AOA or due to 

obsolescence issues. 
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III. METHODOLOGY 

The methodology used for the modeling and analysis done for this thesis initially 

followed the structure outlined in “A Lab Manual for Systems Architecting and Analysis” 

(Giammarco 2015a), and incorporated several MBSE and SE methodologies that were 

found in articles read in compilation of the literature review (Giammarco 2014b; Ramos, 

Ferreira, and Barceló 2011). The overarching steps of this methodology are: 

1. Define and clearly state the problem to be solved. 
2. Define the case study. 
3. Define and document constraints. 
4. Propose potential alternatives to be modeled. 
5. Choose modeling tools. 
6. Prepare model(s) in chosen tools. 
7. Verify model outputs with the case study scenario. 
8. Iterate the model with parameters for chosen alternatives. 
9. Analyze results as an AOA and a comparison between the modeling 

methodologies. 
10. Document observations and provide conclusions and recommendations for 

future work. 

A. PROBLEM DEFINITION 

The questions being addressed in this thesis were discussed in Chapter I; 

however, they are summarized in this section. The two research questions considered in 

this thesis are: 

1. How do the performance predictions for SOS vary between the MBSE 
modeling methodologies: functional flow oriented and event oriented? 

2. Can unmanned vehicles/systems be utilized effectively to conduct or 
augment SAR operations? 

This means that there are two problems being addressed here. The first is to determine if 

there is a better MBSE methodology and modeling tool to use for complicated SOS 

applications. In order to reach an answer for this question, a case study had to be chosen 

to be applied to each MBSE tool. For “A Lab Manual for Systems Architecting and 

Analysis” (Giammarco 2015a), the SAR mission was chosen as the case study to model; 

therefore, it will also be used for this thesis. Using the SAR mission as a case study 
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provides an opportunity for modeling to answer the question: Can unmanned vehicles 

improve the performance of the SOS required in the execution of the SAR mission? 

B. CASE STUDY: SAR MISSION 

As discussed in the literature review, once the problem being solved by the 

system or SOS is defined, the next step is to provide context for the problem. This 

context is the operational scenario, the DRM, which will be used in the model as the 

backdrop for the performance predictions of the system. The DRM and associated 

OPSITs will be utilized to validate the model and provide the setting for the AOA being 

done with the unmanned vehicles/systems. 

1. SAR Mission Overview 

For this thesis the goal for the SAR mission is to “minimize the loss of life, injury, 

and property damage or loss at sea by finding or rendering aid to those in distress” 

(Contag et. al 2015, Chapter 1). In order to accurately describe the architecture for a SAR 

mission, all aspects of the operation have to be considered, and they will include: 

• the parties in distress and needing rescue 
• the group(s) responsible for planning, coordination and execution of the 

search and rescue evolution 
• the assets utilized for the actual search and/or rescue. 

Based on the National Search and Rescue Plan of the United States (United States, 

2007), the lead coordinating SAR organization has the right to recruit support from 

available SAR assets without any prior notice. This means that all U.S. military, USCG, 

commercial and civilian vessels and aircraft in region where the SAR situation is 

occurring—the area of responsibility (AOR)—could become part of the SAR SOS. In 

addition, if unmanned vehicles are found to be available and their capabilities deemed 

useful to augment the SAR SOS they could also be added to the pool of available search 

assets. 
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2. Operational Scenario Overview 

Based on the general description of a SAR mission, the operational concept can 

be illustrated in the DODAF high level concept graphic, operational view one (OV-1), 

shown in Figure 9. 

 
Figure 9.  Operational concept for a SAR SOS (from Giammarco, Whitcomb 

and Hunt 2015, 5). 

Based on the overview shown in the OV-1 the actors required to conduct the SAR 

mission were defined in “An Instructional Design Reference Mission for Search and 

Rescue Operations” (Giammarco, Whitcomb and Hunt 2015) and are the following: 

1. The physical environment where the SAR mission will be executed, also 
called the AOR 

2. The party in distress requiring the rescue, persons in distress (PID) 
3. The command and control (C2) center which will coordinate and direct the 

overarching SAR mission execution 
4. The available SAR Assets which can also be called the SAR units (SRU). 

As illustrated in the OV-1, these can include any of the following: 
military/commercial/civilian vessels, military/commercial/ civilian 
aircraft, UAVs, UUVs and USVs. 

During the course of the model development one additional actor was introduced 

by Hunt, the On Scene Commander (OSC). According to Hunt, at the search area, a local 
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commander is appointed to coordinate the rescue operations between all the available on 

scene SAR Assets (Spencer Hunt, 17 April 2015, email message to Kristin Giammarco). 

The OSC is typically located on one of the manned SAR assets and will prepare the 

search plan and direct the SAR Assets on their roles and responsibilities during the 

search. 

These five actors will be utilized as the high level assets in the model of the SAR 

SOS architecture. The application and use of these assets is further described in the DRM 

and associated OPSITs. 

3. Design Reference Mission 

A DRM is necessary to provide a bounded space for which to allow the model to 

be developed and analyzed. If the DRM is too broad or complicated the model could 

become unmanageable; the excessive complexity will hinder the ability to find any errors 

and will make it more difficult to verify and validate the model. To begin with 

developing a DRM, a capability needs statement has be chosen first: “Civilian and 

defense agencies need a cost-effective means to search large areas of ocean and over-land 

terrain in various environmental conditions in order to locate wreckage and survivors in 

the shortest time possible” (Giammarco, Whitcomb and Hunt 2015, 11). 

To keep consistency and to preserve the ability to integrate the models developed 

in this thesis with the model Hunt prepared for his thesis, “Model-Based Systems 

Engineering in the Execution of Search and Rescue Operations” (2015), the DRM used 

for this thesis, was developed by Hunt. To keep the scope of the model and DRM to a 

reasonable level, while still providing enough variation between missions to provide the 

model with variation in the inputs, Hunt defined two OPSITs that will be the basis for the 

missions modeled: (1) man overboard and (2) downed aircraft. To keep in the spirit of the 

capability needs statement including both military and civilian applications for SAR, 

Hunt defined both a U.S. Navy SAR OPSIT and a civilian scenario for each of the two 

OPSITs. This gave Hunt four OPSITs to utilize in his modeling, and they were the 

starting point for the OPSITs used in this thesis; however, additional simplifications and 



 21 

generalizations were incorporated to provide a simpler comparison for the alternatives 

being considered in the AOA. 

4. Operational Situations 

Hunt’s DRM (2015) described two overarching OPSITS with a total of four 

breakout OPSITS. These OPSITs have been further simplified for the model in this thesis 

into three OPSITs: (a) Near-Shore Rescue, (b) Medium-Distance Rescue and (c) Long-

Range Rescue. These three distances were chosen to be able to show the full range of 

SAR missions and to provide the alternatives a range of missions to be compared. This is 

important due to the large variation in capability between the available unmanned 

platforms; using only one search scenario would not fully show the flexibility or 

limitations of the alternatives being considered. 

Near-Shore Rescue OPSIT: The near-shore rescue OPSIT is a simplification of 

the U.S. Navy downed aircraft scenario where the helicopters and/or other SAR assets are 

in the vicinity. In this case, all SAR assets will be 10 nautical miles (nm) from the initial 

search area. This operational scenario would also apply to any recreational boating and/or 

swimming SAR situations. 

Medium-Distance Rescue OPSIT: The medium-distance rescue OPSIT is a 

simplification of the U.S. Navy man overboard scenario. In this instance the SAR assets 

will be starting 35nm from the initial search area. This distance could also be applicable 

to any U.S. Navy littoral exercise or training accidents. 

Long-Range Rescue OPSIT: The long-range rescue OPSIT is a simplification of 

the civilian man overboard and downed aircraft scenarios. For this OPSIT, the SAR asset 

will be located 200nm away from the initial search area. 

5. Mission Narrative 

The mission narrative that was used for this thesis was based on the initial 

narrative found in the “An Instructional Design Reference Mission for Search and Rescue 

Operations” (Giammarco, Whitcomb and Hunt 2015); however, as the work on the 

architecture continued, the narrative was expanded by Hunt. To continue to ensure 
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consistency between models, the revised narrative was utilized for this thesis. In Hunt’s 

thesis, “Model-Based Systems Engineering in the Execution of Search and Rescue 

Operations,” he defined the narrative to be: 

• Command and control (C2) either receives a distress signal from a person 
in distress (PID) or is notified of a missing person or vessel. 

• If the general location information falls outside of the C2’s area of 
responsibility (AOR), the mission is assigned to the appropriate entity. If 
the general location is within the C2’s AOR, C2 initiates SAR protocol 
and passes mission information to available assets. 

• Search and rescue units (SRUs) deploy to the search area as assigned by 
C2 and attempt to contact the PID or the missing person or vessel. If 
contact is made, SRU(s) requests a precise location and situation report 
(SITREP). If no contact is made, SRU(s) will periodically try again. 

• Upon reaching the search area, datum or last known location (LKL), 
SRU(s) initiates a search pattern based on the mission situation to include 
environmental conditions, available assets, crew composition and time on 
station. 

• SRU(s) conducts the search plan, scanning the environment for any signs 
of the PID or vessel and provides regular SITREPs to C2 and other SAR 
assets (OSA). 

• If an SRU spots an object of interest, the SRU maneuvers for a closer 
inspection. If the object of interest appears to be wreckage, the SRU 
notifies OSA and C2 of the situation. If object of interest appears to be a 
PID, then the SRU notifies C2 and OSA and maneuvers to rescue or 
coordinates with another SRU to make the pickup. If the object of interest 
is not related to the SAR mission, the SRU resumes the search pattern 
until spotting another object of interest or conditions are reached for a 
return to base (RTB). 
(2015, 27–28) 

6. Command Structure 

As discussed in Section 2.A.2, the command structure of the SOS is an important 

input into the architecture construct, and based on the narrative the proposed command 

layering for the SAR Mission should be considered to be structured where: 

• The C2 asset has overarching command of the SAR Mission it provides 
direction (control) to the local commander, the OSC. 

• The OSC asset has overarching command to execute the local SAR 
mission with control of the SAR Assets: allocation of the SAR Assets, 
directing them where to conduct the search if the search area has been 
parsed into individual sectors, monitor search failures and implement 
back-up plans. 
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This proposed command and control structure is illustrated utilizing the micro-

patterns from UML for Real: Design of Embedded Real-Time Systems (Lavagno, Martin 

and Selic 2003) in Figure 10. 

 
Figure 10.  Generalized SAR mission layered control architecture (after 

Lavagno, Martin and Selic 2013). 

C. CONSTRAINTS AND ASSUMPTIONS 

Constraints 

• Only one conventional SAR asset will be modeled, the manned helicopter; 
USCG/Navy ships, other military aircraft, civilian aircraft and boats will 
not be modeled as alternatives. 

• There are many different available types of each unmanned system being 
considered; however, only one generalized solution for each platform will 
be modeled. 

• The OSC can be located on the SAR Assets; however, the model will 
represent the OSC a separate entity from the SAR units. 

Assumptions 

• The SAR assets will be departing from the same location for each OPSIT: 
initial distance traveled will be constant. 

• Weather conditions will not be included in this set of simulations. 
• The SAR missions being done for the three OPSITs will all be taking 

place over water to allow for the utilization of the UUV and USV 
alternatives for all OPSITs. No overland rescues will be considered in this 
thesis. 

D. DEFINITION OF ALTERNATIVES 

Utilizing the mission narrative from the section 3.B, and the assumptions and 

constraints defined in Section 3.C, the model for the SAR SOS case study can be built; 
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however, in order to execute the performance prediction simulations and AOA, the 

alternatives being considered have to be defined. For this AOA, four alternative solutions 

will be modeled. The manned helicopter will be used as the baseline for the analysis and 

one notional platform will be utilized for each of the proposed unmanned vehicle 

solutions. 

Baseline: Helicopter 

The helicopter parameters for the model will be based on the U.S. Navy 

Helicopter Sea Combat (HSC) and Helicopter Maritime Strike (HSM) platforms the 

Sikorski MH-60R/S Seahawk as both are utilized for combat SAR operations. Both 

helicopters are based on the same airframe, their sensor suites and weapons systems vary 

due to their different mission sets. The MH-60S variant is shown in Figure 11. 

  
Figure 11.  MH-60S Helicopter (from Sikorski Aircraft Corporation 2012). 

The parameters that will be changing between platforms include: speed, search 

coverage, and others (defined for the MH-60 in Table 1). All the parameters except speed 

and travel distance were defined by Hunt (2015) in his thesis. All of the parameters used 

for the model can be found in Appendix A, Tables 7 and 8. 
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Table 1.   MH-60 Parameters (from Hunt 2015; from COMNAVAIR 2012; 
from Sikorski 2012) 

Parameter Mean Value 

Lead Time to Depart 
Base 

Mean 30 min 
Distribution Normal 

σ* 5 min 

Travel Speed To AOR 

Mean 120 knots 
Distribution Normal 

σ for Travel Distance 
Near Shore 5 min 

Medium Distance 5 min 
Long Range 15 min 

Initial Scan Mean 0.07 min 
Distribution Exponential 

Ability to Conduct Rescue YES 

Rescue Maneuver Mean 0.1 min 
Distribution Exponential 

Travel Speed From 
AOR 

Mean 120 knots 
Distribution Normal 

σ for Travel Distance 
Near Shore 5 min 

Medium Distance 5 min 
Long Range 15 min 

* σ = Standard Deviation 

Option 1: Unmanned Aerial Vehicle 

The Northrup Grumman MQ-8B variant of the U.S. Fire Scout UAV, Figure 12, 

was chosen to as the example for the AUV alternative that will be modeled for the SAR 

DRM OPSITs. The MQ-8B was chosen as the solution over other hand thrown or man 

portable drone type UAVs due to the nature of the mission where higher speeds and 

ranges are required. In addition, even though currently the MQ-8B cannot execute the 

actual rescue component of the mission, a UAV of this size would be required if such a 

capability was developed in the future. The parameters for the MQ-8B that will be 

utilized in the model are shown in Table 2 and were retrieved from a Naval Air Systems 

Command (COMNAVAIR) specification sheet for the MQ-8B and the much larger 

follow on variant the MQ-8C (2015). 
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Figure 12.  Fire Scout MQ-8B (from Northrup Grumman Corporation 2015). 

Table 2.   Fire Scout MQ-8B Parameters (from COMNAVAIR n.d.) 

Parameter Mean Value 

Lead Time to Depart 
Base 

Mean 20 min 
Distribution Normal 

σ 5 min 

Travel Speed To AOR 

Mean 85 knots 
Distribution Normal 
σ for Travel Distance 
Near Shore 5 min 

Medium Distance 10 min 
Long Range 15 min 

Initial Scan Mean 2 min 
Distribution Exponential 

Ability to Conduct Rescue NO 

Travel Speed From 
AOR 

Mean 85 knots 
Distribution Normal 
σ for Travel Distance 
Near Shore 5 min 

Medium Distance 10 min 
Long Range 20 min 

Option 2: Unmanned Underwater Vehicle 

UUVs in general are slow moving vehicles. Even the fastest variants, the torpedo 

shape, Figure 13, rarely exceed a speed of 10 knots or have a very short mission duration 

capability due to their high-speed capability. This low speed or short mission time will be 

a hindrance for the SAR DRM, especially for the longer range OPSITs; however, to keep 

from ruling out this type of vehicle without modeling, a vehicle based on the Virginia 

Tech High Speed Autonomous Underwater Vehicle (AUV) (2011), which has a high-
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speed of greater than 15 knots will be utilized as the UUV alternative in the model. The 

parameters utilized in the model for the UUV alternative are listed in Table 3 and are 

derived from the author’s personal experience with UUVs and based on the speed for the 

High Speed AUV (Virginia Tech 2011). 

 
Figure 13.  Examples of UUVs (Kongsberg 2015; Virginia Tech 2011). 

Table 3.   Notional UUV Parameters (from Virginia Tech 2011) 

Parameter Mean Value 

Lead Time to Depart 
Base 

Mean 20 min 
Distribution Normal 

σ 10 min 

Travel Speed To AOR 

Mean 15 knots 
Distribution Normal 
σ for Travel Distance 
Near Shore 10 min 

Medium Distance 15 min 
Long Range 30 min 

Initial Scan Mean 20 min 
Distribution Exponential 

Ability to Conduct Rescue NO 

Travel Speed From 
AOR 

Mean 15 knots 
Distribution Normal 
σ for Travel Distance 
Near Shore 10 min 

Travel Speed From 
AOR 

Medium Distance 15 min 
Long Range 30 min 

Option 3: Unmanned Surface Vehicle 

Based on author’s experience with USVs and due to the nature of the mission 

where higher speeds and ranges are required and the ability to conduct rescue operations 

would be preferable, a full size boat USV variant, Figure 14, will be the basis for the 

USV modeled. The parameters utilized in the model for the USV alternative are listed in 
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Table 4 and are derived from the author’s personal experience with 7–11m rigid hull 

inflatable boat (RHIB) USVs. 

 
Figure 14.  Examples of commercial USVs (from 5G International Inc. n.d.; 

naval-technology.com 2015). 

Table 4.   Notional USV Parameters 

Parameter Mean Value 

Lead Time to Depart 
Base 

Mean 20 min 
Distribution Normal 

σ 10 min 

Travel Speed To AOR 

Mean 30 knots 
Distribution Normal 
σ for Travel Distance 
Near Shore 5 min 

Medium Distance 15 min 
Long Range 20 min 

Initial Scan Mean 5 min 
Distribution Exponential 

Ability to Conduct Rescue YES 

Rescue Maneuver Mean 5 min 
Distribution Exponential 

Travel Speed From 
AOR 

Mean 20 knots 
Distribution Normal 
σ for Travel Distance 
Near Shore 5 min 

Medium Distance 15 min 
Long Range 30 min 
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E. TOOL CHOICE 

1. Functional Flow—Innoslate 

At the NPS, two main MBSE tools have been utilized in the SE curriculum: 

Vitech CORE and Spec Innovations Innoslate. For the work being done in this thesis 

Innoslate was the tool chosen to be utilized for the functional flow modeling. Innoslate is 

a tool developed by Spec Innovations as a tool for the company to use internally for their 

own MBSE applications (Spec Innovations 2015). Spec Innovations wanted Innoslate to 

be able to integrate all of the utilities that previously they had needed multiple tools to 

support. They designed Innoslate to be able to support the full system development life 

cycle by providing a web based means of requirements and configuration management, 

modeling the physical and behavior aspects of a system, simulations of system behavior, 

be able to support the requirements of DODAF, and an easy to use interface that 

promotes collaboration between users (Spec Innovations 2015). 

In addition to incorporating all of the SysML diagrams, Spec Innovations has also 

integrated two lifecycle modeling language (LML) diagrams into the capabilities of 

Innoslate: Action (analogous to the SysML Activity) and Asset. One of the main 

differences with LML based models is that decision points are assigned as functions 

rather than as separate constructs. This allows for reducing the randomization of 

decisions in the model flow. This hybrid approach to object and functional analysis 

aspires to providing more realistic results without added levels of complexity (Dam 

2015). 

2. Event-Driven—Monterey Phoenix 

At NPS an event-driven based approach is currently in collaborative development 

between the Computer Science and SE departments, and the MP approach will be used in 

this thesis. Monterey Phoenix is different from all other modeling approaches because it 

decouples the system behavior and system interactions. This is especially important for 

SOS applications, since per the SOS definition in section 2.B, the individual systems 

should be independent from one another; the interactions between the systems are what 

create the SOS scenario (Giammarco, Farah-Stapleton and Auguston 2014). This 
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decoupling makes it much easier to scale the model, allows the systems to more easily 

interact with one another and the environment and allows for events to take place 

concurrently (Auguston 2014). 

Probably the most important thing that this decoupling and careful generalization 

does is that it removes the requirement for the model architect from needing to build 

exhaustive use cases; the MP algorithm builds the use cases automatically. Due to the 

structure of MP, the model determines all the possible scenarios that can take place based 

on the interactions and system behavior. These possible scenarios are provided as event 

traces and the model will produce all the possible scenarios that can logically take place 

up to a defined scope limit (Auguston 2014). For complex SOS architectures and/or 

missions, this facet of MP is very helpful since it automatically generates a “super set” 

(Giammarco, Farah-Stapleton and Auguston 2014) of use cases rather than the human 

model developer having to define the use cases individually. These event traces are then 

utilized to further analyze the behavior of the system(s) being modeled. 

F. MODEL STRUCTURE 

The treatment of the SAR mission as an SOS application has already been 

introduced; however, the reason for this is that not only are the C2 and OSC their own 

systems, but the SAR assets by definition are multiple systems working together. 

Treating the SAR mission as an SOS is also critical if there is any hope of modeling 

multiple platforms working together: more than one helicopter, more than one 

UAV/UUV/USV or some combination of all four platforms. While in this thesis other 

USCG, military and civilian vessels and aircraft are not being incorporated into the 

analysis, if the model is structured correctly, in the future these additional assets should 

be able to be added easily and a wide web of assets should be able to work together. 

The illustrations of the system diagrams in this section will be from the Innoslate 

model. Once the model architecture is developed and the action diagram and event traces 

are prepared, the Innoslate and MP models will be compared in the Results chapter to 

provide feedback on what additional views should be added to MP to make the 

model/simulation outputs more flexible and useful for system architects and engineers. 
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1. Proposed Architecture 

In the OV-1 the overarching architecture and generalized asset definitions were 

presented; see Figure 9. Then, based on the DRM and OPSITs the mission narrative was 

developed, and a command and control structure was proposed in Figure 10. Using the 

mission narrative from Section 3.B.5, the sequence of events can be entered into the 

model and for Innoslate displayed in a sequence diagram, Figure 15. 

 
Figure 15.  Sequence diagram for SAR SOS concept from Innoslate. 
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The sequence diagram shows on the very high level of the narrative how each 

participant/asset in the SAR mission interacts with the others. This sequence of events 

provides the initial framework to base further development of the detailed actions and 

activities that have to take place in order to be able to execute the SAR mission. It is 

important to note that the sequence diagram in Figure 15 shows the sequence of events if 

there is a capability to rescue the PID. Additional sequence diagrams would be required 

to fully illustrate other scenarios where the PID cannot be rescued or if the OSC calls in 

another SRU to conduct the rescue. 

The next step in building the model is to begin mapping the functions to the 

physical assets participating in the SAR mission. The first functional decomposition is 

done in the form of the IDEF0 diagram Figure 16. To prepare the IDEF0 each high level 

asset is assigned their highest level function: 

• C2: provide command and control 
• PID: perform survival activities, shown in Figure 16 as the green block 
• OSC: orchestrate SAR mission, shown in Figure 16 as the red block 
• Physical Environment: provide environmental feedback 
• SAR Assets: execute SAR mission plan, shown in Figure 16 as the blue 

block 

These high level functions are then mapped to all the inputs, outputs and triggers 

required for each asset to interact with all of the others. Attempts were made in the 

generation of the IDEF0 to keep the structure, inputs and outputs similar to Hunt’s model 

(2015) to keep the operational validity. Too much deviation from Hunt’s system structure 

would reduce the applicability of the model in this thesis to the way the SAR mission is 

executed in the real world. Once all the functions are allocated to the respective assets, 

the functions for the asset of interest begin to be decomposed to start linking them back to 

the sub-systems and physical components. Since “SAR Assets” actually represents an 

aggregate of all the available SAR assets, it has to be discomposed into the individual 

assets mapping all the input, output and trigger functions to each asset. In Innoslate the 

decomposition was done with four possible SAR assets to allow for the model to 

incorporate all four system alternatives. 
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Figure 16.  Functional decomposition for SAR SOS concept. 

Figure 17 shows the inputs coming into each asset from the left (e.g., stores are 

the furthest inputs on the left of the diagram), the triggers come in from the top (e.g., the 

first is the SAR Mission Plan), and all the outputs generated by the SAR assets come out 

of each asset and head off to the right (e.g., Aid and Waste). The SAR assets were chosen 

to be decomposed further in this model due to the interest in comparing alternatives for 

the SAR assets; however, any of the other functional assets could also be decomposed 

further if that was of interest. The next step is to map each individual SAR Asset to the 

functions it is responsible for, Figure 18. 
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Figure 17.  Second-level functional decomposition illustrating the individual SAR assets that are part of the SAR SOS. 
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Figure 18.  Individual SAR asset subsystem level functional decomposition (after Giammarco 2015b). 



 36 

In this model, Figure 18, each SAR asset was decomposed into six subsystems: 

1. Power 
2. Control  
3. Communications 
4. Sensor 
5. Locomotion 
6. Physical operations 

These subsystems were mapped again to the same inputs, outputs and triggers as 

were applied to the system in Figures 17 and 18, additionally the input, output and trigger 

functions were also mapped between each of the subsystems. 

2. Performance Prediction 

Now that the SOS and the SAR Asset decompositions were prepared, the final 

step in the model preparation is to develop the portion of the model that will be utilized to 

execute the system behavior simulations that will be utilized for the performance 

predictions. 

a. Innoslate—LML Action Diagram 

In Innoslate the LML action diagram was utilized as the basis for the performance 

predictions. The sequence diagram, Figure 15, and IDEF0, Figure 16, are the main basis 

for populating the functions in the action diagram. In addition to the functions from the 

sequence diagram, additional details from the mission narrative are captured in the action 

diagram, Figure 19. The functions to be executed are assigned to each of the five high 

level assets, the horizontal branches, and the functions are linked from asset to asset by 

input/output structures, the green parallelograms shown in Figure 19. In addition to the 

standard sequential functions, the model also utilized two of the LML decision point 

functions: the OR and SYNC. 

The OR function was used in the OSC branch to allow this architecture to 

integrate the possible functions of multiple alternatives in to one action diagram to allow 

for reusability. For the SAR mission, not all the alternatives being considered for the 

SAR Asset can execute an actual physical rescue of the PID. Only the manned helicopter 

and USV platforms have the ability currently to execute a rescue of the PID. 
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Figure 19.  LML action diagram for SAR SOS concept in Innoslate. 
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The SYNC functions were used to coordinate the pairs of corresponding actions 

for the SAR Assets and PID if a rescue was able to be done with the SAR Asset being 

modeled or if the PID had to wait for another rescue asset to be assigned by the OSC. The 

action diagram was then populated with parameters for the functions, Tables 8 and 9 in 

the Appendix, and then a discrete event simulation was run for each set of parameters for 

each OPSIT and SAR Asset alternative. Since the simulation results are random based on 

the parameter distributions, each simulation was executed fifty times to provide a set of 

numbers that could be averaged to provide a better approximation instead of just one 

point value if the simulation was only ran once. 

Two important notes for the model that was built in Innoslate:  

1. First, no way was found to implement concurrent and asynchronous 
actions within the SAR asset branch to show the participation of multiple 
assets –all the branches must complete their actions synchronously before 
moving on to the next step. 

2. The second is related to the first: if there was a way to implement multiple 
SAR Assets, there is no way to implement the layered control structure 
illustrated in Figure 11. 

To expand on issue one, there is a way to show multiple participants/assets in an 

asset branch in Innoslate, and this is done through the use of nested AND branches. 

Unfortunately, this device would require that each sub-branch finish the execution their 

respective functions before the timeline could move on to the next function after the 

AND branch concludes. In some instances this would not be a problem, but the case of a 

SOS where the SAR Assets will be working as a team, based on the search plan and 

direction provided by the OSC, and the SAR Assets will need to be working concurrently 

and asynchronously (performing their respective functions at different times) and the 

mission should not be delayed due to a delay in the arrival of one of the SAR units or a 

longer required time to do the initial search. The way the SOS should work is that all the 

units would continue to the next function once one of the SAR Assets successfully 

completed each function or in whatever pattern the OSC directs. 

For the second limitation, the layered control for the OSC over the SAR Assets is 

critical for being able to model the decision structure of how the OSC would allocate the 

resources available to optimize the SAR mission execution. For example, the OSC would 
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direct the SAR Assets for various areas of the AOR to provide as much search coverage 

area as possible at the start of the mission, additionally the OSC would direct the SAR 

Assets as they arrive, the OSC would not wait to start the mission until all the SAR Asset 

are in place. In addition, the model should be able to determine which SAR Assets have 

the capability to provide the best performance for executing each function, or determine 

which combination of available assets should be used to reduce mission time. For 

example, potentially the UAV may be the best initial search tool, but even if the UAV 

finds the PID first, another asset: the USV, manned helicopter, or USCG vessel, would 

need to be sent out to conduct the physical rescue or recovery of the PID. 

b. Monterey Phoenix 

The differences between MP and Innoslate can be inferred from the descriptions 

of both tools in Sections 2.B and 3.E but they are quickly summarized here now that an 

example has been modeled in each. The first is that MP will generate all possible use 

cases based on the logic of the model instead of requiring the model designer to prepare a 

set of use cases to validate the model against. This is very advantageous for two reasons: 

1. Problems and flaws in the model can be determined by reviewing the use 
cases. If there is missing logic the model will generate event traces that are 
not realistic and this can be used to correct and refine the model. 

2. As stated in the literature review, having the model designer manually 
generate the use cases can introduce error into the model, or if a use case 
is missed and that is the problematic scenario, the system architecture can 
be deemed ready for implementation with a serious problem that will not 
be identified until after the system is built. 

In addition to generating the use cases, it has been demonstrated in the MP 

literature (Auguston 2014) that this approach allows for concurrent and parallel execution 

of events by various assets. Being able to model concurrent and asynchronous events 

allows the model to more accurately describe the system and therefore the system 

performance. 

One limitation of MP as compared with Innoslate is that the current version of MP 

does not allow for the application of system parameters (event attributes) into the model. 

The mission time and critical paths (Auguston 2014) can still be calculated, but they must 
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be manually calculated from the model generated event traces. This limitation will make 

it difficult to utilize the MP event traces to conduct the analysis of alternative between the 

four proposed SAR Asset platforms. 

The initial MP model for the SAR Mission was prepared by Professor Kristin 

Giammarco based on Hunt’s mission narrative. Giammarco prepared the model as an 

instructional aid to provide a starting point for the analysis; MP is fairly simple in 

structure, but it still requires some exposure and understanding before changes are easy to 

make. With the starting point provided in the sample code, the author was able to get a 

general understanding of MP and the grammar structure of the model in order to 

incorporate additional functions to model the flow of activities described in the mission 

narrative, Section III.B.5 and the sequence diagram, Figure 15. The full MP code can be 

found in Appendix B. 

In the MP code, Appendix B, the assets from the proposed architecture: C2, OSC, 

Physical Environment, PID and SAR Assets were all assigned their own ROOT, which 

may be considered as an agent. These roots were then assigned required events/actions, 

inputs and outputs. Another major difference with MP vs. Innoslate is that it is fairly easy 

to model alternative outcomes in MP. For example, to start off each ROOT, there is a 

choice for the model, “Do all of the assets do their normal operations or participate in the 

SAR Mission?” In another case for the Physical Environment, there is now the option to 

allow the SAR Assets to find something not related to the SAR Mission, find wreckage or 

find the PID. All of these alternatives help define the possible event traces, use cases for 

the SAR Mission in the most general of terms. 

Once all the events/actions, inputs and outputs are defined, the interactions 

between these functions are defined utilizing COORDINATE compositions and 

PRECEDE relations, the second half of the code. These actions define the sequence in 

which these functions in the roots should be interleaved and executed to move through a 

logical progression of events. The SHARE ALL composition defines which actions have 

to occur within both ROOTS in order to keep conflicting actions from being allowed in 

the model. Once all these interactions are defined the code is compiled, and the event 

traces are generated, the use case inspections can begin. 
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IV. RESULTS 

This chapter will discuss the results obtained from both models developed for this 

thesis. The Innoslate model results and observations based will be covered first. The 

second half of this chapter will review the MP results; a discussion of the model 

refinements that were required due to the initial observations and results will be covered 

in detail. 

A. FUNCTIONAL FLOW PERFORMANCE PREDICTION 

As described in the Methodology chapter, the Innoslate model action diagram, 

Figure 20, was updated with a set of parameters for each of the functions, Tables 7 and 8 

which can be found in Appendix A, and a discrete event simulation was run for each of 

these parameter sets. The event simulation timeline, Gantt chart format, for the helicopter 

near shore OPSIT is shown as an example in Figure 21 just to provide a visualization of 

how the logic of the model has the system flow from one function to the next. The Gantt 

chart output from Innoslate is very similar to that of Microsoft Project. 

 
Figure 20.  Example Innoslate discrete event simulation timeline. 
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The mission time results of the first three simulations for each OPSIT and 

alternative, of the 50 that were run, are listed in Table 5, to give an example of the results 

that were seen. The data from all 50 runs can be seen in Appendix C. The average results 

for each alternative and OPSIT, based on the 50 simulations, are listed in Table 6. Based 

on the initial numbers of the total mission time, it appears the UAV provides the best 

support for the near shore and medium distance OPSITs with the helicopter in second 

place. It is important to note that the UAV cannot conduct the physical rescue of the PID, 

so this would not be a full solution to the SAR mission for these two OPSITs, but it could 

be a good augmentation tool that would not hinder the SAR mission execution timeline. 

Table 5.   Innoslate Model Results 

 
Near-Shore Medium-Distance Long-Range 
hrs min hrs min hrs min 

Helicopter 
2 18.29 3 25.43 6 18.17 
2 9.67 2 29.73 5 22.30 
2 24.90 3 7.97 5 55.97 

UAV 
1 50.18 2 34.73 5 58.25 
1 50.32 2 35.38 6 49.25 
1 47.13 2 51.33 6 24.60 

UUV 
3 15.53 7 2.00 28 24.08 
3 26.38 6 5.80 27 39.87 
2 45.47 6 27.83 28 28.60 

USV 
3 16.22 4 49.28 18 21.45 
3 3.05 5 20.22 18 30.37 
2 57.47 5 40.32 17 48.40 

 

The results in Table 6show that the UUV and USV as standalone SAR Assets are 

much slower than the helicopter and UAV; in a situation where time is of the essence, 

they would not be usable alternatives. For the long-range OPSIT event, the helicopter 

takes too long to reach the initial search area for this to be the best solution. Additional 

alternatives would have to be considered for a scenario where the travel distance is on the 

order of 200nm. 



 43 

Table 6.   Average mission time by alternative and per OPSIT distance. 

 
Near-Shore Medium-Distance Long-Range 
hrs min hrs min hrs min 

Helicopter 2 17.68 3 1.04 5 52.14 
UAV 1 49.21 2 40.48 6 24.03 
UUV 3 9.13 6 31.87 28 10.85 
USV 3 5.57 5 16.61 18 13.41 

 

After the initial cursory look at the results, a closer examination of the timelines, 

the Gantt charts for each solution, each of the simulations run showed that even for the 

shorter transit distance OPSITs: near shore and medium distance, there was an extended 

delay in the initiation of the SAR Asset portion of the search, functions starting at “Scan 

environment for signs of PID” and onward, due to the fact that the model ran the OSC 

action “Execute Search Plan” was consistently showing as requiring 60 minutes ±10 

minutes to execute as defined by the parameter assigned to this action, Tables 7 and 8 

found in Appendix A. In discussions with Hunt this initial parameter definition was to 

show that searches typically take an hour to execute until a trace of the PID is found. 

However, in reality the SAR Assets are conducting their actions: arriving, scanning the 

environment for objects of interest concurrently as part of executing the search plan. In 

functional flow models, there is a way to execute actions concurrently and that is by 

using an AND construct. The difficulty arises in that an AND construct is nested within 

an asset line and does not apply among various assets. This means that an AND construct 

could be used to show multiple SAR Assets doing the same search functions 

concurrently, but cannot be used to allow for the OSC and SAR asset actions to happen 

concurrently in a coordinated manner. This limitation to the model adds an artificial delay 

for the helicopter and AUV for the two OPSITs where they can reach the initial search 

location in in under an hour: the near shore and medium distance rescue. 

As mentioned, the UAV showed to be the best solution for the near shore and 

medium distance OPSITs; however, there are current limitations for the UAVs to execute 

the actual rescue of the PID. If the UAV was one of the available SAR Assets, it would 

need to work with one of the other assets that is able to conduct a rescue: the manned 
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helicopter or the USV. Since the model was built for a SOS architecture, the plan was to 

execute a simulation utilizing each of the alternatives to see the best way to integrate the 

unmanned vehicles with the manned helicopter. As discussed in the previous paragraph, 

concurrent actions can be shown in a functional flow model using the AND construct; 

however, there is no straightforward way to define the logic of the decision function to 

choose the best alternative(s) for each action to optimize the execution of the mission. 

Due to this limitation, the model where all four assets types executed the mission together 

was not attempted in Innoslate. 

B. EVENT-DRIVEN PERFORMANCE PREDICTION 

At the end of the Methodology chapter, the MP model development for the SAR 

Mission was discussed. The last step was to compile the code to produce the event traces 

for all the possible use cases based on the logic provided in the code. As mentioned in 

Section 3.E.1.b, the initial MP code was provided as a starting point, and the output of 

that original model code produced eight event traces, but some of the traces were 

outcomes that could not happen in the real world. The main two discrepancies were: 

1. The model only showed the OSC returning to base. The local commander 
should not be able to leave the scene without also providing direction to 
the SAR Assets to RTB as well. 

2. There were several event traces where there were no SITREPs sent to the 
OSC or C2. This would never happen in the real world, regardless what is 
going wrong in the mission, SITREPs should always be sent. 

1. Initial Model Refinements 

The model code was modified to correct these deficiencies, and six event traces 

were produced. The final code for the model can be found in Appendix B. The general 

description of the event traces are: 

1. All assets continue executing normal operations; there is no SAR Mission, 
Figure 21. 

2. SAR Mission initiates; SAR Assets conduct search but no objects of 
interest are found; SAR assets continue to scan but OSC aborts mission 
and all Assets RTB. 

3. SAR Mission initiates; SAR Assets conduct search and find an object of 
interest; the object of interest is determined not to be related to the SAR, 
so the OSC aborts mission and all Assets RTB. 
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4. SAR Mission initiates; SAR Assets conduct search and find an object of 
interest; the object of interest is determined to be wreckage so the OSC 
aborts mission and all Assets RTB. 

5. SAR Mission initiates; SAR Assets conduct search and find an object of 
interest; the object of interest is determined to be the PID; SAR Assets 
provides PID SITREP to OSC; PID is rescued; OSC concludes mission 
and all assets RTB, Figure 22. 

6. SAR Mission initiates; SAR Assets conduct search and find an object of 
interest; the object of interest is determined to be the PID; SAR Assets 
provides PID SITREP to OSC; PID NOT rescued; OSC concludes mission 
and all assets RTB. 

 
Figure 21.  Event Trace 1, no SAR mission. 

At the time of this writing, the current MP prototype tool requires the event traces 

to manually be mapped to mission execution timings (Auguston 2014); there is currently 

no way to enter the event and asset definitions or parameters into the model directly to 

generate performance predictions for each event trace. As can be expected these manual 

calculations will quickly become cumbersome and potentially complicated for a complex 

SOS. Additionally, as mentioned previously, the current MP model requires additional 

capabilities to fully model the SAR SOS. The ability to incorporate the available SAR 

assets and their respective capabilities to allow for MP to provide additional event traces 

based on the best combination of the available assets could be incorporated into the 

algorithm. If this type of capability cannot be added into MP, a Gantt chart type output, 

similar to what Innoslate provides, Figure 20, could prove helpful in adding the event 

timings manually. 
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Figure 22.  Event Trace 5, full SAR Mission with PID recovery. 
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2. Final Refinements 

The first improvement was to expand the number of objects of interest the SAR 

Assets could find. The previously discussed version of the model, only allows the SAR 

Assets to find one object of interest, and if that object is not the PID, then the mission is 

aborted. In reality, after the first object of interest is found not be the PID, the OSC would 

redirect the individual SAR asset that found the object of interest to continue searching; 

to finish searching the sector it was responsible for or moving that asset to search another 

sector or to support another SAR Asset. This cycle should continue until the SAR SOS 

finds the PID or runs out of mission time (such as low battery, low fuel, and crew rest). 

The search loop was added to the model with the assistance of Professor Mikhail 

Auguston. No restrictions were set on the number of loops allowed in the code; instead 

the limitations were set by the scope selection in MP. With a scope of one, nine event 

traces were generated without the SAR Assets acquiring more than one target, since only 

one iteration of the code was allowed by the scope; however, when the scope was set to 

two, 46 event traces were generated. The full code for this version of the model can be 

found in Appendix E. Due to the high number of traces, the event traces will not be 

included in an appendix as part of this thesis; however, the code in Appendix E can be 

uploaded into the MP online public compiler: firebird.nps.edu, and executed to view all 

of the traces. 

Two examples showing the loop through finding multiple targets are shown in the 

following figures. Event trace 12, Figure 23, shows the SAR Assets finding an object not 

related to SAR initially and then finding wreckage; event trace 23, Figure 24, shows the 

SAR Assets finding an object not related to SAR and then finding the PID. In these event 

traces, to have MP run the SAR Assets through more than two objects of interest, the 

person running the model will just keep increasing the scope to keep viewing the 

expanded results based on the number of iterations being run though the code. 
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Figure 23.  Event Trace 12. 
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Figure 24.  Event Trace 23. 
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The second improvement to the model was the ability to begin to show the 

behavior of the individual SAR Asset grouped under the parent SAR Assets. This was 

done by defining the SAR Assets ROOT as a set composed of the individual SAR assets. 

This was done utilizing the following MP syntax: 

ROOT SAR_Assets: { + SAR_Asset + }; 

then the SAR_Asset was utilized to define all actions formerly within the SAR_Assets 

ROOT. The other change to the code was the addition of the un-synchronized 

COORDINATE function: COORDINATE <!>. This asynchronous coordination allows 

for the individual SAR Asset(s) to execute the same functions concurrently but unlike 

with the Innoslate model, without needing to be executed at the same time. 

The number of the individual SAR_Asset(s) can be set utilizing the scope setting 

in MP, or by adding a number of requested instances to override the general scope. In 

order to test the set of assets, the set was fixed at two assets utilizing the following MP 

syntax: 

ROOT SAR_Assets: { + <1..2> SAR_Asset + }; 

With this addition of individual assets and the asynchronous coordination (see 

Appendix F for the full code), MP generates 24 event traces at scope 1 that begin to show 

the individual SAR_Asset(s) working together. Figure 25 shows an event trace where the 

PID is found and rescued by the two SAR_Asset(s) in the mission. Since the scope was 

set to one for this run, there are not multiple targets found by the two SAR_Asset(s) 

executing this search. It was expected that if the model scope was set to two or higher, 

the two assets should find multiple targets of interest; however, the connection with the 

firebird.nps.edu server currently times out before the scope 2 results on this model are 

delivered. Solutions for the MP Analyzer prototype to serve larger models over the 

internet could be investigated, as well as modeling methodology improvements to reduce 

the weight of the model and resulting traces. 
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Figure 25.  Dual SAR_Asset event trace with PID rescue. 
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Even with all of the asynchronous COORDINATE <!> compositions in the code 

shown in Appendix F, the SAR_Asset(s) do still seem to be coupled in all of the actions 

linking them to the OSC and Physical Environment. This means that both SAR_Asset(s) 

find the same type of object of interest: not related to SAR, wreckage or the PID, they 

both go to execute the rescue or not. This behavior is highlighted in Figure 26, a closer 

view from Figure 25. The section of the event trace shows that both SAR_Asset(s) find 

the PID, both notify the OSC, and both maneuver to rescue the PID. 

 
Figure 26.  Dual SAR_Asset detailed view. 

This type of behavior is realistic and would be expected for specific event traces; 

however, the author has observed that event traces that show scenarios where one 

SAR_Asset finds the PID while the second finds nothing and continues searching, or that 
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one SAR_Asset executes the rescue while the SAR_Asset continues to search, are not 

generated by this MP model. 

The fact that MP showed this behavior, or the lack of the expected behaviors, in 

the generated event traces is an illustration of the value added of the MP approach; MP 

provides a way to identify unwanted system behaviors contained within the model logic 

that is being built for the system, or system of systems. As previously discussed in 

Section 3.E.2, other executable modeling systems require the model builder or user to 

develop individual use cases that will test the system model to find errors or unwanted 

behaviors. Not only does this take time, but it is also very difficult for a human to capture 

all the possible scenarios where something may cause the system to behave strangely. MP 

provides automation for the modeler by generating all the possible scenarios that can 

happen based on what was specified in the model, treating system behaviors and system 

interactions as separate concerns. The review of all of the generated traces for errors or 

unwanted behaviors still take time, but it is much easier to spot a mistake in a graphical 

representation of the system behavior than it is without such visualizations. 

C. SUMMARY 

This chapter reviewed the results of the two models of the SAR Mission and 

discussed the performance of the models based on what was desired as the outputs. Initial 

discussion on model improvements was presented and is summarized in the following 

and final chapter. 
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V. CONCLUSIONS 

The two research questions asked by this thesis were: 

1. How do the performance predictions for SOS vary between the two MBSE 
modeling methodologies: functional flow oriented and event-driven? 

2. Can unmanned vehicles/systems be utilized effectively to conduct or 
augment SAR operations? 

The work done in this thesis is not able to answer these two questions fully but started a 

process to answer these questions. Neither of the tools used for the two modeling 

approaches utilized in this thesis, Innoslate for functional flow and MP for event oriented, 

are currently equipped to fully model a SOS. In order to make both tools better able to 

handle SOS modeling needs, some additional capabilities could be added. 

A. RECOMMENDATIONS 

For Innoslate, the main difficulty was with modeling concurrent behaviors 

between assets to show teamwork within the SOS. It would be very valuable for 

modeling SOS if Innoslate had the capability to allow each asset to proceed through the 

mission asynchronously, without waiting for each of the other assets to complete its 

previous function. Another way to implement this type of structure/methodology could be 

by moving away from the standard “swim lane” diagrams that are limiting the amount of 

interaction among the various assets. If a less rigid methodology could be implemented, 

the more asynchronous interactions between the assets may be able to be modeled in the 

functional flow model. Even if the model was still not able to optimize the utilization of 

available SAR Assets, the model outputs could still be used to conduct AOA for the SOS 

based on use case combinations created by the model users. Based on the application of 

the SysML and LML in Innoslate, it seems to be appropriate to utilize more fully the 

UML concepts from software development, especially something similar to the three 

“micro-patterns” that were discussed in UML for Real: Design of Embedded Real-Time 

Systems (Lavagno, Martin and Selic 2003, 172). This type of modeling hierarchy is 

already in existence and the application to systems engineering applications will be key 

to accurately modeling SOS architectures. 
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With MP, the limiting factor is the manual application of the system parameters. 

To do this manually potentially limits the accuracy of the AOA being derived from the 

model developed event traces due to the added opportunity to introduce human error. The 

ability to incorporate the parameters of the systems and the environment directly into the 

model would allow for the event traces to begin to describe more fully all possible 

scenarios based on the assets available and the environment being considered. This 

capability will also allow for users to search the generated scenarios for the best solution 

out of the possible alternatives. Without this capability or a way to automate this 

capability with inputs from MP, there is a limit to the types of analyses questions that can 

be answered with just the event traces generated by MP. In addition to this increased 

capability for the model, three additional recommendations can be made for improving 

the performance of the MP Analyzer. The first two are linked to the firebird.nps.edu 

server timeouts that were observed when running the SAR model at the scopes of two 

and higher. A solution should be considered to allow the MP Analyzer prototype to better 

serve larger models over the internet, or improvements to the modeling methodology 

could be developed to reduce the weight of the model and the resulting traces. The 

second is to incorporate better graphical visualizations into MP to allow for the better 

capture of the precedence relationships in a more visually appealing manner and without 

the requirement for manual manipulation of the event traces. 

Even with the limitations to the modeling tools, the question of whether or not 

unmanned vehicles can be useful for a SAR mission has been partially answered by the 

Innoslate model. The results of the Innoslate model showed that the UAV could be a very 

useful search tool that may be capable of shortening mission times; however due to the 

current lack of rescue capability, the UAV would have to be paired with another type of 

system that was recovery capable in order for the SAR mission to be completed 

successfully. The USV alternative is capable of conducting rescue operations; however 

due to limitation on transit speed, it is not a suitable choice for searches conducted at far-

range distances. The USV alternative could not be utilized for these missions without a 

way to compensate for the late arrival, either by delivery by a faster mode of transport or 

timing the arrival to support PID rescue not the search. These results show that unmanned 
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systems will be able to positively augment the performance of conventional platforms: 

manned helicopters, U.S. Navy or USCG vessels, for a SAR Mission, but in order to 

prove this with modeling, the additional capabilities discussed will need to be 

incorporated into the tools. Until then, neither modeling approach can presently provide 

the necessary information to fully answer the analysis of alternatives question. 

B. FUTURE WORK 

In addition to the improvements previously suggested for both modeling tools, the 

models from this and Hunt’s thesis (2015) will be merged to create an integrated SOS 

model that will be ready for integration into the Lab Manual for the NPS SE4150 System 

Architecture and Design class as the DRM and example. 

For Innoslate, the ability to model the SOS is limited by the lack of concurrent 

and asynchronous actions and interactions between the various assets performing the 

mission being modeled. If a way to perform concurrent/asynchronous actions was added 

into the decision structure library or better methodological employment of existing 

constructs it would allow for a better SOS modeling capability. Additionally, the ability 

to provide the model with more definitive decision points would also be helpful. Similar 

to the improvements being suggested for MP, if a capability was added to provide the 

model with the information on each system in a way to allow for the logic of the model to 

decide which SAR Asset should execute which part of the system actions (search or 

rescue in this thesis), that would reduce the likelihood that unneeded constraints and 

human bias is skewing the results of the model or AOA. 

As previously mentioned, the ability to provide the MP model with the 

characteristics/attributes of the agents/roots/assets would be of significant benefit the 

users of MP because this would allow for a better way to integrate the actual system 

performance prediction into the model. The ability to provide the model with actual 

performance parameters for the systems being modeled, or even mission parameters like 

AOR related information: weather, travel distance, and search area size, could potentially 

allow for the model to make decisions on how to best utilize the assets available. The MP 

model could answer questions on how to optimize the mission, or feed the MP generated 
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event traces into a tool designed for this type of optimization analysis, since operations 

can be conducted concurrently determining how to allocate the available resources to 

provide the largest coverage area for the search over the full AOR, and potentially 

answering many other operational questions. While automatic OPSIT generation for the 

given architecture is valuable in its own right, the ability to include performance 

requirements and system specifics will allow for the development of far more thorough 

analyses of alternatives. 
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APPENDIX A.  FUNCTION PARAMETERS FOR ALTERNATIVES 
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Table 7.   Function parameters for the Helicopter and UAV alternatives (from Hunt 2015; from COMNAVAIR 
2012; from Sikorski 2012; from COMNAVAIR n.d.). 

Description 
UC.1 Helicopter UC.2 UAV 

Distribution Mean 
μ, min 

STD Dev. 
σ, min 

Lambda 
λ Distribution Mean 

μ, min 
STD Dev. 

σ, min 
Lambda 

λ 
Send Distress Signal Exp 2.00  0.5 Exp 2.00  0.5 
Pass mission information Exp 3.03  0.33 Exp 3.03  0.33 
Relay mission information Exp 1.00  1 Exp 1.00  1 
Confirm receipt of mission 
information Exp 5.00  0.2 Exp 5.00  0.2 

Depart from base Normal 30.00 5  Normal 20.00 5  
Proceed to mission area (Near 
Shore, 10 nm) Normal 10.00 5  Normal 7.06 5  

Proceed to mission area (Med 
Distance, 35 nm) Normal 17.50 5  Normal 24.71 10  

Proceed to mission area (Long 
Range, 200 nm) Normal 100.00 15  Normal 141.18 15  

Attempt contact with PID Exp 0.50  2 Exp 0.50  2 
Do not respond to call Exp 5.00  0.2 Exp 5.00  0.2 
Assess environmental conditions Exp 0.07  15 Exp 0.07  15 
Provide environmental conditions Exp 0.10  10 Exp 0.10  10 
Provide search plan Exp 0.20  5 Exp 0.20  5 
Acknowledge search plan Exp 5.00  0.2 Exp 5.00  0.2 
Communicate search plan and 
responsibilities Exp 0.50  2 Exp 0.50  2 

Confirm search plan and 
responsibilities Exp 2.00  0.5 Exp 2.00  0.5 

Conduct search plan Normal 60.00 10  Normal 60.00 10  
Scan environment for signs of PID Exp 0.07  15 Exp 2.00  0.5 
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Description 
UC.1 Helicopter UC.2 UAV 

Distribution Mean 
μ, min 

STD Dev. 
σ, min 

Lambda 
λ Distribution Mean 

μ, min 
STD Dev. 

σ, min 
Lambda 

λ 
Provide object of interest Exp 5.00  0.2 Exp 5.00  0.2 
Spot object of interest Exp 3.03  0.33 Exp 3.03  0.33 
Identify self as PID Exp 2.00  0.5 Exp 2.00  0.5 
Able to conduct rescue? Value YES Value NO 
Maneuver to rescue PID Exp 0.10  10 Exp 5.00  0.2 
No Rescue Exp 0.50  2 Exp 0.50  2 
Remain present for rescue Exp 5.00  0.2 Exp 5.00  0.2 
Await rescue instructions from OSC Exp 5.00  0.2 Exp 5.00  0.2 
Rescued or Waiting Value 0.00   Value 0.00   
Notify OSC of PID location and 
situation Exp 2.00  0.5 Exp 2.00  0.5 

Return to Base (Near Shore, 10nm) Normal 5.00 1.5  Normal 7.06 5  
Return to Base (Med Distance, 
35nm) Normal 17.50 5  Normal 24.71 10  

Return to Base (Long Range, 
200nm) Normal 100.00 15  Normal 141.18 20  

Relay survivor location and 
situation Exp 2.00  0.5 Exp 2.00  0.5 

Receive SITREP update Exp 5.00  0.2 Exp 5.00  0.2 
 
  



 62 

Table 8.   Function parameters for the UUV and USV alternatives (from Virginia Tech 2011). 

Description 
UC.3 UUV UC.4 USV 

Distribution Mean 
μ, min 

STD Dev. 
σ, min 

Lambda 
λ Distribution Mean 

μ, min 
STD Dev. 

σ, min 
Lambda 

λ 
Send Distress Signal Exp 2.00  0.5 Exp 2.00  0.5 
Pass mission information Exp 3.03  0.33 Exp 3.03  0.33 
Relay mission information Exp 1.00  1 Exp 1.00  1 
Confirm receipt of mission 
information Exp 5.00  0.2 Exp 5.00  0.2 

Depart from base Normal 20.00 10  Normal 20.00 10  
Proceed to mission area (Near 
Shore, 10 nm) Normal 40.00 10  Normal 20.00 5  

Proceed to mission area (Med 
Distance, 35 nm) Normal 140.00 15  Normal 70.00 15  

Proceed to mission area (Long 
Range, 200 nm) Normal 800.00 30  Normal 400.00 20  

Attempt contact with PID Exp 0.50  2 Exp 0.50  2 
Do not respond to call Exp 5.00  0.2 Exp 5.00  0.2 
Assess environmental conditions Exp 0.07  15 Exp 0.07  15 
Provide environmental conditions Exp 0.10  10 Exp 0.10  10 
Provide search plan Exp 0.20  5 Exp 0.20  5 
Acknowledge search plan Exp 5.00  0.2 Exp 5.00  0.2 
Communicate search plan and 
responsibilities Exp 0.50  2 Exp 0.50  2 

Confirm search plan and 
responsibilities Exp 2.00  0.5 Exp 2.00  0.5 

Conduct search plan Normal 60.00 10  Normal 60.00 10  
Scan environment for signs of PID Exp 20.00  0.05 Exp 5.00  0.2 
Provide object of interest Exp 5.00  0.2 Exp 5.00  0.2 
Spot object of interest Exp 3.03  0.33 Exp 3.03  0.33 
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Description 
UC.3 UUV UC.4 USV 

Distribution Mean 
μ, min 

STD Dev. 
σ, min 

Lambda 
λ Distribution Mean 

μ, min 
STD Dev. 

σ, min 
Lambda 

λ 
Identify self as PID Exp 2.00  0.5 Exp 2.00  0.5 
Able to conduct rescue? Value NO Value YES 
Maneuver to rescue PID Exp 15.00  0.0667 Exp 5.00  0.2 
No Rescue Exp 0.50  2 Exp 0.50  2 
Remain present for rescue Exp 5.00  0.2 Exp 5.00  0.2 
Await rescue instructions from 
OSC Exp 5.00  0.2 Exp 5.00  0.2 

Rescued or Waiting Value 0.00   Value 0.00   
Notify OSC of PID location and 
situation Exp 2.00  0.5 Exp 2.00  0.5 

Return to Base (Near Shore, 10nm) Normal 40.00 10  Normal 30.00 5  
Return to Base (Med Distance, 
35nm) Normal 140.00 15  Normal 105.00 15  

Return to Base (Long Range, 
200nm) Normal 800.00 30  Normal 600.00 30  

Relay survivor location and 
situation Exp 2.00  0.5 Exp 2.00  0.5 

Receive SITREP update Exp 5.00  0.2 Exp 5.00  0.2 
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APPENDIX B.  MONTEREY PHOENIX SAR SOS MODEL CODE 

/* Actors */ 
 
SCHEMA WideRangeSearch 
 
ROOT Command_and_Control: ( Perform_C2_normal_operations |  

Initiate_SAR_mission ); 
 
Initiate_SAR_mission: Receive_distress_signal 

Pass_mission_information 
Acknowledge_search_plan 
[ Receive_SITREP_update ] 
Receive_final_SITREP; 

 
ROOT On_Scene_Commander: ( Perform_OSC_normal_operations |  

Lead_SAR_mission ); 
 
Lead_SAR_mission: Receive_mission_information 

Depart_from_base 
Relay_mission_information 
Attempt_contact_with_PID 
OSC_assesses_environmental_conditions 
Provide_search_plan 
Communicate_search_plan_and_responsibilities 
OSC_scans_for_signs_of_PID 
(* Receive_updates_for_OSC *) 
[ Receive_PID_location_and_situation 

Send_PID_Rescue_Instructions 
Relay_survivor_location_and_situation ] 

Send_Mission_FINEX_Notice 
Provide_final_SITREP 
Return_to_base; 

 
ROOT PID: ( Is_not_in_distress | Is_in_distress ); 
 
Is_in_distress: Send_distress_signal 

[Identify_self_as_PID  
Receive_PID_Rescue_Instructions 
Remain_present_for_rescue]; 

 
ROOT Physical_Environment: ( + Provide_environmental_conditions + 
); 
 
Provide_environmental_conditions: [ 
OSC_assesses_environmental_conditions ] 

[ OSC_scans_for_signs_of_PID 
] 
(* Provide_object_of_interest 
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( Indicate_not_related_to_SAR |  
Indicate_wreckage | 

Identify_self_as_PID ) *); 
 
ROOT SAR_Assets: ( Perform_SAR_Assets_normal_operations | Participate_in_SAR_mission ); 
 
Participate_in_SAR_mission: Proceed_to_mission_area 

Confirm_receipt_of_mission_information 
Confirm_search_plan_and_responsibilities 
( + SAR_Assets_scan_for_signs_of_PID + ) 
( Mission_Complete ); 

 
SAR_Assets_scan_for_signs_of_PID: 

( Spot_object_of_interest Assess_object_of_interest |  
Keep_scanning ); 

 
Assess_object_of_interest: 

( ID_object_as_not_SAR_related  Provide_updates_to_OSC|  
ID_object_as_wreckage  Provide_updates_to_OSC | ID_object_as_PID ); 

 
ID_object_as_PID: Notify_OSC_of_PID_location_and_situation 

Maneuver_to_rescue_PID; 
 

Mission_Complete: Receive_Mission_FINEX_Notice 
Return_to_Base; 

 
 
/* Interactions */ 
 
 
COORDINATE $a: Send_distress_signal FROM PID, 

$b: Receive_distress_signal FROM Command_and_Control 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE $a: Pass_mission_information FROM Command_and_Control, 

$b: Receive_mission_information FROM On_Scene_Commander 
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DO ADD $a PRECEDES $b; OD; 
 
COORDINATE  $a: Relay_mission_information FROM On_Scene_Commander, 

$b: Proceed_to_mission_area FROM SAR_Assets 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE  $a: Confirm_receipt_of_mission_information FROM SAR_Assets, 

$b: Attempt_contact_with_PID FROM On_Scene_Commander 
DO ADD $a PRECEDES $b; OD; 

 
On_Scene_Commander, Physical_Environment SHARE ALL OSC_assesses_environmental_conditions; 
 
COORDINATE $a: Provide_search_plan FROM On_Scene_Commander, 

$b: Acknowledge_search_plan  FROM Command_and_Control 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE $a: Acknowledge_search_plan FROM Command_and_Control, 

$b: Communicate_search_plan_and_responsibilities FROM On_Scene_Commander 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE $a: Communicate_search_plan_and_responsibilities FROM On_Scene_Commander, 

$b: Confirm_search_plan_and_responsibilities FROM SAR_Assets 
DO ADD $a PRECEDES $b; OD; 

 
On_Scene_Commander, Physical_Environment SHARE ALL OSC_scans_for_signs_of_PID; 
 
COORDINATE $a: Provide_object_of_interest FROM Physical_Environment, 

$b: Spot_object_of_interest  FROM SAR_Assets 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE $a: Indicate_not_related_to_SAR FROM Physical_Environment, 

$b: ID_object_as_not_SAR_related FROM SAR_Assets 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE $a: Indicate_wreckage FROM Physical_Environment, 

$b: ID_object_as_wreckage  FROM SAR_Assets 
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DO ADD $a PRECEDES $b; OD; 
 
PID, Physical_Environment SHARE ALL Identify_self_as_PID; 
 
COORDINATE $a: Identify_self_as_PID FROM PID, 

$b: ID_object_as_PID FROM SAR_Assets 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE  $a: Maneuver_to_rescue_PID FROM SAR_Assets, 

$b: Remain_present_for_rescue FROM PID 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE $a: Provide_updates_to_OSC FROM SAR_Assets, 

$b: Receive_updates_for_OSC FROM On_Scene_Commander 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE  $a: Notify_OSC_of_PID_location_and_situation FROM SAR_Assets, 

$b: Receive_PID_location_and_situation FROM On_Scene_Commander 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE  $a: Relay_survivor_location_and_situation FROM On_Scene_Commander, 

$b: Receive_SITREP_update FROM Command_and_Control 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE  $a: Provide_final_SITREP FROM On_Scene_Commander, 

$b: Receive_final_SITREP FROM Command_and_Control 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE  $a: Send_Mission_FINEX_Notice FROM On_Scene_Commander, 

$b: Receive_Mission_FINEX_Notice FROM Command_and_Control 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE  $a: Send_PID_Rescue_Instructions FROM On_Scene_Commander, 

$b: Receive_PID_Rescue_Instructions FROM PID 
DO ADD $a PRECEDES $b; OD;
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APPENDIX C.  INNOSLATE SIMULATION RESULTS 

Run # UC.1 Helo UC.2 UAV UC.3 UUV UC.4 USV 
Near Med Far Near Med Far Near Med Far Near Med Far 

1 2.557 3.662 5.420 2.522 2.254 5.979 3.053 6.353 27.688 3.060 5.020 18.366 
2 2.403 2.596 6.353 2.072 2.687 6.147 3.778 7.371 29.839 3.215 5.962 18.217 
3 2.293 2.830 5.019 1.956 2.307 7.038 3.209 6.876 28.919 3.462 5.658 17.631 
4 2.229 2.628 4.896 2.125 3.635 6.506 3.026 7.089 30.300 3.454 4.729 18.956 
5 2.156 2.668 5.217 1.919 2.865 6.479 2.808 7.007 28.283 3.154 4.911 17.916 
6 2.131 2.293 5.187 2.471 2.893 6.325 3.648 6.254 28.743 3.454 4.939 18.591 
7 2.734 2.764 5.758 2.025 2.556 6.857 3.790 7.043 29.168 2.784 5.076 19.160 
8 2.616 2.904 6.262 2.694 2.829 6.001 2.972 7.541 30.058 3.026 3.888 18.253 
9 2.397 2.439 5.512 1.951 2.870 6.855 2.522 6.794 27.198 3.100 4.611 18.505 
10 2.579 2.503 5.440 2.429 2.300 6.723 3.325 7.059 28.963 2.888 4.586 17.801 
11 2.631 2.524 5.162 2.274 2.797 5.975 3.444 5.727 27.821 2.958 4.764 19.399 
12 2.875 2.813 5.899 2.383 2.758 6.409 3.045 7.148 29.310 2.955 5.349 18.818 
13 2.684 2.392 6.174 2.636 2.529 6.046 3.737 6.982 27.975 3.044 4.958 18.569 
14 3.427 2.279 5.707 2.496 2.504 6.455 3.040 6.765 30.330 3.116 5.326 18.515 
15 2.413 2.757 5.629 1.896 3.447 6.294 3.871 6.957 29.491 3.056 4.800 19.101 
16 2.518 3.269 5.809 2.112 2.574 6.271 4.984 6.347 30.293 3.103 5.064 18.451 
17 2.668 2.822 5.433 3.033 3.218 6.120 3.210 6.929 29.208 3.003 5.457 18.622 
18 2.784 2.756 5.786 1.964 2.566 7.202 2.814 6.576 28.946 3.299 4.894 18.858 
19 2.449 2.851 5.390 2.230 2.470 6.814 3.499 6.174 28.376 3.182 4.696 19.185 
20 2.220 2.479 5.208 2.195 3.173 6.156 3.924 6.179 28.766 2.956 4.192 18.415 
21 2.418 2.997 5.333 2.447 2.881 6.198 4.431 6.041 28.024 3.247 4.191 19.316 
22 2.583 2.793 4.827 1.856 2.888 7.639 3.896 6.075 28.782 3.130 5.214 19.345 
23 2.097 3.513 5.638 2.350 2.340 5.983 3.089 7.139 28.129 2.972 4.325 18.347 
24 2.657 3.166 5.384 1.753 2.479 6.699 3.574 6.623 28.956 5.997 5.569 18.568 
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Run # UC.1 Helo UC.2 UAV UC.3 UUV UC.4 USV 
Near Med Far Near Med Far Near Med Far Near Med Far 

25 2.589 2.791 5.543 2.405 2.752 5.897 4.616 7.279 27.823 2.968 5.158 18.191 
26 3.615 2.633 5.611 2.288 2.986 6.253 5.897 7.275 28.688 3.167 4.774 18.579 
27 2.588 2.726 5.211 2.063 2.563 6.183 2.775 6.401 27.738 2.812 4.565 19.039 
28 2.466 2.989 4.679 2.046 2.408 6.168 3.534 6.530 27.778 3.096 4.884 18.911 
29 2.766 2.710 5.520 2.401 2.814 5.293 3.905 7.489 30.004 2.939 4.948 18.592 
30 2.878 2.353 6.239 2.249 2.724 7.027 3.309 7.217 27.541 3.076 5.226 18.616 
31 2.346 3.008 6.103 2.741 3.676 6.735 2.634 7.064 30.206 2.843 5.179 18.263 
32 2.379 2.954 5.872 2.218 3.174 6.904 2.805 7.111 28.205 2.739 4.119 18.263 
33 2.948 3.085 5.426 3.015 3.181 5.969 5.998 7.632 28.178 2.864 4.690 17.710 
34 2.766 3.047 5.378 2.172 3.115 7.094 3.689 6.964 28.257 3.069 4.867 18.230 
35 1.744 2.789 5.491 2.363 2.469 6.625 3.836 5.745 3.055 2.713 4.992 18.009 
36 2.906 2.417 5.487 1.896 2.873 6.659 2.977 6.635 28.870 3.234 4.323 20.168 
37 2.590 2.994 5.127 2.389 3.244 7.452 4.119 7.461 29.070 2.933 4.341 19.106 
38 2.046 2.609 5.199 2.571 2.422 5.303 3.520 6.470 28.203 2.906 5.056 18.907 
39 2.576 2.981 6.097 2.094 2.989 6.322 3.815 6.741 28.898 2.764 4.955 18.295 
40 2.464 2.323 5.636 2.174 2.789 7.318 3.124 6.256 29.138 3.112 5.612 19.685 
41 2.576 2.370 5.312 2.842 2.480 6.411 3.608 8.492 29.328 2.932 4.182 18.493 
42 2.410 2.193 5.844 2.341 2.424 6.204 2.654 7.448 29.443 3.514 5.038 19.979 
43 2.392 2.754 4.894 2.105 2.948 5.894 3.044 7.421 28.013 3.660 5.426 19.137 
44 2.465 2.686 5.459 2.164 2.874 6.542 4.008 7.058 29.799 3.083 5.396 18.860 
45 2.429 2.557 6.083 2.520 3.343 6.199 4.110 6.940 30.625 3.655 4.470 18.860 
46 2.218 2.571 5.616 2.136 3.324 6.583 4.589 7.749 26.985 3.881 5.043 18.650 
47 2.594 2.219 5.545 2.346 2.363 5.946 3.215 6.162 27.858 2.808 4.861 18.472 
48 2.482 3.689 5.054 2.581 3.132 7.038 3.478 6.969 27.801 2.831 4.254 18.443 
49 2.222 2.793 5.820 2.690 2.338 6.592 3.316 6.384 27.946 2.762 4.916 17.716 
50 2.313 2.987 5.003 2.293 3.202 5.951 3.392 6.482 28.143 2.984 4.773 18.613 
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Run # UC.1 Helo UC.2 UAV UC.3 UUV UC.4 USV 
Near Med Far Near Med Far Near Med Far Near Med Far 

MEAN 2.526 2.758 5.514 2.309 2.808 6.435 3.573 6.848 28.223 3.139 4.885 18.654 
STDDEV 0.315 0.337 0.394 0.292 0.362 0.494 0.729 0.548 3.740 0.484 0.442 0.542 
STDDEV, 

Min 18.887 20.229 23.632 17.519 21.731 29.647 43.734 32.877 224.412 29.034 26.515 32.548 
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APPENDIX D.  MONTEREY PHOENIX MODEL INITIAL EVENT 
TRACES 

 
Figure 27.  Event Trace 1. 

 
Figure 28.  Event Trace 2. 
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Figure 29.  Event Trace 3. 
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Figure 30.  Event Trace 4. 
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Figure 31.  Event Trace 5. 
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Figure 32.  Event Trace 6. 
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APPENDIX E.  MONTEREY PHOENIX SAR SOS REVISED MODEL 
CODE WITH SEARCH LOOP IMPLEMENTED 

 

 

 

 

 

 

 

SEE FOLLOWING PAGE 
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/* Actors */ 
 
SCHEMA WideRangeSearch 
 
ROOT Command_and_Control: ( Perform_C2_normal_operations |  

Initiate_SAR_mission ); 
 
Initiate_SAR_mission: Receive_distress_signal 

Pass_mission_information 
Acknowledge_search_plan 
[ Receive_SITREP_update ] 
Receive_final_SITREP; 

 
ROOT On_Scene_Commander: ( Perform_OSC_normal_operations |  

Lead_SAR_mission ); 
 
Lead_SAR_mission: Receive_mission_information 

Depart_from_base 
Relay_mission_information 
Attempt_contact_with_PID 
OSC_assesses_environmental_conditions 
Provide_search_plan 
Communicate_search_plan_and_responsibilities 
Execute_search_plan 
OSC_scans_for_signs_of_PID 
(* Receive_updates_for_OSC Send_Continue_Mission_Notice *) 
[ Receive_PID_location_and_status 

( SAR_asset_will_rescue | Provide_notice_to_await_rescue_instructions ) 
Relay_survivor_location_and_situation ] 

Send_Mission_FINEX_Notice 
Provide_final_SITREP 
Return_to_base; 

 
/* interactions */ 
 
COORDINATE $a: Pass_mission_information FROM Command_and_Control, 
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$b: Receive_mission_information FROM On_Scene_Commander 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE $a: Provide_search_plan FROM On_Scene_Commander, 

$b: Acknowledge_search_plan  FROM Command_and_Control 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE $a: Acknowledge_search_plan FROM Command_and_Control, 

$b: Communicate_search_plan_and_responsibilities FROM On_Scene_Commander 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE  $a: Relay_survivor_location_and_situation FROM On_Scene_Commander, 

$b: Receive_SITREP_update FROM Command_and_Control 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE  $a: Provide_final_SITREP FROM On_Scene_Commander, 

$b: Receive_final_SITREP FROM Command_and_Control 
DO ADD $a PRECEDES $b; OD; 

 
/*-------------------------------------------------------*/ 
 
ROOT PID: ( Is_not_in_distress |  

Is_in_distress ); 
 
Is_in_distress: Send_distress_signal 

[Identify_self_as_PID  
( Remain_present_for_rescue | Await_rescue_instructions ) ] ; 

 
/* interactions */ 
 
COORDINATE $a: Send_distress_signal FROM PID, 

$b: Receive_distress_signal FROM Command_and_Control 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE $a: Provide_notice_to_await_rescue_instructions FROM On_Scene_Commander, 

$b: Await_rescue_instructions FROM PID 
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DO ADD $a PRECEDES $b; OD; 
 
/*--------------------------------------------------------*/ 
 
ROOT SAR_Assets: ( Perform_SAR_Assets_normal_operations |  

Participate_in_SAR_mission ); 
 
Participate_in_SAR_mission: Confirm_receipt_of_mission_information  

Depart_from_base 
Proceed_to_mission_area 
Confirm_search_plan_and_responsibilities 
SAR_Assets_scan_for_signs_of_PID 
Mission_Complete; 

 
SAR_Assets_scan_for_signs_of_PID:  

( * Keep_scanning 
[Spot_object_of_interest 

Assess_object_of_interest 
( ID_object_as_not_SAR_related | ID_object_as_wreckage ) 
Provide_updates_to_OSC 
Receive_continue_mission_command] *) 

[ Spot_object_of_interest 
Assess_object_of_interest 
ID_object_as_PID ]; 

 
ID_object_as_PID: Notify_OSC_of_PID_location_and_status 

( Maneuver_to_rescue_PID | No Rescue ) 
Notify_OSC_of_PID_situation; 

 
Mission_Complete: Receive_Mission_FINEX_Notice 

Return_to_Base; 
 
/* interactions */ 
 
COORDINATE  $a: Relay_mission_information FROM On_Scene_Commander, 

$b: Confirm_receipt_of_mission_information FROM SAR_Assets 
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DO ADD $a PRECEDES $b; OD; 
 
COORDINATE $a: Communicate_search_plan_and_responsibilities FROM On_Scene_Commander, 

$b: Confirm_search_plan_and_responsibilities FROM SAR_Assets 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE $a: Confirm_search_plan_and_responsibilities FROM SAR_Assets, 

$b: Execute_search_plan FROM On_Scene_Commander 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE $a: Execute_search_plan FROM On_Scene_Commander, 

$b: SAR_Assets_scan_for_signs_of_PID FROM SAR_Assets 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE $a: Identify_self_as_PID FROM PID, 

$b: ID_object_as_PID FROM SAR_Assets 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE  $a: Maneuver_to_rescue_PID FROM SAR_Assets, 

$b: Remain_present_for_rescue FROM PID 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE $a: Provide_updates_to_OSC FROM SAR_Assets, 

$b: Receive_updates_for_OSC FROM On_Scene_Commander 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE  $a: Notify_OSC_of_PID_location_and_status FROM SAR_Assets, 

$b: Receive_PID_location_and_status FROM On_Scene_Commander 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE  $a: Notify_OSC_of_PID_situation FROM SAR_Assets, 

$b: Relay_survivor_location_and_situation FROM On_Scene_Commander 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE  $a: Send_Mission_FINEX_Notice FROM On_Scene_Commander, 

$b: Receive_Mission_FINEX_Notice FROM SAR_Assets 
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DO ADD $a PRECEDES $b; OD; 
 
/*---------------------------------------------------------------*/ 
 
ROOT Physical_Environment: ( * Provide_environmental_conditions * ); 
 
Provide_environmental_conditions: OSC_assesses_environmental_conditions 

OSC_scans_for_signs_of_PID 
(* Provide_object_of_interest  

( Indicate_not_related_to_SAR |  
Indicate_wreckage | 

Identify_self_as_PID ) *); 
/* Interactions */ 
 
On_Scene_Commander, Physical_Environment SHARE ALL OSC_scans_for_signs_of_PID; 
 
COORDINATE $a: Provide_object_of_interest FROM Physical_Environment, 

$b: Spot_object_of_interest  FROM SAR_Assets 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE $a: Indicate_not_related_to_SAR FROM Physical_Environment, 

$b: ID_object_as_not_SAR_related FROM SAR_Assets 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE $a: Indicate_wreckage FROM Physical_Environment, 

$b: ID_object_as_wreckage  FROM SAR_Assets 
DO ADD $a PRECEDES $b; OD; 

 
PID, Physical_Environment SHARE ALL Identify_self_as_PID; 
 
On_Scene_Commander, Physical_Environment SHARE ALL OSC_assesses_environmental_conditions;
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APPENDIX F.  MONTEREY PHOENIX SAR SOS MODEL CODE 
WITH SEARCH LOOP AND SAR_ASSETS SET IMPLEMENTED 

 

 

 

 

 

 

 

SEE FOLLOWING PAGE 
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/* Actors */ 
SCHEMA WideRangeSearch 
 
ROOT Command_and_Control: ( Perform_C2_normal_operations | Initiate_SAR_mission ); 
 
Initiate_SAR_mission: Receive_distress_signal 

Pass_mission_information 
Acknowledge_search_plan 
[ Receive_SITREP_update ] 
Receive_final_SITREP; 

 
ROOT On_Scene_Commander: ( Perform_OSC_normal_operations | Lead_SAR_mission ); 
 
Lead_SAR_mission: Receive_mission_information 

Depart_from_base 
Relay_mission_information 
Attempt_contact_with_PID 
OSC_assesses_environmental_conditions 
Provide_search_plan 
Communicate_search_plan_and_responsibilities 
Execute_search_plan 
OSC_scans_for_signs_of_PID 
(* Receive_updates_for_OSC Send_Continue_Mission_Notice *) 
[ Receive_PID_location_and_status 

( SAR_asset_will_rescue | Provide_notice_to_await_rescue_instructions ) 
Relay_survivor_location_and_situation ] 

Send_Mission_FINEX_Notice 
Provide_final_SITREP 
Return_to_base; 

 
/* interactions */ 
COORDINATE $a: Pass_mission_information FROM Command_and_Control, 

$b: Receive_mission_information FROM On_Scene_Commander 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE $a: Provide_search_plan FROM On_Scene_Commander, 
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$b: Acknowledge_search_plan  FROM Command_and_Control 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE $a: Acknowledge_search_plan FROM Command_and_Control, 

$b: Communicate_search_plan_and_responsibilities FROM On_Scene_Commander 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE  $a: Relay_survivor_location_and_situation FROM On_Scene_Commander, 

$b: Receive_SITREP_update FROM Command_and_Control 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE  $a: Provide_final_SITREP FROM On_Scene_Commander, 

$b: Receive_final_SITREP FROM Command_and_Control 
DO ADD $a PRECEDES $b; OD; 

 
/*-------------------------------------------------------*/ 
ROOT PID: ( Is_not_in_distress | Is_in_distress ); 
 
Is_in_distress: Send_distress_signal 

[Identify_self_as_PID ( Remain_present_for_rescue | Await_rescue_instructions ) 
] ; 

 
/* interactions */ 
COORDINATE $a: Send_distress_signal FROM PID, 

$b: Receive_distress_signal FROM Command_and_Control 
DO ADD $a PRECEDES $b; OD; 

 
COORDINATE $a: Provide_notice_to_await_rescue_instructions FROM On_Scene_Commander, 

$b: Await_rescue_instructions FROM PID 
DO ADD $a PRECEDES $b; OD; 

 
/*--------------------------------------------------------*/ 
ROOT SAR_Assets: { + <1..2> SAR_Asset +}; 
 
SAR_Asset: ( Perform_SAR_Assets_normal_operations | Participate_in_SAR_mission ); 
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Participate_in_SAR_mission: Confirm_receipt_of_mission_information  
Depart_from_base 
Proceed_to_mission_area 
Confirm_search_plan_and_responsibilities 
SAR_Assets_scan_for_signs_of_PID 
Mission_Complete; 

 
SAR_Assets_scan_for_signs_of_PID:  

( * Keep_scanning 
[Spot_object_of_interest 

Assess_object_of_interest 
( ID_object_as_not_SAR_related | ID_object_as_wreckage ) 
Provide_updates_to_OSC 
Receive_continue_mission_command] *) 

[ Spot_object_of_interest 
Assess_object_of_interest 
ID_object_as_PID ]; 

 
ID_object_as_PID: Notify_OSC_of_PID_location_and_status 

( Maneuver_to_rescue_PID | No Rescue ) 
Notify_OSC_of_PID_situation; 

 
Mission_Complete: Receive_Mission_FINEX_Notice 

Return_to_Base; 
 
/* interactions */ 
COORDINATE <!> $a: SAR_Asset FROM SAR_Assets 

DO COORDINATE $p: Relay_mission_information FROM 
On_Scene_Commander, 

$b: Confirm_receipt_of_mission_information FROM $a 
DO ADD $p PRECEDES $b; OD; 
OD; 

 
COORDINATE <!> $a: SAR_Asset FROM SAR_Assets 

DO COORDINATE $p: Communicate_search_plan_and_responsibilities FROM 
On_Scene_Commander, 
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$b: Confirm_search_plan_and_responsibilities FROM $a 
DO ADD $p PRECEDES $b; OD; 
OD; 

 
COORDINATE <!> $a: SAR_Asset FROM SAR_Assets 

DO COORDINATE $p: Confirm_search_plan_and_responsibilities FROM $a, 
$b: Execute_search_plan FROM 
On_Scene_Commander 

DO ADD $p PRECEDES $b; OD; 
OD; 

 
COORDINATE <!> $a: SAR_Asset FROM SAR_Assets 

DO COORDINATE $p: Execute_search_plan FROM 
On_Scene_Commander, 

$b: SAR_Assets_scan_for_signs_of_PID FROM $a 
DO ADD $p PRECEDES $b; OD; 
OD; 

 
COORDINATE <!> $a: SAR_Asset FROM SAR_Assets 

DO COORDINATE <!> $p: Identify_self_as_PID FROM PID, 
$b: ID_object_as_PID FROM $a 

DO ADD $p PRECEDES $b; OD; 
 
COORDINATE <!> $a: SAR_Asset FROM SAR_Assets 

DO COORDINATE <!> $p: Maneuver_to_rescue_PID FROM $a, 
$b: Remain_present_for_rescue FROM PID 

DO ADD $p PRECEDES $b; OD; 
OD; 

 
COORDINATE <!> $a: SAR_Asset FROM SAR_Assets 

DO COORDINATE $p: Provide_updates_to_OSC FROM $a, 
$b: Receive_updates_for_OSC FROM 
On_Scene_Commander 

DO ADD $p PRECEDES $b; OD; 
OD; 
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COORDINATE <!> $a: SAR_Asset FROM SAR_Assets 
DO COORDINATE <!> $p: Notify_OSC_of_PID_location_and_status FROM $a, 

$b: Receive_PID_location_and_status FROM 
On_Scene_Commander 

DO ADD $p PRECEDES $b; OD; 
OD; 

 
COORDINATE <!> $a: SAR_Asset FROM SAR_Assets 

DO COORDINATE <!> $p: Notify_OSC_of_PID_situation FROM $a, 
$b: Relay_survivor_location_and_situation FROM 
On_Scene_Commander 

DO ADD $p PRECEDES $b; OD; 
OD; 

 
COORDINATE <!> $a: SAR_Asset FROM SAR_Assets 

DO COORDINATE  $p: Send_Mission_FINEX_Notice FROM 
On_Scene_Commander, 

$b: Receive_Mission_FINEX_Notice FROM SAR_Assets 
DO ADD $p PRECEDES $b; OD; 
OD; 

 
/*---------------------------------------------------------------*/ 
 
ROOT Physical_Environment: ( * Provide_environmental_conditions * ); 
 
Provide_environmental_conditions: OSC_assesses_environmental_conditions 

OSC_scans_for_signs_of_PID 
(* Provide_object_of_interest  

( Indicate_not_related_to_SAR |  
Indicate_wreckage | 

Identify_self_as_PID ) *); 
/* Interactions */ 
 
On_Scene_Commander, Physical_Environment SHARE ALL OSC_scans_for_signs_of_PID; 
 
COORDINATE <!> $a: SAR_Asset FROM SAR_Assets 
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DO COORDINATE <!> $p: Provide_object_of_interest FROM 
Physical_Environment, 

$b: Spot_object_of_interest FROM $a 
DO ADD $p PRECEDES $b; OD; 
OD; 

 
COORDINATE <!> $a: SAR_Asset FROM SAR_Assets 

DO COORDINATE <!> $p: Indicate_not_related_to_SAR FROM 
Physical_Environment, 

$b: ID_object_as_not_SAR_related FROM $a 
DO ADD $p PRECEDES $b; OD; 
OD; 

 
COORDINATE <!> $a: SAR_Asset FROM SAR_Assets 

DO COORDINATE <!> $p: Indicate_wreckage FROM 
Physical_Environment, 

$b: ID_object_as_wreckage FROM $a 
DO ADD $p PRECEDES $b; OD; 
OD; 

 
PID, Physical_Environment SHARE ALL Identify_self_as_PID; 
 
On_Scene_Commander, Physical_Environment SHARE ALL OSC_assesses_environmental_conditions; 
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