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ABSTRACT

The authors examine the problem of why model tropical cyclones intensify more rapidly at low latitudes.

The answer to this question touches on practically all facets of the dynamics and thermodynamics of tropical

cyclones. The answer invokes the conventional spin-upmechanism, as articulated in classical and recent work,

together with a boundary layer feedback mechanism linking the strength of the boundary layer inflow to that

of the diabatic forcing of the meridional overturning circulation.

The specific role of the frictional boundary layer in regulating the dependence of the intensification rate on

latitude is discussed. It is shown that, even if the tangential wind profile at the top of the boundary layer is held

fixed, a simple, steady boundary layer model produces stronger low-level inflow and stronger, more confined

ascent out of the boundary layer as the latitude is decreased, similar to the behavior found in a time-

dependent, three-dimensional numerical model. In an azimuthally averaged view of the problem, the most

prominent quantitative differences between the time-dependent simulations at 108 and 308N are the stronger

boundary layer inflow and the stronger ascent of air exiting the boundary layer, together with the much larger

diabatic heating rate and its radial gradient above the boundary layer at the lower latitude. These differences,

in conjunction with the convectively induced convergence of absolute angularmomentum, greatly surpass the

effects of rotational stiffness (inertial stability) and evaporative-wind feedback that have been proposed in

some prior explanations.

1. Introduction

Several previous studies have reported idealized nu-

merical model simulations of tropical cyclone inten-

sification in a quiescent environment and have

examined, inter alia, the effect of latitude on vortex

evolution (e.g., DeMaria and Pickle 1988; Smith et al.

2011; Rappin et al. 2011; Li et al. 2012). In these studies,

and in a recent study of our own reported herein, the

model cyclones are found to intensify more rapidly and

reach a higher mature intensity as the latitude in the

model is reduced. These findings have important prac-

tical implications and call for a theoretical explanation.

All the foregoing simulations focused on the prototype

problem for tropical cyclone intensification, which

considers the evolution of a prescribed, initially cloud-

free axisymmetric vortex in a quiescent environment on

an f plane as articulated in Van Sang et al. (2008). A re-

view of DeMaria and Pickle (1988) and Rappin et al.

(2011) is deferred until section 6, which offers also an

appraisal of the explanations given in these papers and in

Li et al. (2012).

There are two prominent theoretical studies that

predict a different behavior to all of the references cited

above. Carrier (1971) presented a theory of hurricane

intensification in which the time scale of spinup is given

by 2/f , where f is the Coriolis parameter. This time scale

is about 16 h for latitudes of interest considered by

Carrier, and it emerges by determining the time re-

quired to flush the core of ambient tropical air and re-

place it with air characterized by a moist adiabatic state

(F. Fendell 2011, personal communication). There are

many ad hoc assumptions in the Carrier theory that,

collectively, are difficult to assess in regard to the overall

dynamics. Nevertheless, the spin-up rate from the
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Carrier theory, which predicts that lower-latitude storms

will spin upmore slowly than higher-latitude storms, can

be tested.

Many years after the Carrier theory was proposed,

Emanuel (2003) summarized his intensification theory

(see his section 3.2), wherein the time scale for in-

tensification scales as H/(CDVgmax), where H is an at-

mospheric scale height (’8 km), CD is the surface drag

coefficient, and Vgmax is the maximum gradient wind

determined from the so-called potential intensity theory

(Emanuel 1995; Bister and Emanuel 1998). For typical

conditions, this time scale is on the order of 15h. Emanuel

(2003) did not reference Carrier (1971), but the typical

time scale for development in the Emanuel theory is

numerically close to that of Carrier’s theory, yet it is in-

dependent of f at leading order. Emanuel’s time-

dependent theory for tropical cyclone intensification has

undergone a reincarnation in recent years (Emanuel

2012). However, for reasons explained in Persing et al.

(2013), Emanuel’s formulations fall short of providing an

acceptable theory for tropical cyclone intensification in

three dimensions, which is the proper benchmark for

comparison with reality. It will be demonstrated in this

paper that neither the Carrier nor Emanuel theories cor-

rectly capture the proper dependence of intensification on

the Coriolis parameter.

Smith et al. (2011) investigated the rotational con-

straint on the intensity and size of tropical cyclones using

a minimal, three-layer, axisymmetric tropical cyclone

model, similar to that of DeMaria and Pickle (1988), but

formulated in s coordinates and with a different repre-

sentation of deep convection. In the first of two sets of

experiments, the same baroclinic vortex was used to

initialize the model and to examine the spin-up process

in a quiescent environment with different levels of

background rotation, characterized by a constant value

of f. It was found that the rate of intensification, after

some short gestation period (on the order of 15 h), in-

creased monotonically with decreasing latitude of the

cyclone environment, but that the strongest vortices, as

characterized by their quasi-steady intensity after 12 days,

develop in environments with intermediate background

rotation. The main focus of Smith et al. (2011) was di-

rected at understanding the control of ambient rotation

onmature intensity and size and not on the spin-up phase.

The reason for the greater spin-up rate at lower latitudes

was not investigated. The result in regard to the mature

intensity appeared to be in line with those of classical

laboratory experiments by Turner and Lilly (1963), but

the analogy was found to have certain limitations, in-

cluding the fact that the spinup of the maximum tan-

gential winds in the inner core of the model takes place in

the boundary layer.

The results of Smith et al. (2011) were based on

a simple axisymmetric model, and a question is whether

similar results are found in three-dimensional, multi-

level models. We have just completed such a study using

the fifth-generation Pennsylvania State University–

National Center for Atmospheric Research Mesoscale

Model (MM5). While the results of this study have not

yet been submitted for publication, a summary of the

findings pertinent to the present paper is given in

section 2. Similar idealized experiments to those de-

scribed above have been reported in the recent litera-

ture by Rappin et al. (2011) and Li et al. (2012).

Li et al. (2012) carried out simulations at eight dif-

ferent latitudes (58, 7.58, 108, 12.58, 158, 208, 258, and
308N) and found also that vortex intensification at low

latitudes is faster than at high latitudes. They attributed

this result to the extent to which gradient wind balance is

broken in the boundary layer. As explained in section 6,

we have questions about their purported explanations,

but their invocation of the role of boundary layer dy-

namics is, in part, consistent with a new paradigm for

tropical cyclone intensification that has been expounded

in a series of recent papers (Van Sang et al. 2008;

Montgomery et al. 2009; Smith et al. 2009; Bui et al.

2009) and summarized by Montgomery and Smith

(2014). In fact, as explained later, we think that the new

paradigm provides a useful framework for explaining

the dependence of the intensification rate on latitude.

The new intensification paradigm recognizes the

presence of localized, rotating deep convection that

grows in the cyclonic rotation–rich environment of the

incipient storm. The updrafts within these convective

structures greatly amplify the vorticity by vortex tube

stretching. In an azimuthally averaged view of the new

paradigm, the spinup of the maximum tangential winds

takes place within the frictional boundary layer, al-

though the spinup of the winds above the boundary layer

(which are widely held to be in approximate gradient

wind balance) is necessary as well.

As in the earlier paradigms, the spinup of the bulk

vortex above the boundary layer occurs through the

conventional mechanism articulated by Ooyama (1969,

1982) and others. In essence, deep convection is invoked

as themechanism that brings about the radial convergence

of rings of air above the frictional boundary layer. These

rings conserve their absolute angular momentum M, and

as their radius deceases, they spin faster (sometimes

known as ‘‘the ice skater effect’’). In contrast to the

conventional mechanism, the boundary layer spin-up

mechanism is possible, because the inward displacement

of air parcels is much larger in the boundary layer than

above it, a consequence of the frictional disruption of

gradient wind balance in that layer. This disruption leads
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to a net inward force in the boundary layer. Since the

azimuthal-mean tangential wind speed y5M/r2 (1/2)fr,

the possibility arises that the material loss of M to the

surface may be more than offset by a large and rapid

inward displacement of rings of air so that the tangential

wind actually increases and eventually becomes larger

than that above the boundary layer. In high-resolution

model simulations, these processes are exemplified by

the evolution of the azimuthally averagedM surfaces in

time-height cross sections. These surfaces tilt inward

with height within the boundary layer and outward with

height above, with a ‘‘nose’’ at the top of the boundary

layer. The evolution of the M surfaces during the in-

tensification of a tropical cyclone has been documented

observationally by Montgomery et al. (2014).

While the boundary layer spin-up mechanism pre-

sumes an increasing gradient wind and radial pressure

gradient at the top of the boundary layer with time in

association with the conventional mechanism, it con-

tributes also to the spinup of the bulk vortex through the

lofting of the enhanced tangential momentum into the

bulk vortex and a corresponding adjustment of the wind

and mass fields of the bulk vortex toward the higher

winds from the boundary layer.

It is noteworthy that although Ooyama (1969) did not

focus on the question of the latitudinal dependence of

the spin-up rate, he did present a linearized version of

his cooperative intensification model, in which the

growth rate of a small-amplitude initial disturbance

contains an explicit dependence on the Coriolis pa-

rameter [his Eq. (8.10)]. Inspection of the analytical

growth rate that he derived reveals the same qualitative

dependence of the intensification rate on latitude as in

the other modeling studies discussed above. We will

review the insights and predictions obtained from this

formula in section 5. In light of the new spin-up para-

digm discussed above, it is pertinent to note that

Ooyama’s (1969) model is axisymmetric and does not

contain the boundary layer spin-up pathway.

In summary, on the system scale, the new spin-up

paradigm has two dynamical components. The first is the

conventional spin-up mechanism. The second compo-

nent comprises the boundary layer spin-up mechanism

summarized in the foregoing discussion. A related and

essential ingredient of the new spin-up paradigm is the

maintenance of convective instability in the inner-core

region of the vortex by enhanced surface moisture

fluxes, although the maintenance does not require the

fluxes to continue to increase with wind speed

(Montgomery et al. 2009, 2015).

The existence of the boundary layer spin-up mecha-

nism is suggestive that boundary layer dynamics may be

an important element of the explanation for the

intensification rate of model tropical cyclones being

a function of latitude. Estimating the relative role of the

conventional mechanism and its dependence on latitude

is an important objective of this study also. To test this

idea here, we seek to isolate the effect of the boundary

layer using simplified versions of the steady slab boundary

layermodel described in detail by Smith (2003), Smith and

Vogl (2008), and Smith and Montgomery (2008). As it

turns out, the explanation for the dependence of the

intensification rate and mature intensity on latitude

touches on practically all facets of the dynamics and

thermodynamics of tropical cyclones.

The paper is organized as follows. First, in section 2 we

outline the new results fromour own calculations referred

to earlier. Then, in section 3 we provide a summary of the

simplified slab boundary layer model, and in section 4 we

present a series of calculations from the boundary layer

model. The implications of the results for our own and

previous explanations for vortex behavior at different

latitudes are discussed in sections 5 and 6, respectively.

The conclusions are given in section 7.

2. The new calculations

The numerical experiments using MM5 referred to

above are similar to those described in Van Sang et al.

(2008). They are carried out using a modified version of

the model (version 3.6.1). A detailed description of the

model can be found in Grell et al. (1995). The model is

configured with three domains: a coarse mesh of 45-km

grid spacing and two, two-way nested domains of 15- and

5-km grid spacing. The domains are square and are 9000,

4500, and 1500km on each side. Three calculations are

performed on an f plane centered at latitudes 108, 208,
and 308N. The model has 24 s levels in the vertical, 7 of

which are below 850hPa [see Smith and Thomsen

(2010), section 2.1]. The vertical resolution in the

boundary layer is believed to be adequate for correctly

representing the boundary layer dynamics under the

prescribed changes to the latitude of the vortex envi-

ronment. For simplicity, there is no representation of

dissipative heating.

Deep moist convection is represented explicitly using

a warm-rain scheme, as in Montgomery et al. (2009). In

addition, to retain simplicity, we choose the Blackadar

boundary layer scheme, one of several available in the

model. In this scheme, the surface drag and heat and

moisture exchange coefficients are modified to fit the

results of the Coupled Boundary Layer Air–Sea Trans-

fer Experiment (CBLAST; Black et al. 2007). The sur-

face exchange coefficients for sensible heat andmoisture

are set to the same constant, 1:23 1023. The drag co-

efficient is given by the following formula:
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CD 5 0:73 10231 1:43 1023[12 exp(20:055juj)] ,
(1)

where juj is the wind speed at the lowest model level.

This formula is based on our interpretation of Fig. 5

from Black et al. (2007).

The warm-rain and boundary layer schemes are ap-

plied in all domains. No cumulus parameterization is

used. The sea surface temperature is a constant (278C).
As the time period of the calculations is short (3 days),

we have not implemented a radiative cooling scheme.

The initial vortex is axisymmetric, with a maximum

tangential wind speed of 15m s21 at the surface at a ra-

dius of 100 km. The magnitude of the tangential wind

decreases sinusoidally with height, vanishing at the top

model level. The temperature field is initialized to be in

gradient wind balance with the wind field using the

method described by Smith (2006). The far-field tem-

perature and humidity are based on the neutral sound-

ing of Rotunno and Emanuel (1987).

Figures 1a–d show time series of azimuthally av-

eraged quantities, including the maximum tangential

wind speed Vmax and the radius at which it occurs

(RMW); the maximum radial inflow; and the maximum

vertical velocity in the three calculations for different

latitudes. Typically, at 108N, the maximum tangential

wind speed occurs at a height of 750m, while at 308N it

is slightly lower, about 600m. The maximum vertical

velocity occurs at a height of between 10 and 14km. As

in the previous calculations referred to in the in-

troduction, the rate of intensification increases with de-

creasing latitude so that, after a few days, the maximum

FIG. 1. Time series of azimuthally averaged quantities in calculations for the prototype intensification problem at

latitudes 108, 208, and 308N. (a) The maximum tangential wind speed; (b) the RMW; (c) the maximum radial inflow;

and (d) the maximum vertical velocity. The horizontal lines in (a) show the period of rapid intensification (defined in

the text) at each latitude and are referred to in Figs. 4 and 6. (e),(f) Vertical cross sections of the azimuthally averaged

tangential (red contours) and radial wind (blue contours) in the lowest 2 km at 108 and 308N, respectively (contour

intervals: 10m s21 for the tangential wind and 2m s21 for the radial wind). Dashed curves indicate negative values;

the thick dashed blue contour shows the 21m s21 contour of radial wind.
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mature intensity is achieved at the lowest latitude

(Fig. 1a). Consistent with the idea that the closer air

parcels can approach the axis, the faster they can spin

(see section 1), the RMW decreases also with latitude

during the intensification phase (Fig. 1b). The larger in-

ward displacement of air parcels is consistent with the

increase in the maximum radial wind speeds as the lati-

tude decreases. Finally, the maximum vertical velocity is

largest for the vortex at 108N, and this maximum de-

creases with increasing latitude (Fig. 1d). These results are

broadly similar to those of Smith et al. (2011). Figures 1e

and 1f show radius–height cross sections of the azimuth-

ally averaged radial and tangential wind components av-

eraged during the period from 69 to 72h for the 108 and
308N calculations. Noteworthy features relevant to the

present study are the deeper boundary layer (as charac-

terized, for example, by the depth of appreciable inflow

indicated by the21ms21 radial velocity contour) at 108N
and the monotonic increase of boundary layer depth with

decreasing radius to approximately the radius of maxi-

mum tangential wind speed, which, itself, occurs near the

top of the appreciable inflow layer.

The longer-term behavior of the solutions will be

discussed elsewhere. Suffice it to say, the vortices reach

a maximum intensity after a week or more and eventu-

ally decay, as found also in the study by Smith et al.

(2014) using a different model.

3. A simple boundary layer model

We review first the steady slab boundary layer model

described by Smith and Vogl (2008), which provides

a suitable framework to examine the issues raised above.

A brief appraisal of the slab boundary layer is given in

appendix A. For simplicity, we ignore here the ther-

modynamic processes that occur in the boundary layer

and exclude the effects of mixing through the top of the

inflow layer on account of shallow convection. Then, the

remaining equations for the radial momentum, azi-

muthal momentum, and mass continuity can be written

in the following forms:

ub
dub
dr

5
wh

2

h
ub2

(y2g 2 y2b)

r
2 f (yg2 yb)

2
CD

h
(u2b 1 y2b)

1/ 2ub , (2)

ub
dyb
dr

5
wh

2

h
(yb2 yg)2

�yb
r
1 f

�
ub

2
CD

h
(u2b 1 y2b)

1/ 2yb, and (3)

dub
dr

52
ub
r
2

wh

h
, (4)

where ub and yb are the vertically averaged radial and

azimuthal components of wind speed in the boundary

layer, yg(r) and wh are the tangential wind speed and

vertical velocity at the top of the boundary layer, f is the

Coriolis parameter, CD is the surface drag coefficient

given by Eq. (1), and wh2 5 (1/2)(wh 2 jwhj). Consistent
with the slab formulation, the quantities ub and yb are

assumed to be independent of depth. Note that wh2 is

nonzero only whenwh , 0, in which case it is equal towh.

Thus, the terms involvingwh2 represent the transport of

properties from above the boundary layer that may be

different from those inside the boundary layer.

Substitution of Eq. (4) into Eq. (2) gives an expression

for wh:

wh 5
h

11a

(
1

ub

"
y2g2 y2b

r
1 f (yg2 yb)

1
CD

h
(u2b 1 y2b)

1/ 2ub

#
2
ub
r

)
, (5)

where a is zero if the expression in curly brackets is

positive and unity if it is negative. With this expression

for wh, Eqs. (2), (3), and (5) form a system of ordinary

differential equations that may be integrated radially

inwards from some large radiusR to determine ub and yb
as functions of r, given values of these quantities at r5R

as well as the radial profile yg(r). We show examples of

such solutions in section 4.

The foregoing equations are too complicated to afford

simple insights about parameter dependencies, and it

proves useful to examine a linear approximation thereto,

even though, as shown by Smith andMontgomery (2008)

andVogl and Smith (2009), such an approximation cannot

be justified in the inner-core region of a tropical cyclone.

Linear approximation

To examine possible approximations to the foregoing

equations, it is convenient to take yb 5 yg 1 y0b and re-

write Eqs. (2) and (3) in the form

ub
dub
dr

5
wh2

h
ub 1

y02b
r
1 jgy

0
b2

CD

h
jvbjub and (6)

ub
dy0b
dr

5
wh2

h
y0b2

uby
0
b

r
2 zaub 2

CD

h
jvbj(yg1 y0b) , (7)

where za 5 dyg/dr1 yg/r1 f is the absolute vorticity, and

jg 5 2yg/r1 f is twice the absolute angular velocity of

the gradient wind profile above the boundary layer. One

approximation would be to linearize Eqs. (6) and (7) so

that they become
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jgy
0
b5

CDyg

h
ub and (8)

zaub 52
CDy

2
g

h
. (9)

These equations may be readily solved to yield

ub 52myg and (10)

y0b 52s2yg , (11)

where m5CDyg/(hzag), s5CDyg/(hI), and I2 5 jgzag is

the inertial stability of the flow above the boundary

layer. Note that for finite values of m and s, y0b , 0 so

that the generation of supergradient winds (yb . yg) is

precluded by the linear approximation. Clearly, the

linear approximation requires that jubj/yg � 1 and

jy0bj/yg � 1; that is, jmj � 1 and s2 � 1. It applies to the

limit of weak friction and is the slab equivalent of

the classical Ekman boundary layer solution in which

the net Coriolis force is balanced by the frictional force.

We are now in a position to examine the effect of

changing latitude on the solution, the latitudinal de-

pendence being implicit through the value of f in the

expressions for m and s (or I). Equation (10) shows that

an increase in latitude requires a smaller amount of in-

flow for the Coriolis force to balance the frictional force

and Eq. (9) shows a similar result for the perturbation

tangential wind. Thus, the local magnitudes of ub and y0b
both decrease with increasing latitude. The results of

these calculations, as well as numerical solutions of the

full nonlinear system, are presented in the next section.

4. Boundary layer solutions for different latitudes

We show now solutions of Eqs. (2), (3), and (5) for

a range of latitudes from 108 to 308N, and for a constant-

depth boundary layer. For comparison, we show also

solutions of the linear approximation represented by

Eqs. (10) and (11). In each case, the radial profile of

gradient wind is given by the formula:

yg 5 y1s exp(2a1s)1 y2s exp(2a2s) , (12)

where y1, y2, a1, and a2 are constants with the values

25.9ms21, 15ms21, 1.0685, and 0.9, respectively, and s5
r/rm, rm being the radius ofmaximum tangential wind speed.

a. Nonlinear constant-depth boundary layer

Figure 2 shows solutions for ub, yb, and wb for

a boundary layer with a constant depth of 1000m and

a gradient wind profile with a maximum tangential wind

speed of 20m s21 at a radius of 90 km, corresponding

with a weak tropical storm. It is seen that as the latitude

decreases, the difference between the tangential wind

and the gradient wind increases at all radii beyond about

140 km, whereas a little inside this radius, the tangential

wind speed becomes supergradient (yb . yg) and the

maximum tangential wind speed increases slightly with

decreasing radius. At a fixed radius, the radial wind

component increases also with decreasing latitude, the

maximum inflow increasing from barely 3ms21 at 308N
to about 5ms21 at 108N. Note also that the radius of

maximum inflow decreases with decreasing latitude.

When the tangential wind becomes supergradient, all

forces in the radial momentum equation are directed

radially outwards and the radial flow decelerates rap-

idly. The decrease in radial inflow acts as a brake on the

FIG. 2. (a) Radial profiles of radial and tangential wind components in the boundary layer for different values of

latitude for a fixed profile of gradient wind at the top of the boundary layer (black line). (b) The corresponding

profiles of vertical velocity at the top of the boundary layer [note the difference in the radial extent of the abscissa in

(a) and (b)]. The calculations are based on the assumption of a fixed boundary layer depth of 1 km.
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continued increase1 in yb and leads also to a sharp in-

crease in the vertical velocity at the top of the boundary

layer (Fig. 2b). In the calculations shown, the radial inflow

remains positive down to a radius of about 10km, while

inside the RMW the tangential wind in the boundary

layer oscillates about the gradient wind. We do not at-

tribute much significance to these oscillations in reality

and, in fact, Kepert (2012) showed that they were an ar-

tifact of certain approximations made in deriving the slab

model. For this reason, we do not givemuchweight to the

solutions at inner radii where the oscillations occur.

Note that, as the latitude decreases, the maximum

vertical velocity increases sharply, and its radial location

moves inwards. The features described above are notable

ones of the numerical model simulations discussed in the

introduction and, with certain caveats discussed below,

are suggestive that the behavior of the model simulations

can be attributed to the dynamics of the boundary layer.

b. Linear boundary layer approximation

The foregoing features are mostly not found in the

linear solution shown in Fig. 3. In this case, super-

gradient winds do not occur [a mere inspection of

Eq. (11) shows that, in this solution, yb , yg at all finite

radii], and although the radial inflow increases with de-

creasing latitude, the radius of maximum inflow

increases with decreasing latitude, a feature that has

implications for the profile of vertical velocity at the top

of the boundary layer (Fig. 3b). Note that the radius of

the maximum vertical velocity increases with decreasing

radius, unlike in the nonlinear case.

c. Refinements to the slab boundary layer model

There are several refinements that can be made to the

constant-depth slab boundary layer model and some of

these are discussed in appendix B. However, as shown

there, the qualitative behavior of these refined models is

similar to that described above, as is the broad de-

pendence of the solutions on latitude.

d. A question

The initial vortices used in these calculations have

a characteristic Rossby number (Ro5 ymax/frmax) on the

order of 3 or larger, where ymax is themaximum tangential

wind and rmax is the radius of maximum tangential wind.

Given the apparent subdominance of the planetary vor-

ticity, a question arises as to why the vertical velocity

exiting the boundary layer has such a large dependence

on f. The answer is that, although the contribution of f to

the total force balance is locally small compared with the

other forces in the radial momentum equation within

a few rmax of the center of circulation, the effect of f on the

radial acceleration can be appreciablewhen the nonlinear

radial momentum equation is integrated over a radial

distance of several rmax, as demonstrated above.

5. Discussion

The behavior of the steady, nonlinear, axisymmetric,

slab boundary layer model as the latitude changes, even

FIG. 3. (a) Radial profiles of radial and tangential wind components in the boundary layer for the linear solution

given by Eqs. (10) and (11) for different values of latitude for a fixed profile of gradient wind at the top of the

boundary layer (black line). (b) The corresponding profiles of vertical velocity at the top of the boundary layer [note

the difference in the radial extent of the abscissa in (a) and (b)]. As in Fig. 2, the calculations are based on the

assumption of a fixed boundary layer depth of 1 km.

1Mathematically, dividing Eq. (3) by ub shows that the friction

term is inversely proportional to ub so that dyb/dr is large and

negative for small ub. Physically, one may think of air parcels

spiraling inwards, losing tangential momentum as they do so: the

faster they move inward, the smaller the number of circuits in the

spiral and therefore the smaller the effect of the frictional torque.
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with a fixed profile of gradient wind above the boundary

layer, is consistent with that in the three-dimensional

MM5 calculations detailed in section 2 during the in-

tensification phase and with the behavior in the models

referred to in the introduction. In particular, the radial

inflow increases in strength as the latitude in themodel is

decreased and the location of maximum inflowmoves to

a slightly smaller radius. Moreover, the maximum vertical

velocity exiting through the top of the boundary layer in-

creases significantly and its locationmoves also to a slightly

smaller radius. As a result, it is tempting to attribute the

behavior of the time-dependent models described in the

introduction and in section 2 as the latitude is changed to

the boundary layer dynamics. Here we explore a range of

issues that complicate such an interpretation, focusing on

the two calculations for 108 and 308N.

a. Steady-state issue

First, we note that the boundary layer is a relatively

thin layer driven by the radial pressure gradient just

above it. Thus, it is reasonable to assume that to a first

approximation the layer will respond rapidly to changes

in the pressure gradient.

b. Coupling issues

It is important to bear in mind that the behavior of

a tropical cyclone depends on a range of tightly coupled

individual physical processes, both dynamical and ther-

modynamical. Even though these processes may be

more or less well understood individually, understanding

their tight coupling remains a challenge. Moreover, even

though the slab boundary layermodel is relatively simple,

it does not seem possible to provide an intuitive expla-

nation of why it behaves as it does: one has to perform

nonlinear calculations to determine the behavior.

c. Thermodynamic issues

Even for a fixed profile of gradient wind, an increase in

both the near-surface radial and tangential wind com-

ponents at all radii in the boundary layer with decreasing

latitude would imply an increase in surface evaporation

at lower latitudes, at least if one assumes that the ther-

modynamic disequilibrium at the ocean–atmosphere in-

terface is unchanged. This increase in surface evaporation

is indeed the case in the experiments described in section

2, as shown in Figs. 4a and 4b.2 It might be tempting to

assume, as do Li et al. (2012), that the larger fluxes at low

latitudes would lead to a larger amount of low-level

moisture at these latitudes and hence to a larger

amount of convective instability in the inner-core region

of the nascent vortex. However, Figs. 4c and 4d show that

this is not the case: on the contrary, the near-surface

mixing ratio is marginally larger at 308 than at 108N. The

latter result may seem surprising, especially in view of

the fact that the vertical velocity in the eyewall updraft is

significantly larger at 108N (Figs. 4e,f), suggesting a larger

degree of convective instability at that latitude. However,

it must be remembered that stronger convection will be

accompanied by stronger downdrafts, which will tend to

decrease the boundary layer moisture levels, especially

during the early stages of vortex evolution when there is

still dry air aloft.

d. Convective instability issue

One possible reason for the stronger updraft at 108N
might be a larger degree of convective instability as

measured by the convective available potential energy

(CAPE) and a smaller degree of convective inhibition

(CIN). However, we know from the previous subsection

that larger CAPE does not arise from an increase in the

low-level moisture, so where would it come from? The

answer could lie in the reduced upper-level stability

associated with the low-latitude vortex. To illustrate this

idea, we show in Figs. 5b–d the temperature anomaly at

various latitudes of an idealized balanced vortex with

the tangential wind distribution shown in Fig. 5a. For

illustration, the tangential wind has a similar radial

structure to the initial vortex in the MM5 calculations

in section 2, with a maximum wind speed of 15ms21 at

a radius of 100 km (in this case, taken at the surface).

The wind speed declines sinusoidally with height, be-

coming zero at a height of about 16 km. The associated

temperature anomalies at latitudes 108, 208, and 308N
show a temperature perturbation on the order of 18C,
the magnitude and radial extent of which increase with

increasing latitude. The increased strength of the tem-

perature anomaly with increasing latitude would imply

a decrease in CAPE and an increase in CIN (Juckes and

Smith 2000).

To check the foregoing ideas, we show in Figs. 6a,b

and 6e,f Hovmöller diagrams of the CAPE and CIN,
respectively, based on azimuthally averaged thermody-
namic fields as a function of radius. The method used to
calculate these quantities is explained in appendix C. In

Fig. 6c, we show the difference between the two CAPE

fields. Initially, there is no CAPE and significant CIN

(reaching 180 J kg21 at 108N and 200 J kg21 at 308N), but

CAPE is rapidly created by the surface moisture fluxes,

and the CIN is rapidly reduced.

2 Figure 4 shows the period of rapid intensification (RI) identi-

fied in Fig. 1. These periods occur when the maximum tangential

wind speed increases by 3.75m s21 over a sustained period of 6 h,

corresponding roughly with the definition of RI adopted by Kaplan

and DeMaria (2003, p. 1098), who used the value of 30 knots (kt;

15.4m s21) over 24 h.
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FIG. 4. Time–radius plots of azimuthally averaged surface latent heat fluxes in theMM5 calculations of section 2 at

(a) 108 and (b) 308N. (c),(d) The corresponding plots of specific humidity at the surface (0m) and (e),(f) the contours

of vertical velocity at a height of 5 km. Contour intervals in (a) and (b) are 50Wm22, values between 150 and

300Wm22 are shaded light blue, and values $ 300 Wm22 are shaded pink. Contour intervals in (c) and (d) are

1 g kg21, values between 19.5 and 20 g kg21 are shaded light blue, and values $ 20 g kg21 are shaded pink. In (e) and

(f), the interval for the thick solid contours is 0.5m s21 and values $ 0:5 m s21 are shaded pink; the interval for the

thin solid contours is 0.1m s21 and values # 20:01 m s21 are shaded light blue. The vertical line to the right of each

panel shows the period of rapid intensification at the particular latitude (see Fig. 1).
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At early times (between about 6 and 12h, depending

on the radius), the CAPE is larger in the 108N calcula-

tion than in the 308N calculation, as predicted above.

Nevertheless, as deep convection develops, it consumes

the low-level moisture as well as the CAPE so that the

earlier onset of deep convection in the 108N calculation

leads to a reduction of surface moisture and CAPE

compared with the 308N calculation. This behavior is

despite the fact that the surface moisture fluxes are

higher in the 108N calculation (Fig. 4) on account of the

larger surface wind speeds (Fig. 1). However, as time

proceeds, the larger consumption of CAPE by convec-

tion in the 108N calculation leads to smaller values of

CAPE than at 308Nafter about 9–12h, depending on the

radius. This is about the time that convection begins to

develop in both calculations (Fig. 6d), slightly later at

308N on account of the larger initial CIN. These results

indicate that the differences in CAPE and CIN between

108 and 308N do not provide a robust explanation for the

differences in the intensification rate between the two

calculations.

e. Diabatically forced overturning circulation

In the context of axisymmetric balance dynamics, it is

well known that a negative radial gradient of diabatic

heating rate associated with deep convection will pro-

duce an inflow in the lower troposphere (Eliassen 1951;

Willoughby 1979). This inflow is a feature of the

conventional spin-up mechanism. In Figs. 7a and 7b, we

show the distribution of azimuthally averaged diabatic

heating rate _u averaged over the period 14–16 h in the

calculations for the two latitudes. This time range is

a little after when convection is initiated in both calcu-

lations. It is clear that there is a large difference in the

mean heating rates between the calculations in this time

period, the maximum at 108N being 26Kh21, compared

with only 6Kh21 at 308N. Examination of the figure

shows that the radial gradient of _u is much larger at

108N also. The larger gradient would be expected to

lead to a much larger radial inflow, even if the latitudes

were the same. Figures 7c and 7d show the isotachs of

radial velocity in the balanced secondary circulation

obtained by solving the Sawyer–Eliassen equation3 for

the initial vortex with one or the other of these heating

rates as forcing and with the corresponding latitude.

The streamfunction contours of this circulation are

shown also. For simplicity, since the vortex is identical in

both calculations (the same as that in the MM5 calcu-

lations in section 2), the frictional drag would be iden-

tical and therefore this drag is not included. Confirming

expectations, the balanced secondary circulation is

FIG. 5. Height–radius cross sections of (a) the tangential wind speed in the idealized warm-core vortex described in

the text (contour interval: 2m s21), and corresponding balanced temperature perturbations at (b) 108, (c) 208, and
(d) 308N (contour intervals: thick contours 18C and thin contours 0.258C). Solid (red) contours are positive, and

dashed (blue) contours are negative.

3 Specifically, we solve Eq. (14) of Bui et al. (2009), neglecting

both frictional forcing and the relatively small contributions of the

‘‘eddy terms,’’ as defined therein in this equation.
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FIG. 6. Time–radius plots of CAPE based on azimuthally averaged thermodynamic data in the MM5

calculations of section 2 at (a) 108 and (b) 308N; the contour interval is 500 J kg21, values below 2000 J kg21

are shaded light blue, and values $ 3000 J kg21 are shaded pink. (c) A similar plot of the difference in CAPE

between these two calculations; the contour interval is 500 J kg21, values # 2500 J kg21 are shaded light

blue, and positive values are shaded pink. (d)A time series of themaximumvertical velocity (not azimuthally

averaged) in the two calculations. (e),(f) The corresponding plots of CIN at 108 and 308N, respectively

(contours: 100, 40, 30, 20, and 10 J kg21). Regions of CIN with values, 10 J kg21 are shaded light blue, and

values . 40 J kg21 are shaded pink. The vertical lines to the right of (a),(b),(e), and (f) show the period of

rapid intensification at the particular latitude (see Fig. 1).
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FIG. 7. Height–radius plots of the time-averaged diabatic heating rate for the period 14–16 h, based on azimuthally

averaged fields from the MM5 calculations of section 2 at (a) 108 and (b) 308N (contour intervals: thin contours

2 K h21 and thick contours 10K h21). (c),(d) The corresponding streamfunction of the balanced secondary circula-

tion obtained by solving the Sawyer–Eliassen equation for the initial vortex with these heating rates as forcing (thin

red contours, interval: 13 1028 kg s21). Also shown are contours of the radial velocity component (thick blue con-

tours, interval: 2m s21; negative values dashed). (e),(f) The corresponding tendencies of the balanced tangential wind

(contour interval: 1m s21 h21; positive values are solid red and negative values are dashed blue). (g),(h) The

streamfunction and tendency when the Sawyer–Eliassen equation is solved for the 108N heating rate in (a) at 308N.

These should be compared with (c) and (e), respectively.
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much stronger in the 108N calculation. In particular, the

maximum inflow velocity is 8.1m s21, compared with

only 2.5m s21 in the 308N calculation.

Since we have shown that the CAPE is only frac-

tionally larger at early times in the 108N calculation (no

more than about 50 J kg21), the large difference in di-

agnosed heating rates, which are closely tied to the

vertical velocity (Holton 2004), cannot be explained in

terms of differences in updraft buoyancy. The explana-

tion for this difference must be attributed either to the

difference in the vertical velocity at the top of the

boundary layer or to the effects of rotational stiffness

above the boundary layer,4 which would suppress the

inflow and thereby, through continuity, inhibit the ver-

tical velocity.

f. Rotational stiffness

Basic fluid-dynamical considerations would suggest

that the ability of deep convection to draw air inward

above the boundary layer is constrained by the rota-

tional stiffness of the vortex, as quantified by the inertial

stability I2, defined in section 3. For a cyclonic vortex,

this quantity increases with latitude through its de-

pendence on f. Accordingly, for a fixed distribution of

diabatic heating rate and for the same initial vortex,

there must be stronger inflow at lower latitudes. How-

ever, if the Rossby number is order 1 or greater, this

effect should not be large and would seem unlikely to be

able to explain the significant difference in diabatic

heating rates and associated radial gradients reported

above. To test this expectation, we show in Fig. 7g the

secondary circulation at 308N, but with the diabatic

heating rate at 108N, allowing us to isolate the effect of

rotational stiffness. As anticipated, there is only a small

reduction in the maximum inflow velocity from 8.1 to

7.1m s21 (i.e., less than about 13%).

The reduced inflow with increasing latitude will not

necessarily lead to slower spinup, because the tendency

of the tangential wind on account of radial influx of

absolute vorticity is the product of the inflow velocity

and the absolute vorticity, but the latter increases with

increasing latitude. Basically, one has to do the calcu-

lation to determine the net effect on the tangential

wind tendency.

Isotachs of the tangential wind tendency at 108 and
308N for the two calculations with different heating rates

and that for the calculation at 308N with the same

heating rate as at 108N are shown in Figs. 7e, 7f, and 7h,

respectively. Comparing Figs. 7e and 7f, in which both

Coriolis parameter and heating rates change, shows

a much larger positive tendency at 108N (5.6m s21 h21

compared with 1.7m s21 h21 at 308N). However, for the

same heating rate (i.e., at 108N), the differences are

small (cf. Figs. 7e and 7h), but the inviscid tendency at

308N is actually slightly larger (6.2m s21 h21) than that

at 108N (5.6m s21 h21). Taken together, these results

demonstrate that the difference in intensification rates

in the two MM5 calculations cannot be attributed to the

larger inertial stability at the higher latitude, leaving the

difference in the heating rates and associated radial

gradients as the culprit.

g. Ooyama’s linear model predictions

As noted in the introduction, Ooyama (1969) pre-

sented a linearized version of his axisymmetric co-

operative intensificationmodel, in which the growth rate

[his Eq. (8.10)] of a small-amplitude initial disturbance

was shown to increase with decreasing latitude. This

growth rate is linearly proportional to the drag co-

efficient and a quantity that is the ratio of two terms. The

numerator in this ratio is a measure of the degree of

convective instability tempered by a term that repre-

sents the size of the convective region relative to the

internal Rossby length; the denominator is a mono-

tonically increasing quadratic polynomial of this term.

From the formula, it follows that the growth rate de-

creases with increasing latitude. In the linear version of

the model, the convection is represented by an en-

training plume model in which the mass flux is simply

proportional to the upward vertical velocity at the top

of the boundary layer and the entrainment into the

plume is proportional to the mass flux itself and to the

degree of convective instability, which is constant in

the linear model. The entrainment leads to system-scale

inflow that draws absolute angular momentum surfaces

inward to spin up the vortex. The vertical velocity at the

top of the boundary layer is determined on the basis of

an Ekman-like balanced boundary layer calculation

(Smith and Montgomery 2008) and, for a fixed radial

profile of tangential wind, varies inversely with latitude.

In essence, for a fixed degree of convective instability,

the magnitude of the effective diabatic heating and its

radial gradient are controlled by the dynamics of the

boundary layer and, in particular, on the latitude.

Although Ooyama’s linearized model exhibits a qual-

itatively consistent dependence of the growth rate with

latitude as found in theMM5 calculations, the linearized

model is highly simplified, and the validity of the cumulus

parameterization in the linear realmwith nomean vortex

4 Since the frictional reduction of the tangential wind speed leads

to a net inward radial force in the boundary layer, except possibly

near and inside the radius of maximum tangential wind speed, the

concepts of inertial stability or rotational stiffness within the

boundary layer in terms of a force-resisting motion would seem to

be inapplicable.
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is questionable [see Ooyama (1982) for details]. Another

limitation of the Ooyamamodel is that the formulation is

strongly dependent on the cumulus convection parame-

terization, which ties the convective mass flux to the

frictional mass convergence. Since the Ooyama (1969)

model assumes that the tangential wind in the boundary

layer is equal to the gradient wind in the middle layer, it

follows that the model precludes also the boundary layer

spin-up mechanism outlined in the introduction.

Craig and Gray (1996) critiqued the Ooyama (1964,

1969) theories and the corresponding conventional spin-

up mechanism therein based on the fact that the spin-up

rate in the axisymmetric Rotunno and Emanuel (1987)

model did not increase with increasing drag coefficient,

in contradiction to Ooyama’s linear growth rate formula

[his Eq. (8.10)]. Craig and Gray’s results were refuted by

Montgomery et al. (2010) and Persing et al. (2013) for

realistic forecast time scales using two independent

three-dimensional near-cloud-resolving numerical model

frameworks and consistent physical interpretations based

on the boundary layer dynamics of the system-scale

vortex. Persing et al. (2013) highlighted also fundamen-

tal differences between tropical cyclone intensification in

strictly axisymmetric and three-dimensional configu-

rations and showed that, in the three-dimensional

configuration, the convective organization in azimuth

is fostered by surface friction. Thus, despite the ca-

veats associated with the Ooyama’s linearized model,

it appears to capture several of the physical elements

identified here in the azimuthally averaged view of the

problem using MM5.

h. Summary

As noted at the beginning of this section, comparison

between the steady, slab boundary layer model and the

time-dependent numerical solutions discussed in sec-

tions 4 and 2 is suggestive that the boundary layer is

a key element in the latitudinal dependence of the in-

tensification rate in the numerical simulations. We have

explored a range of effects that may also be elements of

the interpretation. These include the differences in

surface evaporation, differences in CAPE, differences in

the magnitude and structure of the diabatic heating rate,

and the effects of rotational stiffness. In an azimuthally

averaged view of the problem, the most prominent

quantitative difference between the time-dependent

simulations at 108 and 308N is the much larger diabatic

heating rate and its spatial gradient above the bound-

ary layer at the lower latitude. We attribute these dif-

ferences in heating rate to the larger vertical velocity

found through the troposphere at 108N, because the

heating rate itself is approximately proportional to the

vertical velocity.

We showed that the differences in moisture fluxes and

CAPE are relatively small between the two simulations,

as is the difference in the balanced overturning circu-

lation (for a fixed distribution of diabatic forcing), as

the rotational stiffness is varied. It follows that the

differences in the vertical velocity must be due pri-

marily to the differences in vertical velocity exiting the

boundary layer.

Recall that the spatial gradient (primarily the radial

gradient) of the heating rate is the forcing term for the

low- and midtropospheric radial inflow, thereby de-

termining the rate at which absolute angular momentum

surfaces are drawn inward. Although the radial gradient

of M is larger at 308 than at 108N, significantly larger at

outer radii, the much larger inflow at 108N is sufficient to

give the larger spin-up rate at this latitude. Thus, the

much larger diabatic forcing at 108N leads to a more

rapid spinup than at 308N.

This interpretation invokes the conventional spin-up

mechanism as discussed in the introduction together

with a boundary layer feedback mechanism linking the

strength and location of the boundary layer inflow to

that of the diabatic forcing. While the boundary layer

spin-up mechanism is operative in the numerical model

calculations, our interpretation here does not call on this

aspect qualitatively inasmuch as it affects ymax to explain

the dependence of the intensification rate on latitude.

However, as shown in the slab boundary layer solutions

in section 3 and the more sophisticated ones in appendix

B, the nonlinear terms in the boundary layer formulation

amplify the rate of mass convergence in the boundary

layer as the latitude is decreased and lead to a contraction

in the radial position of the maximum inflow (see Figs. 2a

and 3). The latter feature is not captured in a quasi-linear

(Ekman) slab boundary layer formulation for a fixed

gradient wind at the boundary layer top.

In both calculations, there appears to be an adequate

moisture supply to maintain convective instability dur-

ing the intensification phase, providing sufficient local

buoyancy in the inner core of the vortex to loft the

mass that converges in the boundary layer to the upper

troposphere.

i. Nonaxisymmetric issues

At this stage, the explanations of the higher rate of

intensification at low latitudes have been based on axi-

symmetric concepts. However, as in previous studies

(e.g., Nguyen et al. 2008; Fang and Zhang 2011;

Gopalakrishnan et al. 2011; Persing et al. 2013), the

flow evolution during the process of intensification is

distinctly nonaxisymmetric, with rotating convective

structures and their progressive aggregation being

a dominant feature. In fact, during the intensification
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phase, the azimuthally averaged fields of vertical velocity,

vertical vorticity, and diabatic heating rate are domi-

nated by these local features. In other words, the mean

flow is dominated by these localized coherent struc-

tures. Presumably then, these eddy processes should

figure prominently in a complete dynamical explana-

tion of the phenomenon (Persing et al. 2013).

To illustrate these nonaxisymmetric features, Fig. 8

shows vertical velocity and relative vorticity at 5-km

height for the 108N experiment at 24 and 36h. At 24 h,

the vortex is just beginning to intensify (Fig. 1a), and the

vertical velocity field consists of a few isolated convec-

tive towers, with nearby patches of mainly cyclonic rel-

ative vorticity. At 36 h, which is beyond themiddle of the

rapid intensification period (see Fig. 1a), the vorticity

and vertical velocity have consolidated to some degree

but exhibit significant asymmetry. Plots for 308N are

qualitatively similar, but the intensification process

proceeds more slowly, and the vorticity structures

consolidate some 18–20 h later compared to the 108N
experiment.

6. Previous explanations and appraisal

In this subsection, we summarize prior studies (ex-

cluding those discussed in the introduction) that exam-

ined the dependence of the intensification and mature

intensity on latitude. Then, using the results and insights

developed in the foregoing sections, we offer an ap-

praisal of previous explanations of the dependence of

spinup on latitude.

a. DeMaria and Pickle

Using an idealized, axisymmetric, three-layer model,

DeMaria and Pickle (1988) found that low-latitude storms

are smaller than high-latitude storms, but these storms

intensify more rapidly initially than those at higher lati-

tudes. In addition, they showed that the final intensity of

storms does not vary appreciably (they say ‘‘rapidly’’) with

latitude. These authors wrote that ‘‘the effect of latitude

appears to be related to the radial positioning of the

diabatic heating’’ and argued that ‘‘the boundary-layer

convergence and thus the diabatic heating occur much

closer to the storm centre as the latitude is decreased’’

(p. 1554). To explain the link between the diabatic heating

and the boundary layer convergence, as well as the de-

pendence of the intensification rate with latitude, they

wrote, ‘‘In this model, the radial structure of the diabatic

heating is controlled by the evolution of the boundary

layer convergence’’ (p. 1549). Our findings support the

idea that the radial positioning of the diabatic heating is

linked to that of the boundary layer convergence. How-

ever, our results (see section 5e) underscore also the role

of the boundary layer convergence in regulating the

magnitude of the diabatic heating rate and, in turn, the

convectively induced convergence of absolute angular

momentum above the boundary layer (the conventional

spin-up mechanism discussed in the introduction).

DeMaria and Pickle (1988) go on to say, ‘‘One factor

which affects the boundary layer convergence is the

magnitude of the Coriolis force. At low latitudes the air

in the boundary layer is able to penetrate closer to the

FIG. 8. Horizontal cross sections of vertical velocity (black contours) and vertical relative vorticity (positive values

are red; negative values are blue) at a height of 5 km in the 108N calculation at (a) 24 and (b) 36 h. Contour interval for

vertical velocity (black): 1m s21; solid contours are positive and dashed contours are negative. Contour intervals for

vertical vorticity: thin contours 53 1024 s21 from 53 1024 to 1:53 1023 s21 and thick contours 23 1023 s21. Solid

(red) contours are positive, and dashed (blue) contours are negative.
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storm center before it is deflected by the Coriolis force, so

the diabatic heating should occur closer to the storm

center’’ (p. 1549; emphasis added). Although this ex-

planation seems plausible at first sight, it is incomplete.

It is not the Coriolis force per se that produces the de-

flection. Thematerial deflection of an air parcel from the

radial to the tangential direction depends on the gen-

eralized Coriolis force, 2u(y/r1 f ), and the frictional

force [see Eq. (3)]. Furthermore, the air is not suddenly

deflected after it penetrates to the central region. In fact,

the Coriolis force acts progressively on fluid parcels, as

do the centrifugal and frictional forces. Moreover, as we

have shown in section 3, the nonlinear accelerations

need to be included in the explanation.

b. Rappin et al.

Rappin et al. (2011) carried out two simulations in

a quiescent environment, one at 108N, the other at 308N.

They hypothesized that ‘‘by reducing the angular mo-

mentum of the environment around numerically simu-

lated tropical cyclones to a value close to that of typical

outflow values, the tropical cyclone will undergo sym-

metric intensification more quickly and reach maximum

intensity sooner’’ (p. 179, left column). Here, outflow

refers to the upper-tropospheric outflow of the storm.

They found that the 108N simulation ‘‘exhibits a strongly

divergent outflow initially, which subsequently weakens,

while the 308N simulation displays a slow, near-linear

increase of divergent outflow in time.’’ They argued that

‘‘the smaller Rossby radius of deformation of the 308N
simulation leads to rotational flow closer to the storm

core than in the 108N simulation and the development of

an intense, symmetric, anticyclonic jet. Then, as the

outflow expands, there is a loss of the divergent (i.e.,

radial) wind at the expense of rotational (i.e., tangential)

wind’’ (p. 181, left column). Borrowing from ‘‘work

concepts’’ used in the Carnot cycle theory for hurricane

maximum intensity (Emanuel 1986), Rappin et al. (2011)

offered an interpretation of their findings based on the

work done in the outflow and ‘‘the energy expended by

the hurricane to spin up and expand the outflow anticy-

clone.’’ They stated, ‘‘with weak inertial stability, the

environment provides little resistance to being pushed

aside, leading to more rapid intensification’’ (p. 181, right

column and accompanying discussion).

We have a number of concerns about the foregoing

arguments. First, it is unclear that more work is done by

the upper anticyclone at higher latitudes as the Coriolis

force, being normal to the wind vector, does no work;5

therefore, the Coriolis parameter (and indeed the gen-

eralized Coriolis terms in the horizontal momentum

equations in cylindrical coordinates) does not appear in

the energy equation. It is true that some of the energy

expended by a stormmust go into spinning up the upper

anticyclone. However, because the upper anticyclone is

more confined at higher latitudes and the Coriolis force

in the radial momentum equation opposing its outward

spread is larger, the argument as it affects the strength of

convection is incomplete unless it is demonstrated that

the total kinetic energy of the larger and weaker anti-

cyclone at low latitudes is less than that of the anticy-

clone at higher latitudes.

A second concern we have is that, while the inner-core

vortex intensity reaches a quasi-steady state after about

60 h, the upper anticyclone may still be evolving, as, for

example, in the calculations of Smith et al. (2014).

A third concern we have is that Rappin et al.’s (2011)

arguments are focused predominantly on the upper-

tropospheric outflow layer, maintaining that it is the

inertial stability of the upper troposphere that is de-

cisive. However, we have shown above that the inertial

stability effect is less important than the differences in

the azimuthally averaged diabatic heating rate and the

corresponding spatial gradients.

Finally, their arguments ignore altogether the bound-

ary layer dynamics, which we have shown to be the most

important regulator of the diabatic heating rate.

c. Li et al.

As noted earlier, Li et al. (2012) implicate the role of

unbalanced effects in the boundary layer. They say,

‘‘Given an initial balanced vortex, surface friction de-

stroys the gradient wind balance, leading to subgradient

inflow in the boundary layer. The friction induced inflow

is stronger and deeper under lower planetary vorticity

environment [sic], which brings about greater moisture

convergence and leads to greater condensational heat-

ing in the TC [tropical cyclone; our insertion] core re-

gion. The strengthened heating lowers the central

surface pressure, which further enhances the radial in-

flow. Through this positive feedback loop, the vortex

spins up at a faster rate under lower planetary vorticity

environment’’ (p. 251). Elsewhere, they state that ‘‘the

strengthening of the radial inflow accelerates the de-

velopment of local vorticity (and thus tangential wind)

through a vorticity stretching effect’’ (p. 244).

Many of the details of the purported positive feedback

loop are unclear to us: for example, they do not explain

why the boundary layer inflow in their model is deeper

and stronger at lower latitudes (see their Fig. 8); they do

not explain how ‘‘greater condensational heating’’ leads

to a lower central surface pressure; and they do not say

5 Indeed, this fact is consistent with their expression for work in

their equation on page 182, since f vanishes on substitution for M.
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how radial inflow leads to the amplification of vorticity

(presumably vertical vorticity) by stretching, nor how

the amplified vorticity generates increased circulation at

a given radius.6 In particular, Li et al. (2012) do not say

whether their finding that ‘‘the friction induced inflow is

stronger and deeper under lower planetary vorticity

environment’’ is a result of boundary layer dynamics

or of the ‘‘greater condensational heating’’ that occurs

above the boundary layer.

7. Conclusions

We have examined why model tropical cyclones in-

tensify more rapidly at low latitudes. After considering

a range of physical processes involved in the inten-

sification of storms, our analysis indicates that the dy-

namics of the frictional boundary layer is a key element.

To help isolate the effect of the boundary layer, we

examined first a steady slab boundary layer model. This

model provides a useful starting point for understanding

the dependence of the spin-up rate on latitude. This is

because it replicates some essential structural features of

many previous studies and of new, three-dimensional,

time-dependent numerical simulations for the prototype

intensification problem in a quiescent environment. In

particular, despite the steady-state restriction, the slab

model produces stronger low-level inflow and stronger

and more confined ascent out of the boundary layer as

the latitude of the calculation is decreased, even if the

tangential wind profile at the top of the boundary layer is

held fixed. The ramifications of these and other features

on various mechanisms in the time-dependent numeri-

cal simulations have been explored.

In an azimuthally averaged view of the problem, one

of the most prominent quantitative differences be-

tween the time-dependent simulations at 108 and 308N
is the much larger diabatic heating rate and its radial

gradient above the boundary layer at 108N. We attri-

bute these differences in heating rate to the larger

vertical velocity found through the troposphere at

108N, because the heating rate itself is approximately

proportional to the vertical velocity. Since the differ-

ences in CAPE are found to be relatively small be-

tween the two latitudes at early times, the differences

in the vertical velocity must be due to the differences in

vertical velocity exiting the boundary layer. The much

larger radial gradient of diabatic heating at 108N

produces a larger radial inflow in the low and mid-

troposphere, leading to an increase in the rate at which

absolute angular momentum surfaces are drawn inwards.

Although the radial gradient ofM is larger at 308 than at

108N, the much larger inflow at 108N is sufficient to give

the larger spin-up rate at this latitude.

These arguments for the dependence of spin-up rate

on latitude invoke the conventional spin-up mechanism,

as discussed in the introduction, together with a bound-

ary layer feedback mechanism linking the strength of

the boundary layer inflow to that of the diabatic forcing.

The foregoing differences greatly surpass the effects of

rotational stiffness (inertial stability) and evaporative-

wind feedback that have been proposed in some prior

explanations.

Since the azimuthally averaged fields of vertical ve-

locity, vertical vorticity, and diabatic heating rate are

found to be dominated by localized, rotating convective

structures and their progressive aggregation, a more

complete understanding of the dependence of latitude

on the intensification problem requires an improved

understanding of the influence of ambient rotation on

these localized structures and their coupling to the

boundary layer and interior vortex.
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APPENDIX A

Some Remarks on the Slab Model

Some might object that the simple slab boundary

layer used herein is too inaccurate and the fact that the

6 Stretching of vorticity, by itself, accompanied by a reduction in the

areal distribution of vorticity does not lead to increased circulation

about a fixed circuit (Haynes and McIntyre 1987). In the absence of

tilting, theremust be a net influx of absolute vorticity into the circuit in

order to increase the absolute circulation at a given radius.
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solution breaks down when the radial motion becomes

zero, or that the solution oscillates about the gradient

wind, is physically unrealistic. Despite these limita-

tions, we would argue that the model contains the es-

sential physics to represent the processes that are

germane to the qualitative arguments presented

above. The inner-core breakdown of the slabmodel is of

no consequence for these arguments. Kepert (2010)

wrote a useful summary of the potential inaccuracies of

the slab boundary layer, comparing the predictions of

such models with a more sophisticated boundary layer

model that goes some way to resolving the vertical

structure of the boundary layer. As discussed by Smith

and Montgomery (2010), there are serious mathematical

issues with the more sophisticated model in that it re-

quires a specification of both the radial and tangential

wind components at the top of the boundary layer where

the flow exits the boundary layer. Despite the claims by

Kepert (2010, p. 1689) that he did not apply such

a boundary condition but rather zero vertical gradient

condition, it was shownby Smith andMontgomery (2010)

that the zero-gradient boundary condition is equivalent

to the imposition of a prescribed flow in gradient wind

balance with effectively zero radial inflow. For this

reason, we consider such comparisons to be problem-

atic. It turns out that the specification of an upper

boundary condition on velocity is not required to solve

the slab model where there is ascent out of the

boundary layer, and in this respect the slab model is

superior to the more sophisticated one. Some issues

with regard to the imposition of a prescribed time-

independent flow at the top of the boundary layer may

be inferred from recent results of Rotunno (2014) for

a swirling boundary layer below a Rankine vortex. This

flow has a propensity to undergo vortex breakdown, in

which the upflow out of the boundary layer exhibits

a centrifugal ‘‘jump’’ accompanied by centrifugal (in-

ertial) waves over some appreciable depth of the vortex.

Given this behavior, it is generally not possible a priori

to specify the tangential wind at some prescribed height.

Numerical solutions of tropical cyclones exhibit a simi-

lar behavior (Smith et al. 2009; Bryan and Rotunno

2009; Persing et al. 2013).

APPENDIX B

Some Refinements of the Slab Model

a. Variable-depth boundary layer

Although many previous studies have employed the

simplification of a constant-depth boundary layer, the

approximation is not supported by a scale analysis of

the boundary layer equations, at least if the vertical eddy

diffusivity K is assumed constant (e.g., Vogl and Smith

2009). The scale analysis shows that for constant K, the

boundary layer depth decreases as the square root of the

inertial stability I21/2 increases. It is easy to incorporate

this behavior into the slab model, since the depth h in

Eqs. (2) and (3) is purely parametric. However, the ra-

dial variation of h modifies the calculation of wh in Eq.

(5), requiring an additional term, 2(ub/h)dh/dr, to be

inserted in the curly brackets. Of course, the model still

requires the specification of h at large radius. The solu-

tion with this depth variation included is shown in

Figs. B1a and B1b, with the value of h at large radius

(1000m), as in the calculations above. Comparing

Figs. B1a and B1b with Figs. 2a and 2b shows that, for

a given latitude, the reduction of boundary layer depth

with increasing inertial stability of the gradient wind has

a significant impact on the solutions. The reduction in-

creases the effective drag (CD/h), which typically reduces

yb, increasing the effective net inward pressure gradient

force (y2g 2 y2b)/r1 f (yg 2 yb), thereby increasing the ra-

dial acceleration. Thus, ub becomes significantly larger

than in the case of fixed boundary layer depth. However,

it turns out that the larger inflow is opposed by the re-

duction in boundary layer depth to the extent that the

inward volume flux is actually reduced (not shown). As

a result, values of wh are reduced in comparison with

those in Fig. 2. As seen in Fig. B1, the effects of variable

depth become more pronounced as the latitude de-

creases. Note, as a result of yb decreasing with decreasing

latitude, the radius at which yb first exceeds yg becomes

smaller and, as a result, there is little difference in the

maximum magnitude of yb as the latitude changes. The

most significant changes are in the secondary circulation

induced by the boundary layer.

b. Boundary layer depth varying with latitude

Based on the results of Li et al. (2012) and our own

calculations described in section 2, onemight object that

the foregoing calculations neglect the possible lat-

itudinal differences in the boundary layer depth at large

radii, which an Ekman-layer scaling shows to vary asffiffiffiffiffiffiffiffiffiffi
2K/f

p
, where K is a scale for the vertical eddy diffu-

sivity (e.g., Vogl and Smith 2009). To show the effect of

this variation, we compare in Figs. B1c and B1d the

solutions for ub, yb, and wb for a boundary layer with

the same gradient wind profile used in the calculations

for Figs. 2 and 3, where the boundary layer depth is

allowed to vary with radius as before, but where the

depth at large radius is equal to 10003
ffiffiffiffiffiffiffiffiffi
f20/f

p
m, where

f20 is the value of the Coriolis parameter at 208 latitude.
The solutions are qualitatively similar to those in
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FIG. B1. Radial profiles of (a),(c),(e) radial and tangential wind components in the boundary layer and (b),(d),(f)

upward vertical velocity at the top of the boundary layer for different values of latitude and for a fixed profile of

gradientwind at the top of the boundary layer [black line in (a),(c), and (e)]. Note the difference in the radial extent of

the abscissa in the two columns. In all cases, the boundary layer depth varies with radius inversely proportion to I21/ 2.

(a),(b) The solutions in which the boundary layer depth at large radius is 1 km; (c),(d) the case where the depth at

large radius is 10003
ffiffiffiffiffiffiffiffiffi
f20/f

p
m; and (e),(f) as in (c) and (d), respectively, except where the effective eddy diffusivity

increases in proportion to the gradient wind speed.
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Figs. B1a and B1b, but the latitudinal differences are

less pronounced than in the case of where the depth at

large radius does not vary with latitude. The maximum

tangential wind speed in the boundary layer increases

only slightly with decreasing latitude, a result that may

be expected, since, as explained in section a, when yb
becomes supergradient, the radial flow slows down

rapidly, leading to a rapid slowdown in the increase

in yb.

c. Increased vertical mixing at stronger wind speeds

The numerical calculations of Braun and Tao (2000)

and Smith and Thomsen (2010), which include boundary

layer schemes with different degrees of sophistication,

show that the vertical eddy diffusivity increases as the

wind speeds become stronger, an effect that would

mitigate the decrease in boundary layer depth because

of the increase in the inertial stability parameter. In-

deed, this increase in K would explain why the inflow

depth shown in Figs. 1e and 1f appears to increase with

decreasing radius as the RMW is approached. To assess

the impact of a radially varying K on boundary layer

depth in the context of the present calculations, we

carried out a calculation similar to that described in

section 7, in which we allowed the depth to increase in

proportion to
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
yg/yg(R)

p
, where yg(R) is the value of the

gradient wind at the starting radius. The results are

shown in Figs. B1e and B1f. Broadly speaking, the only

appreciable difference in the solutions is the slight re-

duction in the inflow velocity and the degree of gradi-

ent wind imbalance in the boundary layer outside of the

RMW (resulting from an effectively deeper boundary

layer) and a slightly outward location of the maximum

updraft compared with the case of eddy diffusivity (cf.

Figs. B1f and B1d).

d. Stronger vortex

To demonstrate that a similar behavior of the

boundary layer with changing latitude occurs for more

compact gradient wind profiles with larger wind max-

ima, more typical of moderate strength hurricanes, we

show in Fig. B2 the corresponding profiles to those in

Figs. B1e and B1f, but for a calculation with the gra-

dient wind given by Eq. (12) that has a maximum wind

speed of 40m s21 at a radius of 40 km and a radius of

gale-force winds (17m s21) at a radius of 206 km [this

profile has values y1 5 29:08 ms21 and y2 5210:92 ms21

in Eq. (12)]. Because the new calculation was started at

a larger radius (800 vs 500 km), we allowed the boundary

layer depth to include a variation proportional toffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
yg/yg(R)

p
, where yg(R) is the value of the gradient wind

at the starting radius. As for the weaker vortex in

Fig. B1, there is only a weak dependence of the maxi-

mum value of yb as the latitude decreases, but there is

a comparatively large effect on the secondary circula-

tion characterized by ub and wh.

APPENDIX C

Calculation of CAPE

The values of CAPEgiven in this article are calculated

by lifting hypothetical air parcels from the surface until

the level of neutral buoyancy (LNB) of the particular

parcel. Pseudoadiabatic ascent is assumed, and the latent

heat of fusion in the upper troposphere is not accounted

for. Integrals of the buoyancy force, proportional to the

difference between the virtual temperature of a lifted

parcel and that of its environment at a given height, are

evaluated over the height ranges of positive buoyancy

and negative buoyancy using a trapezoidal method

FIG. B2. As in Figs. 4e and 4f, but with a stronger and more peaked gradient wind profile at the top of the boundary

layer. In these calculations, the effective eddy diffusivity increases linearly as the radius decreases.
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with a height interval of 100m. The sum of the positive

and negative integrals for an air parcel lifted from the

surface gives the CAPE. The calculations use Bolton’s

formula (Bolton 1980) to evaluate the pseudoequiva-

lent potential temperature and the formula given in

Emanuel (1994, 116, Eq. (4.4.13) to calculate the sat-

uration vapor pressure.
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