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This paper presents flight-test results that examine the performance and robustness properties of an L1 control
augmentation loop implemented onboard a small unmanned aerial vehicle. The framework used for in-flight control
evaluation is based on the Rohrs counterexample, a benchmark problem presented in the early 1980s, to show the
limitations of adaptive controllers developed at that time. Hardware-in-the-loop simulations and flight-test results
confirm the ability of theL1 flight control system tomaintain stability andpredictable performance of the closed-loop
adaptive system in the presence of general (artificially injected) unmodeled dynamics. The results demonstrate the
advantages ofL1 control as a robust adaptive control architecture with the potential of facilitating the transition of
adaptive control into advanced flight control systems.

I. Introduction

A DAPTIVE flight control systems are seen as an appealing
technology that may provide the opportunity to improve air-

craft performance and reduce pilots’ workload at challenging flight
envelope conditions or in the event of severe failures and vehicle
damage. However, several limitations have been identified that need
to be addressed to enable the transition of adaptive control technol-
ogies into safety-critical aerospace applications. Incomplete over-
views on fundamental deficiencies of adaptive control are provided
in [1,2]. Additionally, discussions on open problems and certification
challenges for adaptive flight control systems can be found in [3–5].
In particular, the key deficiencies of adaptive (flight) control systems

are 1) the lack of predictability in the closed-loop response, 2) the
limited analysis framework for robustness and performance
guarantees for closed-loop adaptive systems, and 3) the lack of
systematic design guidelines to solve the tradeoff between adapta-
tion, performance, and robustness. These limitations seem to be
directly related to the asymptotic nature of the results obtained in the
development of the theory of adaptive control over the years. In fact,
when dealing with practical applications, features such as bounded-
ness, ultimate boundedness, or even asymptotic convergence are
weak properties for nonlinear adaptive feedback systems. Much
stronger guarantees are needed. On one hand, performance require-
ments demand predictable and consistent response of the closed-loop
system, dependent upon changes in system dynamics and reference
signals. On the other hand, system uncertainty requires accurate
quantification of the robustness and the stability margins of the
feedback loop. Moreover, when it comes to the application of adap-
tive controllers in a real problem, the lack of analytical quantification
of the relationship between the adaptation process, the transient
response, and the robustness margins makes the design of such
controllers an overly challenging problem,which is being commonly
resolved by either computationally expensive Monte Carlo simu-
lations or trial and error methods.

Several examples have been presented over the years to illustrate
these limitations. The lack of robustness exhibited by model
reference adaptive controllers was first identified in 1978 by Egardt
[6] and later analyzed by Rohrs et al. [7,8]. In particular, Rohrs et al.
constructed a counterexample where a first-order stable nominal
plant with two (apparently harmless) highly damped unmodeled
poles was experiencing instability when driven by a reference sinu-
soid at the phase crossover frequency or affected by unmeasurable
output disturbances at any frequency. The lack of robustness of
adaptive controllers has also been analyzed in robust control
literature. In [9], Georgiou and Smith proved that a conventional
parameter adaptive controller has zero robustness margin in the gap
metric and can be destabilized by arbitrarily small perturbations in
the gap. Moreover, the lack of transient characterization of asymp-
totically stable adaptive controllers was demonstrated by several
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counterexamples that appeared in the literature [10–15]. These
examples showed that the system output can have very poor transient
behavior before ideal asymptotic convergence takes place.

In particular, the results and conclusions of Rohrs et al.’s
counterexample presented in [7] (and in its journal version [8]) led to
an ideological controversy and, as a consequence, robustness of
adaptive controllers started to be investigated by other authors. A
thorough explanation for the phenomena observed in Rohrs et al.’s
simulations was provided in papers by Åström [16,17] and, more
recently, by Anderson [1]. Other authors attempted to provide a
solution to the problem of parameter drift with limited success, as the
modifications they proposed were essentially compromising the
adaptation process in varying degrees and, ultimately, could not
always predictably prevent the parameter drift [18–23]. The basic
idea of all the modifications was to limit the gain of the adaptation
loop and to eliminate its integral action. Examples of these modifi-
cations are the ! modification [22] and the e modification [23]. A
good survey on the topic can be found in [24]. While all of these
modifications offered some improvement in terms of robustness,
none of themprovided themeans to 1) quantify the transient response
of the closed-loop adaptive system, 2) develop a framework for
analysis of its performance and robustness characteristics, or
3) provide systematic guidelines for its design.

The L1 adaptive control theory [25], which appeared as a method
for the design of robust adaptive control architectures using fast
estimation schemes, precisely addresses these limitations by setting
in place an architecture in which adaptation is decoupled from
robustness. In these architectures, the speed of adaptation is limited
only by the available hardware (computational power and high-
frequency sensor noise), while the tradeoff between performance and
robustness can be resolved via conventional methods from robust
control. The architectures of L1 adaptive control theory have
guaranteed transient performance and guaranteed robustness in the
presence of fast adaptation, without introducing or enforcing
persistence of excitation, without gain scheduling in the controller
parameters, and without resorting to high-gain feedback.

In this paper, we present flight-test results that examine the
performance and robustness properties of an L1 flight control aug-
mentation system implemented onboard a small unmanned aerial
vehicle (UAV). The framework used for in-flight validation is
inspired by the Rohrs counterexample, which we extend here to a
flight-test environment. The first-order nominal stable plant used in
Rohrs et al.’s simulations [7,8] is replaced by a small UAV controlled
by a commercial autopilot (AP). This nominal plant, consisting of the
closed-loop UAV with its AP, is then augmented with an adaptive
controller for improved angular-rate tracking capabilities in the
presence of different artificially injected unmodeled dynamics. This
flight-test setup allows for verification of the theoretical claims ofL1

adaptive control and for demonstrating the advantages ofL1 adaptive
control as a robust adaptive control architecture with the potential of
facilitating the transition of adaptive control into advanced flight
control systems of general aviation.

The paper is organized as follows. Section II presents theflight-test
setup adopted for in-flight control evaluation. Section III addresses
the identification of the frequency response of the nominal plant
consisting of the UAV with its AP and presents the two output-
feedback adaptive algorithms tested in flight. Hardware-in-the-loop
(HIL) experiments are used to tune these adaptive algorithms to
achieve desired performance and robustness characteristics. Sec-
tion IV extends the Rohrs counterexample to the flight-test envi-
ronment and describes the results obtained in HIL simulations and
flight tests. Finally, Sec. V summarizes the key results and contains
the main conclusions.

II. Preliminaries of Study
A. Rapid Flight-Test Prototyping System

Recognizing the value of experimental evaluation of advanced
flight control algorithms, the Naval Postgraduate School (NPS) team
has developed the rapid flight-test prototyping system (RFTPS). The
RFTPS consists of a testbed UAV equipped with a commercial AP

(Piccolo Plus), an embedded computer running the research control
algorithms in real time, and a ground control station for flight
management and data monitoring and collection. In particular, the
control algorithms are implemented on a MSM900BEV industrial
PC104 computer using the xPC/RTW Target development environ-
ment and run at 100 Hzwith the standard fixed-step ODE3Bogacki–
Shampine solver.§§ This embedded computer communicates with the
AP over a full duplex serial link at 20 Hz. Also, the onboard avionics
are augmented with a wireless communication link, which is used to
(bidirectionally) exchange telemetry data in real time between theAP
and the ground station, allowing for real-time control, tuning, and
performance monitoring of the developed software. This system
facilitates the real-time onboard integration of advanced control
algorithms, and it provides the opportunity to design and conduct
comprehensive flight-test programs to evaluate the robustness and
performance characteristics of these algorithms. More details on the
architecture of the developed flight-test system can be found in [26].

To demonstrate the benefits ofL1 adaptive control, the commercial
AP of the RFTPS has been augmented with the L1 output-feedback
architectures presented in [27,28]. The L1 augmentation loop is
introduced to enhance the turn-rate tracking capabilities of the
commercial AP in the event of control surface failures and in the
presence of significant environmental disturbances. The adaptive
flight control architecture implemented on the RFTPS is represented
in Fig. 1. Preliminary flight-test results of this setup were first
reported in [29], where Dobrokhodov et al. analyzed stability and
performance of the L1 adaptive control system in the presence of
locked-in-place control surface failures. The results obtained demon-
strated that the L1 augmented system provides fast recovery to
sudden failures in one of the ailerons or in the rudder, while the
unaugmented system would go unstable.

In the present paper, the RFTPS is modified to permit the artificial
injection of unmodeled dynamics at the output of the closed-loop
UAVand AP system (see Fig. 2). This setup, which is inspired by the
Rohrs counterexample, provides the opportunity to evaluate the
robustness and performance characteristics of flight control systems
in the presence of different system uncertainties and disturbances. In
particular, for the purpose of this study, three cases of unmodeled
dynamics are considered. In the first case, a second-order transfer
function introducing uncertainty both at high frequencies and inside
the bandwidth of the UAV dynamics is injected. In the second case,
we consider a very lightly damped second-order transfer function
introducing uncertainty well beyond the bandwidth of the (rigid)
UAV as an attempt to replicate the effects of flexible body modes.
This second setup hence allows for identification of possible
structural mode interactions between the UAV and the adaptive
augmentation loop implemented onboard. Finally, the third scenario
considers the injection of a locked-in-place control surface failure in
the left aileron.

To verify that this setup replicates the phenomena observed in
Rohrs et al.’s simulations [7,8] and that it appropriately reflects the
undesirable and unpredictable interactions between the adaptation

Fig. 1 Adaptive augmentation loop for turn-rate tracking tested by
NPS.

§§We notice that the base sampling time and the solver used for
implementation of the control algorithms can be adjusted according to
specific needs.
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process and the closed-loop system dynamics, we first augment the
onboard AP with a model reference adaptive control (MRAC)
algorithm with similar robustness properties as the adaptive
algorithm considered by Rohrs et al. In addition, we also implement
some of the modifications developed to overcome the problem of
parameter drift in conventional MRAC and demonstrate that these
modifications in fact recover stability of the closed-loop adaptive
system.We emphasize that the objective of these preliminary experi-
ments is only to calibrate theflight-test setup and toverify correctness
of the proposed framework. The flight-test setup is then used to
evaluate the stability, performance, and robustness properties of the
L1 augmentation loop and to verify the theoretical claims for L1

adaptive control architectures.

B. Bowditch–Lissajous Curves

To replicate Rohrs et al.’s simulations [7,8] with the flight-test
setup introduced above, we first need to determine the frequency
response of the nominal plant consisting of the UAVand its AP. To
this end, we exploit the properties of Bowditch–Lissajous curves. A
Bowditch–Lissajous curve is a curve described by the equations

x!t" # A sin!!xt $ "x" y!t" # B sin!!yt $ "y"

which are parameterized by the amplitudes A and B, the frequencies
!x and !y, and the phase shifts "x and "y. The shape of this two-
dimensional curve is a function of its parameters and, in particular, it
is closed if and only if the ratio !x=wy is rational. More details on
Bowditch–Lissajous curves can be found in [30].

It is well known that, when a stable linear-time-invariant (LTI)
system is driven by a sinusoidal input signal, its output response is
also a sinusoidal signal at the same frequency but with different
amplitude and phase shift, the last two being functions of the
frequency of the input signal. Then, the curve generated by plotting
the output of the LTI system against its input is an ellipse, which is a
Lissajous curve for the special case of !x # !y. The eccentricity of
the Lissajous curve is related to the phase shift between input and
output, while the ratio of the projections of its body onto the y and x
axes defines the magnitude of the frequency response.

These properties of the Lissajous curves are exploited in this paper
for determination of the frequency response of the closed-loop UAV
with its AP while being operated in its linear range. In addition, the
Lissajous curves appear to be a useful tool to evaluate performance of
adaptive flight control systems. In fact, the Lissajous curve generated
by plotting the output response signal of the actual closed-loop
adaptive system against the output response of the corresponding
reference system provides a quantitative and accurate assessment of
the performance of the adaptive control algorithm, eliminating any
ambiguities in the noisy experimental data. Moreover, for the
particular application considered in this paper, in which an inner-
loop AP is augmented with an adaptive controller, the Lissajous
curve obtained by plotting the adaptive control signal (which is the
command signal sent to the AP; see Fig. 1) against the reference
signal to be tracked offers very valuable information about the
behavior of the adaptive controller. The quick and intuitive inter-
pretation of Lissajous curveswas particularly effective inmonitoring

in real time the performance of the adaptive controllers during the
flight-test experiments.

III. Frequency-Response Analysis and Adaptive
Augmentation Loop Design

A. Frequency-Response Analysis of the Nominal Plant

As mentioned earlier, the extension of the Rohrs counterexample
requires identification of the frequency response of the closed-loop
UAV with its AP. This result will be useful later in the paper to
determine the phase crossover frequency of the system with the
artificially injected uncertainties, which is a necessary step to
reproduce Rohrs et al.’s results [7,8]. At the same time, having a
(linear) model of the nominal plant is also important for the design of
the adaptive augmentation loops, as the architecture of adaptive
output-feedback schemes usually depends on the structure of the
plant to be controlled.

To determine the frequency response of the nominal plant, a
sinusoidal signal was sent as a turn-rate command to the
unaugmented AP. In particular, this reference signal was of the form

rcmd!t" # A sin!!t"

with tunable A amplitude and ! frequency. A set of Lissajous curves
for the turn-rate response of the closed-loop UAV with the AP,
together with their filtered least-mean-square estimates (in gray), is
presented in Fig. 3. Table 1 summarizes the frequency-response
results derived from the Lissajous curves estimates. These results
correspond to HIL simulations.

An analysis of the frequency-response results of the nominal
system and previous system identification work on the Rascal UAV
(see [31]) shows that the turn-rate response of the nominal plant can
be modeled in the linear range as the following second-order transfer
function with two underdamped dominant poles and relative degree
n% # 1:

Gp!s" #
!1=0:5"s& 1

!1=0:552"s2 & !2 ' 0:8=0:55"s& 1
(1)

In fact, a first-order system adequately captures the turn-rate dyn-
amics of the bare airframe, while the AP, which has a proportional-
integral structure, ensures a unity dc gain of the turn-rate closed-loop
system and introduces a minimum-phase zero.

B. Adaptive Augmentation Algorithms

In this paper, the APmounted onboard theUAVis augmentedwith
an adaptive output-feedback controller that modifies the turn-rate
reference signal based on actual turn-rate measurements and sends
the augmented command to the AP. As explained earlier, the main
objective of wrapping an adaptive augmentation around the AP is to

Fig. 2 Closed-loop adaptive system with artificially injected unmod-
eled dynamics and disturbances.
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analyze whether turn-rate tracking performance and aircraft safety
can be improved in the event of control surface failures and vehicle
damage.

In this section, we present different adaptive algorithms that have
been implemented onboard the RFTPS and tested both in HIL
simulations and in-flight experiments. First, we introduce a conven-
tional output-feedback MRAC algorithm with properties similar to
the adaptive controller used in the Rohrs counterexample. In addi-
tion, we introduce some of the adaptive lawmodifications developed
over the years to overcome the problem of parameter drift in
conventional MRAC. These adaptive algorithms, with and without
modifications, are used to check the validity of the flight-test setup
and to verify that the phenomena observed in Rohrs et al.’s
simulations [7,8] can be replicated. Finally, we also present the L1

output-feedback control architecture implemented on the RFTPS,
which has been proven to enhance the angular-rate tracking
capabilities of commercial APs [29,32]. For the design of both the
MRAC and theL1 augmentation algorithms, wewill assume that the
closed-loop UAVand its AP is represented by a single-input/single-
output uncertain second-order transfer function with relative
degree 1 and known sign of the high-frequency gain, and we will
consider the system in Eq. (1) as the nominal model of the plant.
Then, the augmentation loops will be tuned so that the nominal
augmented closed-loop system achieves a similar level of tracking
performance for sinusoidal reference signals in the low-frequency
range, with a similar time-delay margin at the input of the plant.

1. Model Reference Adaptive Control Augmentation Algorithm

Several MRAC algorithms are available in the literature with
similar robustness properties as the controller used in the Rohrs
counterexample. References [33,34] provide a good overview of this
class of adaptive controllers. For the purpose of this paper, we use the
algorithm presented in [34] (Sec. 6.4). The structure of this controller
and some of the assumptions that need to be verified are introduced
next. The reader is referred to [34] for more details on this algorithm.
We also provide details on the implementation of the algorithm for
the particular application at hand and showHIL simulation results to
demonstrate its performance capabilities.

a. DirectModel ReferenceAdaptiveControlwithUnnormalized
Adaptive Laws. This algorithm assumes a single-input/single-
output plant of the following form:

Gp!s" # kp
Zp!s"
Rp!s"

where Zp!s" and Rp!s" are unknown monic polynomials; thus, kp
represents the unknownhigh-frequency gain. The plant is assumed to
be minimum phase, while an upper bound n on the number of poles,
the relative degree of the plant n%, and the sign of the high-frequency
gain are assumed to be known.

The reference model that describes the desired dynamics is given
by

Gm!s" # km
Zm!s"
Rm!s"

where Zm!s" and Rm!s" are monic Hurwitz polynomials, while km is
a constant. The reference model Gm!s" is assumed to be strictly
positive real (SPR) and with the same relative degree n% as the plant
Gp!s".

The control law u!t" that solves the model reference problem can
be formulated using the following state-space realization:

_!1!t" # F!1!t" & gu!t"; !1!0" # 0

_!2!t" # F!2!t" & gy!t"; !2!0" # 0

u!t" # #>!t"!!t" (2)

where the Hurwitz matrix F 2 R!n$1"(!n$1" and the vector g 2 Rn$1

are degrees of freedom available to the controller designer, !1!t",
!2!t" 2 Rn$1 are internal regression signals, and #!t" 2 R2n is the
vector of parameter estimates. Let !!t" 2 R2n be given by

!!t" # )!>1 !t"; !>2 !t"; y!t"; r!t" *>

where y!t" and r!t" represent the output of the plant and the reference
signal, respectively. Then, the adaptation law for #!t" is given by

_#!t" # $!e!t"!!t"sgn
!
km
kp

"
; #!0" # #0 (3)

where !> 0 and e!t" # y!t" $ ym!t", with ym!t" being the output of
the reference model Gm!s" to the reference signal r!t". The block
diagram for this MRAC algorithm is presented in Fig. 4. For details
on the choice of the controller parameters F, g, and !, the reader is
again referred to [34].

This formulation of the MRAC algorithm guarantees the
following:

1) All signals of the closed-loop adaptive system are bounded, and
the tracking error e!t" converges to zero asymptotically for any
bounded reference signal r!t".

2) If the reference signal r!t" is sufficiently rich, _r!t" is bounded,
and the polynomialsZp!s" andRp!s" are relatively coprime, then the
parameter error and the tracking error converge exponentially to
zero.

To improve the robustness properties of this algorithm, wemodify
the MRAC adaptation law with the 1) projection operator,

_#!t" # !Proj! #!t"; $e!t"!!t"sgn!km=kp" "; #!0" # #0

where Proj represents the projection operator defined over a given
compact set ".¶¶; 2) ! modification,

_#!t" # $!e!t"!!t"sgn!km=kp" $ !#!t"; #!0" # #0

where ! is a tunable positive parameter; and 3) e modification,

_#!t" # $!e!t"!!t"sgn!km=kp" $ $#!t"je!t"j; #!0" # #0

where $ is a tunable positive parameter.
b. Model Reference Adaptive Control Augmentation Loop

Design. As shown in Sec. III.A, the closed-loop UAV with the AP
can be modeled in the low-frequency range as a second-order model

Table 1 Frequency response of closed-loop UAV with its AP

Frequency, rad=s 0.1 0.5 0.75 1.0 1.5 2.0

Gain, dB 0.1 $0:4 $0:63 $2:5 $2:9 $6:8
Phase, deg $5:4 $33:1 $45:85 $54:4 $78:7 $78:9

Fig. 4 MRAC augmentation loop.

¶¶See the Appendix for the definition of the projection operator used in the
adaptive laws.
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of relative degree n% # 1. Then, according to the design constraints
of the MRAC algorithm presented above, we can choose the
reference model to be a stable first-order system of the form

Gm!s" #
m

s&m ; m > 0

which, at the same time, is an SPR transfer function. In fact, one can
check that this reference model verifies all the assumptions stated in
the description of the MRAC algorithm introduced in the previous
section. The bandwidth of this reference model was chosen to be
1:5 rad=s, which is similar to the $3 dB bandwidth of the nominal
airplane with the AP, as can be seen in Table 1.

For the design of the MRAC algorithm, we will assume that the
upper bound on the number of poles in the plant is n# 2. With this
assumption, both !1!t" and !2!t" are just scalar signals, while the
parameters F and g are scalar positive constants. Therefore, the
vector !!t" belongs to R4 and we will have a total of four adaptive
parameters:

#!t" # ) #1!t"; #2!t"; ky!t"; kr!t" *>

where #1!t", #2!t", ky!t", and kr!t" are scalar parameters. The matrix
of adaptive gains will be chosen to be a diagonal 4 ( 4 matrix with
positive entries.

The tunable parameters of the MRAC algorithm have been
adjusted by trial and error in HIL experiments with the objective of

achieving a satisfactory convergence rate for the parameters without
compromising the robustness of the closed-loop adaptive system.
The values of the parameters are given as follows:

F#$2; g# 1; !# diag!) 5; 10; 2; 2:5 *"

while the initial parameter estimate was set to

#0 # ) 0; 0; 0; 1 *

For this set of parameters, the time-delay margin (defined at the input
of the system) obtained in simulation at the speed of 22 m=s and
altitude of 550 m is %% + 0:15 s.

Figure 5 shows the results of one of the experiments in the HIL
environment. In particular, it shows the response of the closed-loop
adaptive systemwith theMRAC augmentation loop to a set of biased
sinusoidal reference signals at different frequencies. The reference
signals used for the flight-test experiments are of the form

rcmd!t" # b& A sin!!t"

with tunable b bias,A amplitude, and! frequency. Introducing a bias
term b results in the airplane orbiting continuously in a bounded
airspace box, which makes the flight experiment significantly easier
to perform; the value of this bias term is chosen small enough to
allow a reasonable flexibility in choosing the amplitude A without
internally saturating the AP. For consistency, we also use biased
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sinusoidal reference signals in HIL simulations. As one can see, the
MRAC algorithm is able to asymptotically track the output of
the reference system, denoted in this paper by rm, responding to the
different sinusoidal reference signals. Figures 5a, 5c, and 5e present
the Lissajous curves generated by plotting the actual turn rate of
the UAV against the output of the reference system used in the
implementation of the adaptive controller. Note that these curves are
close to straight lines of slope 1, which demonstrates that the tracking
objective of MRAC is (asymptotically) achieved.

Together with the tunable parameters of theMRAC algorithm, the
different modifications of the adaptive laws were also adjusted in
HIL. The objective was to improve the robustness of the standard
MRAC algorithm without sacrificing significantly the performance
of the closed-loop adaptive system for reference signals in the low-
frequency range. The parameters chosen for the different modifi-
cations are detailed next:

1) For the projection operator, the bounds for the adaptive
parameters were chosen as follows:

#1!t"; #2!t"; ky!t" 2 )$0:3; 0:3*; and kr!t" 2 )0:1; 2*

2) For the !modification, the value of the tunable parameter ! was
chosen to be ! # 0:075.

3) For the emodification, the value of the tunable parameter $ was
chosen to be $ # 0:25.

2. L1 Augmentation Algorithm

This section provides an overview of the L1 adaptive output-
feedback controller for systems of unknown dimension in the
presence of unmodeled dynamics and time-varying uncertainties.
The reader is referred to [27] for a more detailed explanation of this
architecture, as well as for the main results and their proofs. The
section also includes HIL simulation results to illustrate the perform-
ance characteristics of this algorithm.

a. L1 Adaptive Output-Feedback Controller for First-Order
Reference Systems. We start by considering the system

y!s" #Gp!s")u!s" & z!s"*; y!0" # 0 (4)

where u!t" 2 R is the system’s input, y!t" 2 R is the system’s output,
Gp!s" is assumed to be an unknown strictly proper transfer function,
z!s" is the Laplace transform of the time-varying uncertainties and
disturbances d!t" # f)t; y!t"*, ande f: R ( R! R is an unknown
map, subject to the following assumptions.

Assumption 1: There exist constants L > 0 and L0 > 0 such that
the following inequalities

jf!t; y1" $ f!t; y2"j , Ljy1 $ y2j; jf!t; y"j , Ljyj& L0

hold uniformly in t - 0. We note that the numbers L and L0 can be
arbitrarily large.

The control objective is to design an output-feedback controller
u!t" such that the system output y!t" tracks the given bounded
piecewise continuous reference signal r!t" following a desired refer-
ence modelM!s". In this section, we consider a first-order reference
system; that is,

M!s" # m

s&m ; m > 0 (5)

which is the same reference model that was implemented for the
MRAC algorithm.

To provide an intuitive explanation behind the main idea of theL1

augmentation loop used in this paper, we note that the system in
Eq. (4) can be rewritten in terms of the desired systemM!s" as

y!s" #M!s")u!s" & !!s"*; y!0" # 0 (6)

where the uncertainties due to Gp!s" and z!s" are lumped into the
signal !!s", which is defined as

!!s" # )Gp!s" $M!s"*u!s" &Gp!s"z!s"
M!s" (7)

The philosophy of the L1 output-feedback controller is to obtain
an estimate of the uncertain signal !!t" and define a control signal
that compensates for the effects of this uncertainty within the
bandwidth of a low-pass filterC!s" introduced in the control channel.
This filter guarantees that the output of the L1 controller stays in the
low-frequency range in the presence of fast adaptation and large
reference inputs, leads to separation between adaptation and robust-
ness, and defines the tradeoff between performance and robustness.
Adaptation is based on the projection operator, ensuring bounded-
ness of the adaptive parameters by definition [35], and uses the output
of an output predictor to update the estimate of the uncertainty !̂!t".
This output predictor is defined to have the same structure as the
system in Eq. (6) but using the estimate !̂!t" instead of !!t" itself,
which is unknown. The L1 adaptive control architecture is repre-
sented in Fig. 6, and its elements are introduced below.

For the output predictor, we consider the following output
predictor:

_̂y!t" # $mŷ!t" &m)u!t" & !̂!t"*; ŷ!0" # 0 (8)

where !̂!t" is the adaptive estimate.
For the adaptation law, the adaptation of !̂!t" is defined as

_̂!!t" # !cProj)!̂!t";$ ~y!t"*; !̂!0" # 0 (9)

where ~y!t" # ŷ!t" $ y!t" is the output-prediction error signal,!c > 0
is the adaptation rate subject to a computable lower bound, and Proj
denotes the projection operator.

For the control law, the control signal is generated as

u!s" # r!s" $ C!s"!̂!s" (10)

where C!s" is a strictly proper low-pass filer with C!0" # 1.
The complete L1 output-feedback controller consists of Eqs. (8–

10) subject to the following stability conditions: the design of C!s"
andM!s" must ensure that

H!s" # Gp!s"M!s"
C!s"Gp!s" & )1 $ C!s"*M!s"

(11)

is stable and the following L1-norm sufficient condition holds:

kH!s"!1 $ C!s""kL1
L < 1 (12)

Then, it has been proven that the control signal u!t" and the output
y!t" of the closed-loop adaptive system with the L1 adaptive
controller in Eqs. (8–10) track both in transient and steady state the
input and output of an auxiliary closed-loop reference system, which
is defined as the ideal nonadaptive version of the L1 adaptive

Fig. 6 L1 adaptive augmentation loop.

1316 DOBROKHODOV ETAL.



controller assuming perfect knowledge of uncertainties. We refer to
[27] for a detailed explanation of these results and a complete
derivation of their proofs.

b. L1 Augmentation Loop Design. The L1 augmentation
scheme is tuned to achieve a similar level of performance as the
MRAC algorithm for reference signals in the low-frequency range
and, at the same time, have similar robustness characteristics. In
particular, the reference model was chosen to be exactly the same as
for the MRAC algorithm, i.e., a stable first-order system with
bandwidth 1:5 rad=s. The adaptive gain and the projection bounds
were set to 30,000 and .1 rad=s, while the low-pass filter was
chosen to be a first-order system with unity dc gain and 0:6 rad=s of
bandwidth. This design guarantees that, for the nominal plant in
Eq. (1), the transfer function H!s" in Eq. (11) is stable, and the
L1-norm sufficient condition in Eq. (12) holds for uncertainties with
a Lipschitz constant L , 0:9. The adaptation gain was set high to
provide satisfactory performance of the estimation algorithm (notice
that the performance bounds inL1 adaptive control theory are inverse
proportional to the square root of the adaptation rate; see [25]). Then,
considering an ODE3 solver for the real-time implementation of the
adaptive control algorithms, the base sampling time of the PC104
computer was set to 10 ms in order to accommodate the fast
estimation loop and ensure numerical stability of the real-time code.
This choice for the base sampling time also avoids the computational
overload of the control algorithm, as the average task execution time
of the entire control code (including the adaptive augmentation loop,

the software interfacing loop, and the overhead required by the real-
time operating system) is less than 1.2ms. The choice of the low-pass
filter and the projection bounds provides an adequate propagation of
measurement noise into the control signal. Moreover, the design of
the low-pass filter ensures a satisfactory level of performance with a
time-delay margin (in simulation) of %% + 0:15 s at the same flight
condition of 22 m=s and 550 m.

Figure 7 shows the results from one of the HIL experiments
conducted to tune theL1 adaptive augmentation loop. In particular, it
shows the response of the closed-loop adaptive system with the L1

augmentation loop to a set of biased sinusoidal reference signals at
different frequencies. The L1 controller is able to perfectly track the
output of the reference system to sinusoidal reference signals in the
low-frequency range (, 0:1 rad=s), as the Lissajous curve in Fig. 7a
illustrates.Moreover, one can observe in Fig. 7b that the contribution
of the L1 controller $C!s"!̂!s" to the reference signal rcmd is almost
zero during this experiment, and it only becomes significant at high
turn rates, which are characterized by high bank-angle attitudes with
nonlinear dynamics. This indicates that the APmounted onboard the
UAV is able to precisely track reference signals in the low-frequency
range and in the linear range of theUAV,while the adaptive controller
helps the AP only when needed. Furthermore, Figs. 7c–7f show
that, as the frequency of the reference signal increases beyond
the bandwidth of the low-pass filter C!s", the eccentricity of the
Lissajous curves decreases, which reveals a degradation in tracking
performance, consistent with the theory of L1 adaptive control.
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IV. Rohrs Counterexample in Flight
In this section, we describe the results obtained both in HIL

simulations and flight tests for the different experiments proposed in
Sec. II. In particular, we first verify that the phenomena observed in
Rohrs et al.’s simulations [7,8], illustrating the limitations of
conventional MRAC algorithms can be reproduced by the flight-test
setup proposed in this paper. We also verify that the adaptive law
modifications introduced to solve the problem of parameter drift in
conventional MRAC algorithms in fact improve the robustness
properties of the MRAC algorithm implemented onboard the small
UAV. Specifically, results are only shown for the emodification, but
similar results have been obtained for the MRAC algorithm with
projection operator and with ! modification. We emphasize again
that the objective of these first preliminary steps in the experiments is
only to verify correctness of the proposed framework. Finally, we
analyze the stability and performance characteristics of the closed-
loop system with the L1 augmentation loop.

A. Hardware-in-the-Loop Simulations
1. Second-Order Unmodeled Dynamics

In this section,we artificially introduce at the output of the nominal
plant (closed-loop UAVand AP) a second-order system representing
unmodeled dynamics, similar to the Rohrs counterexample. In his
counterexample, Rohrs et al. considered the case of very well
damped unmodeled dynamics at high frequencies to show that, even
in the presence of apparently harmless uncertainties, the stability of
adaptive controllers was not guaranteed [7,8]. In this paper,
nevertheless, we consider the case ofmore challenging uncertainties.
In particular, we choose a low damped second-order system with
natural frequency approximately equal to the bandwidth of the plant;
that is,

#!s" # !2
n

s2 & 2&!ns& !2
n

with !n # 1:5 rad=s and &# 0:45. With the addition of this second-
order system, the new plant has the phase crossover frequency
approximately at1:6 rad=s. Figure 8 shows theLissajous curveof the
system output plotted against the reference signal for the cascaded
system in response to the biased sinusoidal reference signal at
1:6 rad=s. As one can observe, the Lissajous curve exhibits a phase
shift of$180 deg, which confirms that 1:6 rad=s corresponds to the
phase crossover frequency of the cascaded system.

At this point, having identified the phase crossover of the system,
we can extend Rohrs et al.’s results [7,8] to the flight-test setup
considered in this paper. To this end, we consider the MRAC
algorithm described in Sec. III. Figure 9 shows the response of the
plant with the artificially injected second-order unmodeled dynamics
to biased sinusoidal reference signals at different frequencies. The
closed-loop adaptive system is able to asymptotically track the output
of the reference model for reference signals in the low-frequency
range (!# 0:1 rad=s and !# 0:5 rad=s). However, when the
system is driven by a reference signal at !# 1 rad=s, bursting takes
place (t 2 ) 330 s; 350 s *). During this interval of time, theMRAC
algorithm generates adaptive command signals with amplitudes
reaching .100 deg =s, and the turn-rate tracking performance
becomes very poor. Note that, for safety reasons, the AP has internal
saturations that limit the commands sent to the UAV, which in this
case prevents the aircraft from entering an abnormal flight condition.
This temporary instability can be clearly observed in Figs. 9a and 9b.
Also, Fig. 9c shows that there is an abrupt change in the adaptive
parameter #1!t", which converges to a new value that stabilizes the
system and achieves asymptotic tracking of the output of the
reference model. Finally, when the system is driven by a reference
signal at approximately the phase crossover frequency, !#
1:6 rad=s, parameter drift takes place and the closed-loop system
with the MRAC algorithm becomes unstable.

These results are not new, and they just replicate in a flight-test
environment the well known limitations of conventional MRAC
algorithms shown by Rohrs et al. [7,8]. As we previously mentioned,
several modifications of the adaptive lawswere developed during the
last 30 years to improve the robustness of MRAC architectures.
Figure 10 shows the results of the same experiment obtained for the
MRAC algorithm with the e modification. It can be seen that the
parameters stay bounded (Fig. 10c) and the system remains stable for
thewhole experiment. However, as expected, significant degradation
in tracking performance is observed. This degradation is evident in
Fig. 10a, which presents Lissajous curves far from the desired
straight line with slope 1, thus indicating that the output of the plant
barely tracks the output of the reference model even for reference
signals in the low-frequency range. It is important to note that further
tuning of the MRAC algorithm and its modifications can be done,
whichmight result in improved tracking performance. However, fine
tuning will not change the nature of MRAC algorithms, for which
there are no transient performance and robustness guarantees.

These results confirm that the proposed flight-test setup is able to
replicate the adverse interactions between the adaptation process and
the closed-loop system dynamics, verifying correctness of the
framework developed in this paper. Next, we present the results
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obtained for the same experiment with the L1 augmentation loop
(Fig. 11). As can be seen, the closed-loop adaptive system is able to
precisely track the output of the reference system to the reference
signal at !# 0:1 rad=s. As the frequency of the reference signal
increases and goes beyond the bandwidth of the low-pass filter
C!s", the tracking performance degrades as expected. Figure 11a
illustrates the consistency in the response of the closed-loop
adaptive system, which traces very neat trajectories in the Lissajous
plot. Moreover, Fig. 11c shows that the contribution of the L1

controller does not exhibit high-frequency content and remains
within reasonable bounds, well inside the projection bounds for the
(only) adaptive parameter !̂!t". We emphasize that fast adaptation is
the key for consistent input and output system response with desired
performance in the low-frequency range, while the low-pass filter
guarantees a desired level of robustness in the presence of this fast
adaptation. The ability to adapt fast without sacrificing robustness
of the closed-loop adaptive system is the main difference between
L1 adaptive control and MRAC with or without its adaptive law
modifications.

2. Structural Mode Interactions

In this section, we extend the philosophy of the previous
experiment to the case of high-frequency unmodeled dynamics with
very low damping. This experiment has, as a goal, to reproduce the
effects of bending modes in an airplane and investigate the possible
interaction between adaptive control and aircraft flexible dynamics.
To this end, we choose a very low damped second-order transfer
function with natural frequency equal to approximately seven times
the bandwidth of the plant; that is,

#!s" # !2
n

s2 & 2&!ns& !2
n

with!n # 10 rad=s and &# 0:01 and, at the same time, we introduce
a disturbance d!t" in the feedback signal at exactly !# 10 rad=s:

d!t" # 20 sin!10t" deg =s
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Fig. 10 MRAC with e modification: closed-loop response in presence of second-order unmodeled dynamics to biased sinusoidal reference signals at
different frequencies.
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Fig. 11 L1: closed-loop response in presence of second-order unmodeled dynamics to biased sinusoidal reference signals.
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Figure 12 shows the response of the system with the conventional
MRAC algorithm to a biased sinusoidal reference signal at
!# 0:5 rad=s. Initially, we wait for the MRAC parameters to
converge, so that the output of the system tracks the output of the
reference model. At t# 50 s, the dynamics representing the bending
mode are injected, and the system runs in this configuration for
approximately 30 s. The injection of the bending mode introduces
very small oscillations at the output of the plant, probably due to the
presence of noise. We can see that initially the adaptive parameter
ky!t" is close to zero, which implies that these oscillations at the
output of the plant are well attenuated inside the adaptive controller
and do not propagate to the control signal that the MRAC
augmentation loop sends to the AP. Therefore, the bending mode is
not excited and, during these 30 s, the MRAC algorithm is able to
track the output of the reference model without exciting the bending
mode. At approximately t# 120 s, we inject the disturbance in the
feedback signal. One can see that there is a 10 s transient phase with
high-frequency oscillations at the output of the plant. These initial
oscillations damp down and MRAC recovers a similar level of
performance as the one before the injection of the disturbance. A
similar result is obtained when the disturbance is disengaged at
t# 180 s. However, when we inject the disturbance for a second
time at t# 200 s, the adaptive parameters start drifting immediately.
In particular, we see that the parameter ky!t" grows significantly fast,
which implies that the high-frequency content at the output of the
plant is amplified by the MRAC algorithm and sent to the AP,
resulting in an unstable closed-loop adaptive system. This experi-
ment illustrates that conventional MRAC is not able to cope with
lightly damped high-frequency unmodeled dynamics, as it generates
a counteracting control signal that tries to cancel the disturbances by
fighting the attenuating capabilities of the AP. The result is an
unstable closed-loop system that increasingly excites the bending
mode.

When the MRAC algorithm is implemented with the e modifi-
cation, the system retains stability along the whole experiment
(Fig. 13). Nevertheless, the slow adaptation in the parameters due to a
deficient adaptive law results in poor high-frequency disturbance

attenuation characteristics. The time segments t# ) 80; 150 * s and
t# ) 150; 220 * s explicitly illustrate this phenomenon: as the
bending mode and the disturbance are injected, the adaptive param-
eter ky!t" abruptly changes in an attempt to cancel the disturbance
artificially injected in the feedback signal. As a result, this high-
frequency disturbance is not sufficiently attenuated inside the
adaptive augmentation loop, which leads to significant oscillations at
the output of the plant.

Next, Fig. 14 presents the results obtained with the L1 controller.
At t# 50 s the bending mode is injected, which (similar to MRAC)
results invery small amplitude oscillations at the output of the system
due to the presence of noise. During this initial phase, the contri-
bution of the L1 controller stays in the low-frequency range. The
disturbance is injected at t# 108 s. One can see that theL1 controller
generates small oscillations in the control channel, which causes a 5 s
transient at the output of the system with oscillations of approxi-
mately 1.5 Hz. These oscillations in the contribution of the L1

controller are due to the fact that the projection bounds in the adaptive
law are too tight to handle the initial transient produced by the
disturbance. Figure 15 shows that the uncertainty estimate !̂!t" hits
the bounds of projection, and as a consequence, the error between the
output of the predictor r̂!t" is not able to track the output of the actual
turn rate r!t". These oscillations could be easily avoided by
increasing the bounds of the projection operator. In the experiment,
after these 5 s of transient, the oscillations damp down and the L1

adaptive controller recovers its initial performance. The presence of
the low-passfilter is critical in attenuating the high-frequency content
in the feedback signal and guaranteeing that the L1 contribution is
within the low-frequency range. The attenuating capabilities of the
L1 controller do not lead to an adverse interaction with the AP; thus,
the attenuating properties of the nominal inner loop are preserved and
the bending mode is not excited.

3. Control Surface Failures

In this section, instead of artificially introducing unmodeled
dynamics at the output of the plant, we will consider the case of a
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50 100 150 200 250

−15

−10

−5

0

5

10

15

20

25

t, s

Y
aw

 r
at

e,
 d

eg
/s

yaw rate r
r
m

r
cmd

50 100 150 200 250

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

t, s

M
R

A
C

 a
da

pt
iv

e 
pa

ra
m

et
er

s

θ
1

θ
2

k
y

k
r

Fig. 13 MRAC with e modification: closed-loop response in presence of bending modes to biased sinusoidal reference signal at !# 0:5 rad=s.
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sudden control surface failure affecting the nominal plant. In
particular, the left aileron will get locked at $6 deg, and then, after
some time, the aircraft will recover full lateral control.

First we show that the nominal plant with the AP is able to recover
from the failure and track the reference signal with the remaining
control authority.∗∗∗ Figure 16 shows the response of the plant to a
biased sinusoidal reference signal at !# 0:5 rad=s. The failure is
injected at t# 375 s, and the AP takes around 20 s to recover from
the failure, which is the time that the integrators of the AP need to
readjust their contribution. The Lissajous curve shows that, in the
presence of the failure, the AP is able to recover almost full
performance with respect to the unimpaired healthy UAV.

Next, we consider the case of the conventional MRAC algorithm.
Figure 17 shows the response of the closed-loop adaptive system. In
the figure, one can see that initially the MRAC algorithm is able to
track perfectly the output of the reference system.When the failure is
introduced at t# 190 s, the MRAC algorithm is able to recover full
performance in around 20 s and keep tracking the output of the
reference system perfectly using the remaining control authority. The
transient response is smooth and, as the integrators of the AP
readjust, the command from the adaptive augmentation loop to the
AP converges to the nominal adaptive contribution for the healthy
UAV. However, when the UAV recovers full control authority
(t# 290 s), the adaptive parameters drift and the closed-loop system
with the MRAC algorithm becomes unstable. For the sake of clarity,
we did not add to the Lissajous curve the third phase in which the
UAV recovers full lateral control authority and the system becomes
unstable.

Again, this result is not new. The only objective of this experiment
is to verify that the same instability results could be obtained in the
event of a control surface failure. Figure 18 shows that parameter drift
can be avoidedwith the introduction of the emodification at the price
of degraded performance. In this experiment, the aileron failure is
introduced at t# 125 s, and the initial performance is recovered in
about 35 s. Then, when the UAV regains full control authority at

t# 250 s, the UAV remains stable and eventually recovers the
original performance after a transient of 50 s.

Figure 19 presents the results obtained for this experiment when
theL1 controller is wrapped around the AP. The failure is introduced
at t# 100 s and the L1 adaptive controller takes 15 s to regain the
original level of performance using the remaining control authority.
Note that even though the UAV has recovered the desired perform-
ance in 15 s, the integrators inside the AP keep readjusting during
approximately 15more seconds; therefore, the contribution of theL1

adaptive controller also has to readjust accordingly. The Lissajous
curve shows that the L1 adaptive controller is able to maintain the
initial phase shift of the output of the plant with respect to the output
of the reference system, while the gain slightly increases for the
impaired UAV. When the UAV regains full control authority at
t# 170 s, the closed-loop adaptive system is able to stabilize the
plant and achieve desired performance in 15 s. After 15 more
seconds, when the integrators inside the AP readjust, the adaptive
command of the L1 controller to the AP is the same as it was for the
initial healthy UAV. Note that the transient characteristics of the
closed-loop adaptive system when 1) the failure is introduced and
2) the UAV regains full control authority are similar, resulting in a
predictable response of the closed-loop system.

To conclude this experiment, Fig. 20 shows a set of three Lissajous
figures obtained by plotting the adaptive command sent to the AP
against the reference signal. These figures illustrate theway the three
different adaptive controllers modify the biased sinusoidal reference
signal to achieve the desired tracking performance. In Fig. 20a, one
can see that some oscillations appear in the command that theMRAC
algorithm sends to the AP for the impaired UAVand, eventually, the
system becomes unstable when full control authority is recovered.
When theMRAC algorithm is implemented with the emodification,
the contribution of the adaptive controller does not change
significantly during the whole experiment (see Fig. 20b), which
makes evident that this modification of the adaptive law limits the
capabilities of the MRAC algorithm to improve the transient char-
acteristics and recover desired system performance. Finally, Fig. 20c
shows the contribution of the L1 controller. During the transient
phase, the adaptive controller contributes significantly in order to
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∗∗∗In [29], the APwas intentionally (de)tuned to demonstrate performance
recovery capabilities of the L1 augmentation loop.
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stabilize the plant and track the output of the reference system with
the available control authoritywhile guaranteeing a smooth recovery.
Eventually, when the integrators in the AP readjust and are able to
compensate for the failure, the command from the adaptive controller
converges to the initial contribution. Figure 20c also shows that the
contribution of the L1 controller is slightly greater for the impaired
UAV in order to compensate for the reduction in control authority.

B. Flight-Test Results
1. Nominal Adaptive Loop Performance

Before reproducing Rohrs et al.’s simulations [7,8] in actual flight
tests, we first need to verify that the adaptive augmentation loops
designed in the HIL simulation environment exhibit satisfactory
performance for the nominal plant consisting of the UAVwith its AP.
To this end, a series of flight tests with the different adaptive

−15 −10 −5 0 5 10 15 20
−15

−10

−5

0

5

10

15

20

Reference system output rm(t), deg/s

M
ea

su
re

d 
ya

w
 r

at
e 

r(
t)

, d
eg

/s

’Healthy’ UAV
Impaired UAV

2
4

5

3

1

200 250 300 350
−40

−30

−20

−10

0

10

20

30

40

t, s

Y
aw

 r
at

e,
 d

eg
/s

yaw rate r
r
m

r
cmd

200 250 300 350
−50

−40

−30

−20

−10

0

10

20

30

40

50

t, s

Y
aw

 r
at

e 
co

m
m

an
d 

to
 A

P
, d

eg
/s

r
ad

 to A/P

r
cmd

200 250 300 350
−15

−10

−5

0

5

10

15

t, s

M
R

A
C

 A
da

pt
iv

e 
pa

ra
m

et
er

s

θ
1

θ
2

k
y

k
r

Parameter drift

b) Tracking performance

c) Adaptive command to AP d) MRAC parameters

a) Lissajous r (rm)

Fig. 17 MRAC: closed-loop response to biased sinusoidal reference signal in event of left aileron failure and later recovery of full control authority.
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controllers were performed inwhich the closed-loop adaptive system
was driven by a biased sinusoidal reference signal of amplitude
7 deg =s at different frequencies.

Figures 21 and 22 present the results obtained in two of these
experiments. Both algorithms achieve satisfactory performance,
with responses comparable to the ones obtained in HIL simulation.
The existence of turbulence makes the quality of the data acquired in
flight poorer than in HIL simulation. It is important to mention that,
even for the nominal plant without artificially injected unmodeled
dynamics, the MRAC parameters slowly diverge. In flight with the
L1 controller, one can observe that at t# 70 s, the L1 adaptive
controller generates small oscillations at an approximate frequency
of 1 Hz in the control channel for approximately 3 s. Again, these
oscillations are due to internal saturation of the L1 controller. The
levels of the projection operator were too tight for the level of
turbulence encountered during flight. Nevertheless, stability of the
closed-loop adaptive system was not compromised.

2. Second-Order Unmodeled Dynamics

During the flight tests, the same second-order transfer function
considered in Sec. IV.A.1, with natural frequency !n # 1:5 rad=s

and damping ratio &# 0:45, was injected at the output of the actual
plant. Using the Lissajous curves, the phase crossover frequency of
the real plant with the unmodeled dynamics was determined in real
time with data received through telemetry on the ground. Figure 23
shows the Lissajous curve r!rcmd" for the system driven by a biased
sinusoidal reference signal at!# 1:6 rad=s; one can see that, similar
to the experiments in HIL simulation environment, this Lissajous
curve presents a phase shift of approximately$180 deg between the
reference signal and the output of the system.

Next, we need to verify that we are able to reproduce in real flight
the same instability phenomena observed in HIL simulation. To this
end, the system with unmodeled dynamics and the conventional
MRAC algorithm is driven by a biased sinusoidal reference signal at
the phase crossover frequency. Figure 24 shows the response of the
closed-loop adaptive system. One can see that the parameters
drift slowly, generating adaptive command signals larger than
.100 deg =s.

The same experiment was conducted for the MRAC algorithm
with the emodification (see Fig. 25). As expected, the parameters do
not drift, and the system retains stability during the whole flight.
However, similar to HIL results, the performance of the closed-loop
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Fig. 19 L1. Closed-loop response to biased sinusoidal reference signal in event of left aileron failure and later recovery of full control authority.
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adaptive system is significantly degraded due to the addition of the
damping term in the adaptive law. In this sense, the closed-loop
adaptive system is not even able to track the dc component of the
reference signal.

Finally, in Fig. 26, we present flight-test results obtained for theL1

augmentation loop. The system maintains stability during the whole
flight and the control signal remains inside reasonable bounds during
the experiment. As one would expect, since the frequency of the
reference signal is well beyond the bandwidth of the low-pass filter

C!s" in the control law (whichwas set to 0:6 rad=s), theL1 controller
is not able to achieve desired performance. We note, nevertheless,
that the closed-loop system with the L1 adaptive controller is able to
track the bias term of the reference signal, which suggests that theL1

augmentation loop ensures tracking of the low-frequency content of
the reference signal while guaranteeing stability of the system to its
high-frequency content. Furthermore, Fig. 27 illustrates the graceful
degradation of performancewith theL1 controller as the frequency of
the reference signal increases beyond the bandwidth of the low-pass
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Fig. 21 MRAC: closed-loop nominal response to biased sinusoidal reference signal at !# 0:5 rad=s.
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filter. In this set of experiments, the closed-loop system with the
second-order unmodeled dynamics and the L1 controller was driven
by biased sinusoidal reference signals at different frequencies. It can
be seen that the output of the closed-loop adaptive system is able to
track the output of the reference system for reference signals at low
frequencies (!# 0:3 rad=s) and, as the frequency of the reference
signal increases, the eccentricity of the Lissajous curve decreases.
This graceful degradation in the performance of the system is
consistent with the theory of fast and robust adaptation, and it results
in a predictable response of the closed-loop adaptive system.

To conclude this section, we present a last set of figures (Figs. 28a
and 28b) that demonstrate the recovery capabilities of theL1 control
augmentation loop. The experiment starts with the nominal plant
consisting of the UAV and its AP driven by a sinusoidal reference
signal at 1:6 rad=s. The second-order unmodeled dynamics are then
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Fig. 23 Lissajous curve for nominal system with unmodeled dynamics
at phase crossover frequency (!# 1:6 rad=s).
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Fig. 24 MRAC: closed-loop nominal response in presence of second-order unmodeled dynamics to biased sinusoidal reference signal at phase crossover
frequency (!# 1:6 rad=s).
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Fig. 26 L1: closed-loop nominal response in presence of second-order unmodeled dynamics to biased sinusoidal reference signal at phase crossover
frequency (!# 1:6 rad=s).

DOBROKHODOV ETAL. 1325



injected and, since 1:6 rad=s corresponds to the phase crossover
frequency of the system with unmodeled dynamics, the Lissajous
figure adopts the typical shape for $180 deg of phase shift. When
the MRAC algorithm is engaged, the closed-loop system becomes
unstable, as expected, and the control command from the adaptive
algorithm starts growing and eventually hits the saturation limit of the
AP. Then, at t# 56 s, the L1 controller is engaged and the UAV
recovers stability in around 1.5 s, thus confirming the theoretical
claims of fast and robust adaptation.

V. Conclusions
This paper presents HIL simulations and flight-test results that

evaluate the performance and robustness characteristics of an L1

control augmentation loop implemented onboard a small UAV. The
results in the paper demonstrate that the L1 controller maintains
stability and predictable performance in the presence of unmodeled
dynamics and control surface failures. The paper also illustrates the
main features of L1 adaptive control theory and confirms the advan-
tages ofL1 architectures as robust adaptive control architectures with
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the potential of facilitating the transition of adaptive control into
advanced flight control systems.

From a historical perspective, this investigation was motivated by
the Rohrs counterexample, a benchmark problem presented in the
early 1980s to show the deficiencies of adaptive controllers devel-
oped at that time and for which the main criticisms regarding
performance and robustness of conventional MRAC architectures
had remained unresolved. The results presented in the paper demon-
strate that the flight-test setup qualitatively replicates the results
obtained byRohrs et al. [7,8]. In fact, the study reproduces the lack of
predictability of conventional MRAC algorithms and shows that this
class of adaptive algorithms may unexpectedly lose stability in the
presence of unmodeled dynamics. In addition, it has been shown that
the damping-type modifications in the adaptive laws proposed in the
literature retain stability of the closed-loop adaptive system but
introduce a significant degradation in the tracking capabilities of the
closed-loop system.

L1 adaptive control overcomes these deficiencies by decoupling
adaptation from robustness, which is in contrast with the current
prevailing conventional wisdom that slow adaptation is needed so
that robustness would not be compromised. In L1 adaptive control
architectures, robustness of the closed-loop adaptive system is
ensured by the low-pass filter inserted in the control law, while fast
adaptation results in a predictable and consistent closed-loop
performance. In this sense, L1 adaptive control solves the problem
that Rohrs et al. [7,8] posed regarding performance and robustness of
conventional adaptive architectures.

Appendix: Projection-Type Operator
in Adaptation Laws

Let # be an unknown parameter, and assume that it belongs to the
convex compact set "; that is, # 2 ". Then, the Proj: Rn ( Rn !
Rn operator is defined as

Proj !#̂; x" #

8
<
:

x if h!#̂"< 0

x if h!#̂"> 0;▽h>x , 0

x $ ▽h▽h>yh!#̂"
k▽hk2 if h!#̂"> 0;▽h>x > 0

where

h!#̂" # #̂
>
#̂ $ #2max

'##max

with #max 2 R& being the norm bound imposed on #̂, and '# 2 R&

being the convergence tolerance of the bound. By appropriately
choosing #max and '#, the Proj operator ensures that #̂!t" 2 " for all
t - 0 [35]. The following property of the projection operator is used
in the corresponding Lyapunov analysis.

Lemma [35]: Given x, #̂ 2 Rn, we have

!#̂ $ #">)Proj!#̂; x" $ x* , 0

where # is the true value of #̂.
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