
Calhoun: The NPS Institutional Archive

Faculty and Researcher Publications Faculty and Researcher Publications

2000-04

Wave optics simulation of atmospheric

turbulence and reflective speckle effects

in CO2 lidar

Nelson, Douglas H.

http://hdl.handle.net/10945/44144



fl

Wave optics simulation of atmospheric turbulence
and reflective speckle effects in CO2 lidar

Douglas H. Nelson, Donald L. Walters, Edward P. MacKerrow, Mark J. Schmitt,
Charles R. Quick, William M. Porch, and Roger R. Petrin

Laser speckle can influence lidar measurements from a diffuse hard target. Atmospheric optical tur-
bulence will also affect the lidar return signal. We present a numerical simulation that models the
propagation of a lidar beam and accounts for both reflective speckle and atmospheric turbulence effects.
Our simulation is based on implementing a Huygens–Fresnel approximation to laser propagation. A
series of phase screens, with the appropriate atmospheric statistical characteristics, are used to simulate
the effect of atmospheric turbulence. A single random phase screen is used to simulate scattering of the
entire beam from a rough surface. We compare the output of our numerical model with separate CO2

lidar measurements of atmospheric turbulence and reflective speckle. We also compare the output of
our model with separate analytical predictions for atmospheric turbulence and reflective speckle. Good
agreement was found between the model and the experimental data. Good agreement was also found
with analytical predictions. Finally, we present results of a simulation of the combined effects on a
finite-aperture lidar system that are qualitatively consistent with previous experimental observations of
increasing rms noise with increasing turbulence level. © 2000 Optical Society of America

OCIS codes: 010.1130, 030.6140, 010.3640.
1. Introduction

Lidar is the subject of a vast literature describing the
advances that have occurred over the past three
decades.1–6 Long-range CO2 lidar is of interest for
many reasons including the identification of natural
and man-made gaseous constituents, ground-cover
identification and mapping, and atmospheric charac-
terization.5,7,8 In these lidar systems, the beam
propagates several kilometers through the atmo-
sphere. To enhance the lidar return signal, the lidar
beam is often reflected from a topographic or other
diffuse hard target back to the transmitter and re-
ceiver, where the return signal is detected.9 In ef-

uent detection and monitoring applications that use
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diffuse hard-target reflections, the path-integrated
properties of chemical concentration are measured
instead of the range-resolved concentration found
with aerosol backscatter techniques.10,11

The geometry for a diffuse hard-target reflection
scheme is shown in Fig. 1. As the laser beam prop-
agates toward the target, density fluctuations in the
atmosphere cause phase distortions in the transverse
electric field distribution. By the time the laser
beam reaches the target, its spatial intensity distri-
bution has been modified compared with what would
be observed in propagating through a vacuum. At
the target, light is scattered backward toward the
transmitter. The light scattered back toward the
transmitter and receiver passes through essentially
the same turbulent atmosphere that modified the
outgoing beam ~because the atmosphere is considered
frozen during the transit time of the pulse for our
typical lidar geometries!. The return signal ampli-
tude will be reduced by any chemical absorbers in the
path in a manner consistent with Beer’s law. Ab-
sorption will also occur from natural atmospheric
constituents.

The atmosphere alone can introduce variations in
the measured return signal. Figure 1 illustrates the
degrading effect that atmospheric optical turbulence
has on the spatial profile of the laser beam. These
degradations result from the variations in the phase
20 April 2000 y Vol. 39, No. 12 y APPLIED OPTICS 1857
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front of the propagating beam introduced by spatial
fluctuations in the index of refraction.12–15 The
three most dominant spatial effects are short-term
beam spreading, beam wander, and scintillation.
Short-term beam spreading causes the transverse op-
tical profile to broaden spatially as a pulse propa-
gates, becoming larger than a diffraction-limited
pulse.16 Beam wander is the motion of the beam
centroid from pulse to pulse, which contributes to
long-term beam spreading.17 Finally, there is scin-
tillation of the beam which is the temporal and spa-
tial fluctuation in the laser irradiance.18,19 All these
variations can be predicted only statistically for given
turbulence conditions, as the specific variations in
the phase front will generally differ from one lidar
pulse to another. The combination of these effects
influences the contribution of the atmospheric com-
ponent to the lidar return signal fluctuations.

The target surface also plays an important role in
determining the nature of the return signal. A sur-
face that is rough on the scale of the laser wavelength
scatters the coherent laser pulse in all directions,
producing a complex interference pattern.20,21 This
interference pattern is granular in appearance and is
commonly referred to as a speckle pattern. The cor-
relation area of these speckle is one parameter that is
used to describe the pattern’s statistical properties.
Consider the case in which the receiver subtends a
single speckle and an independent speckle pattern is
observed in each measurement. In this case, the
normalized standard deviation of intensity for a se-
ries of such measurements has a value of one ~100%
noise!. This level of noise will exist even for larger
return signal values. Similarly, if the receiver ap-
erture subtends NS speckle correlation areas, the
standard deviation associated with a sequence of
measurements of the energy in a speckle field scales
roughly as 1y=NS.20,22 Another example involves
he completely static case in which there is no process
hat changes the speckle pattern from one pulse to
he next. In this case, the standard deviation is zero
because the measurement does not change!. How-

ever, the accuracy of such a measurement for a point
detector is extremely low because the integrated in-
tensity of the return signal is completely dependent

Fig. 1. Propagation scheme of lidar highlighting effects of the
atmosphere and the target on the return signal.
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on the point in the speckle field, bright or dark, that
is being sampled. Ensemble averaging of indepen-
dent speckle patterns will reduce the noise variance.
The overall standard deviation for a collection of Np
return pulses, in which the receiver aperture inte-
grates an average of NS speckle per pulse, is
1y=NSNp.

Previously we reported differences in measured
noise levels for low- and high-turbulence condi-
tions.23,24 The lidar system used for these measure-
ments was a finite-aperture system employing a
scheme similar to the one shown in Fig. 1. Current
lidar models do not generally account for the effect
that variations in atmospheric turbulence will have
on the noise and hence the detection limit of our
system. In fact, estimation of noise in lidar systems
often neglects the atmospheric turbulence component
because the process is complex and has traditionally
been dealt with only in a highly parameterized, sta-
tistical manner.25 An analytical description of the
nteraction of these two processes that characterizes
he electric field at the lidar receiver has been at-
empted.26 The analytical approach gives predic-

tions for point receivers that are not generally
applicable to large-aperture lidar systems. At-
tempts to extrapolate these approaches to finite ap-
ertures are incomplete.27 It is clear that another
approach to this problem is needed.

A computer model to simulate the effects of atmo-
spheric optical turbulence and reflective speckle on
lidar performance is useful for studying different li-
dar situations. In this research, our goal is to en-
sure that our simulation will predict each of the
separate effects of atmospheric optical turbulence
and reflective speckle independently. In Section 2
we develop our beam propagation model. In Section
3 we compare the performance of our model with
actual CO2 lidar measurements of the separate ef-
fects of atmospheric turbulence and reflective
speckle. We also compare the performance of our
model with separate analytical predictions of atmo-
spheric turbulence and reflective speckle. In addi-
tion, we present simulation results of the combined
effects on a finite-aperture lidar system that are qual-
itatively consistent with previous experimental ob-
servations of increasing rms noise with increasing
turbulence level. We summarize our findings in
Section 4 and discuss our findings relative to previous
research in this field.

2. Model

We are interested in the return signal of a lidar at
wavelength li obtained after a round trip through a
plume containing a chemical species. The signal,
integrated over the area of the receiver aperture, can
be expressed as10,28–30

Ui 5
Wi

pL2 f ~Ti, Ri, . . . !Qi exp~22Ca lai!, (1)

where Wi is the transmitted energy and L is the
transmitter-to-hard-target propagation distance.



c
g
h
t

t
i
f
l
p
b
t
c

i

The exponential term in Eq. ~1! denotes absorption by
a chemical species of concentration Ca and absorption
coefficient ai within a uniform plume through which
the beam propagates a distance l. We separated the
absorption by the chemical species from the atmo-
spheric transmission, contained in f ~Ti, Ri, . . .!, to
reflect that the chemical plume is present over only a
small part of the propagation distance. Qi is a
system-dependent constant for lidar returns at wave-
length li and includes the effect of varying the re-
eiver area as well as other system parameters. In
eneral, the variables on the right-hand side of Eq. ~1!
ave a time dependence and can cause fluctuations in
he return signal Ui.

The function f ~Ti, Ri, . . .! expresses the round-trip
transmission that includes the propagation effects of
atmospheric absorption and atmospheric optical tur-
bulence ~indicated by Ti!, target effects such as re-
flective speckle and albedo ~denoted by Ri!, as well as
other effects. Other representations of the lidar
equation have expressed the components of f ~Ti,
Ri, . . .! separately.10,28,29 In general, however, these
erms are interdependent and therefore we did not
solate them. A key factor in this interdependence,
or example, is that both atmospheric optical turbu-
ence and reflective speckle affect the phase of the
ropagating electric field. Atmospheric optical tur-
ulence also alters the distribution of beam energy on
he hard target, ultimately influencing the speckle
orrelation area.

Consider the special case in which only variations
n f ~Ti, Ri, . . .! contribute to the fluctuations in the

return signal sUi
. There are a number of different

sources of variations in f ~Ti, Ri, . . .!. These include
changes in atmospheric absorption, fluctuations in
the spatial distribution of energy on the target and at
the receiver caused by atmospheric turbulence ef-
fects, variations in the intensity of the received re-
flective speckle, and hard-target albedo changes. In
the model that follows, we consider only those con-
tributions to the time dependence of f ~Ti, Ri, . . .!
caused by atmospheric optical turbulence and reflec-
tive speckle.

Our approach to modeling the effects of reflective
speckle and atmospheric turbulence consists of ap-
plying a Huygens–Fresnel wave optics computer sim-
ulation, previously developed at the Naval
Postgraduate School, to our lidar geometry.31 This
is an accepted approach for modeling the effects of
atmospheric optical turbulence on the propagation of
a laser beam to a target with no hard-target reflec-
tion.32 Other numerical approaches that model
Gaussian beam propagation have met with success as
well.33,34 Simulations of the double pass of an opti-
cal wave through a phase screen after reflection from
a mirror have been done to examine enhanced back-
scatter.35 A related speckle modeling approach,
which neglected atmospheric turbulence effects, used
Fresnel propagation to simulate the creation of a
speckle pattern and determine the number of speckle
integrated in a receiver aperture for different target
geometries.36 Another method for modeling speckle,
which did not incorporate beam propagation, utilized
a one-dimensional imaging approach to analyze the
speckle intensity distribution and contrast as a func-
tion of surface roughness and the point spread of the
imaging system.37 An approach to the combined
speckle–turbulence problem, which is conceptually
similar to our turbulence propagation model, has pro-
vided some comparisons of probability density func-
tions of received backscattered intensity with
analytical approximations for point receivers.38

In our model, the phase front of the beam is dis-
torted as it propagates to the target by a series of
phase screens that simulate atmospheric turbulence
effects. To simulate the diffuse hard-target produc-
tion of reflective speckle, a random phase is added to
the electric field phase term of the entire beam at the
target. This distorted phase front then propagates
through the same turbulent path.

In Appendix A, we discuss the approach of Davis39

that uses the Fresnel–Kirchhoff theorem to approxi-
mate the electric field at an observation point in cy-
lindrical coordinates as40,41

E~r̂, z! 5 2
i
l **

A

E~r̂, z!
exp@ik~z2 1 ur̂ 2 r̂u2!1y2#

~z2 1 ur̂ 2 r̂u2!1y2 dA.

(2)

Propagation is in the z direction, r̂ represents the
position vector of the observation point in the x–y
plane, and r̂ is the position vector of the radiating
point in the aperture plane. E~r̂, z! is the electric
field originating in the transmitter aperture of sur-
face area A. After assuming on-axis paraxial prop-
agation along with the Fresnel approximation, we
can write a propagation step symbolically, after some
math, as

E~r̂, z! < IFT$exp~2iplzu f̂ u2!FT@E~r̂, 0!#%, (3)

where FT is the two-dimensional Fourier transform
and IFT is the two-dimensional inverse Fourier
transform. This is an expression for the electric
field at a propagation distance z in terms of the Fou-
rier transform of the electric field at z 5 0 with
exp~2iplzu f̂u2! as the Fresnel propagator in frequency
space f̂.

The form of approximation ~3! lends itself to nu-
merical FT techniques and forms the basis of the
wave optics simulation. We implemented this
Huygens–Fresnel wave optics simulation using an
N 3 N array of complex numbers to represent the
electric field in a plane perpendicular to the propa-
gation axis. The initial electric field, a Gaussian
TEM00 spatial intensity and phase distribution with
the characteristics of our experimental transmitter
beam, is used as the input for the simulation. The
simulation propagates this initial electric field by di-
viding the path from the lidar platform to the target
into equal-sized steps and applying a phase screen to
simulate turbulence at each step. As in approxima-
20 April 2000 y Vol. 39, No. 12 y APPLIED OPTICS 1859



l
d
s

s

t
N
n
d
d

t
t
t

a
v

0
d

1

tion ~3!, the expression for the electric field after a
step over a distance Dz is determined from

E~r̂, Dz! 5 IFT~exp~2iplDzu f̂ u2!FT$E~r̂, 0!exp@iu~r̂!#%!,

(4)

where E~r̂, 0! is the electric field at the beginning of
the step ~z 5 0!. As before, FT is the discrete two-
dimensional Fourier transform, exp~2iplDzu f̂u2! is
the Fresnel propagator in frequency space f̂, l is the
idar wavelength, and IFT is the discrete two-
imensional inverse Fourier transform. The phase
creen u~r̂! is given by31,42

u~r̂! 5 0.0984k0ÎCn
2~ z!Dz ~Ndx!5y6

3 FT@~Înx
2 1 ny

2!211y6Q0~nx, ny!#, (5)

where k0 5 2pyl, Cn
2~z! is the path-dependent index

of refraction structure constant that parameterizes
the level of turbulence,13 Dz is the step propagation
distance, N is the number of pixels along one dimen-
ion of the array, dx 5 =lLyN is the optimized pixel

size for a transmitter-to-hard-target distance of L, nx
and ny denote integer pixel coordinates within the
wo-dimensional array, Q0~nx, ny! represents an N 3

array of complex unit-variance Gaussian random
umbers, and FT again implies a two-dimensional
iscrete Fourier transform. The optimized pixel size
x 5 =lLyN is based on the work of Knepp42 and

Davis,39 which takes into account the Nyquist crite-
rion for sampling at an optimal spatial frequency.
The argument of the FT operation is an array in the
spatial frequency domain produced by one taking a
Gaussian random number distribution and applying
the @~nx

2 1 ny
2!1y2#211y6 factor to impose properties of

he Kolmogorov spectrum, which describes the spa-
ial frequency distribution of index of refraction fluc-
uations in the transverse plane.32 As can be seen in

Eq. ~5!, the strength of the turbulence phase screen
depends on the level of turbulence, the length of the
propagation step, and the wavelength. Figure 2
shows a typical phase screen.

The criteria for selecting the size of a propagation
step Dz are twofold. The assumptions used to ap-
proximate a propagation step by use of approxima-
tion ~3! dictate that the step be within the near field.
Because our laser beam is approximated as a Gauss-
ian TEM00 transverse mode, a step within the Ray-
leigh range is in the near field. The turbulence level
also has an impact on the size of this step because the
phase effects over this step must not be dominated by
amplitude effects that arise from diffraction and in-
terference as the distorted phase front propagates.
Martin and Flatté43 found that for the phase screen
pproach to be valid, the normalized point irradiance
ariance sI#

2, defined below, for a propagation step
must be less than 0.10 of the total normalized point
irradiance variance for the entire propagation dis-
tance L:

sI#
2~Dz! , 0.1s#I

2~L!. (6)
860 APPLIED OPTICS y Vol. 39, No. 12 y 20 April 2000
They also found that this variance must be less than
0.1 for one step:

s#I
2~Dz! , 0.1. (7)

For propagation of a spherical wave, assuming weak
turbulence, the rms noise or scintillation at an on-
axis point detector is44

s #I 5 @exp~4sx
2! 2 1#1y2, (8)

where sI# 5 sIyI# is the normalized standard deviation
of irradiance. This is the square root of the normal-
ized point irradiance variance mentioned above.
The parameter sx

2 is the spherical wave log-
amplitude variance for a point detector. For a hor-
izontal path of length L with uniform turbulence ~i.e.,

Fig. 2. ~a! Phase screen for a 200-m step, turbulence level Cn
2 5

10214 m22y3, and wavelength 10.6 mm. Each pixel in the array
is square and is 0.0046 m wide. Considering the phase for each of
the 512 3 512 ~262,144! pixels, the phase ranges from 21.0671 to
.9490 rad. The mean phase is zero radians with a standard
eviation of 0.3402 rad. ~b! Slice of the phase screen indicated by

the white line in ~a!.
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constant Cn !, the spherical-wave log-amplitude vari-
ance is13

sx
2 5 0.124Cn

2k0
7y6L11y6, (9)

again with k0 5 2pyl.
At the target, the electric field phase is randomized

to simulate reflective speckle with the expression

E~nx, ny!reflected 5 E~nx, ny!target

3 exp@i2p random~nx, ny!#, (10)

where E~nx, ny!reflected is the electric field reflected
from the target, ~nx, ny! again denotes a pixel location
within the transverse two-dimensional array, E~nx,
ny!target is the complex electric field incident on the
arget after propagation through turbulence, and
andom~nx, ny! is a random number between 0 and 1
hosen from a uniform distribution. A uniform dis-
ribution is used because this is a good approximation
or the phase produced by a surface that is rough
ompared to a wavelength of the coherent light on the
arget.45 The reflected electric field then propagates

back to the telescope and receiver with turbulence
effects induced by use of the same phase screens as on
the path out. The same phase screens are used be-
cause the atmosphere is considered frozen during the
transit time of the lidar pulse. At the receiver, the
electric field is used to determine the irradiance with
the relation I~r̂, 2L! } E*~r̂, 2L!E~r̂, 2L!, where E*~r̂,
2L! indicates the complex conjugate of the electric
field at the receiver after propagation through a
round-trip distance 2L. The irradiance is integrated
over the particular receiver area to determine the
return signal. This return signal is analyzed over a
number of atmospheric turbulence and target phase
realizations. These different realizations produce
changes in the received speckle pattern and vary the
return signal from one pulse to the next.

In modeling the round-trip propagation, there are a
number of transverse scales that one must consider.
The simulation must be able to accommodate the
larger scales without allowing energy to be artificially
reflected back into the grid. The initial output beam
width as well as the diffraction-limited beam width at
the target must be small enough in comparison to the
overall simulation grid to minimize any unphysical
reflection. Turbulence-induced beam spreading
must also be contained in the simulation grid. In
general, a beam diameter less than half of the simu-
lation grid width at any point along the propagation
path is sufficient to mitigate the artificial reflection of
beam energy. For the reflection of energy from the
rough target, the paraxial assumption, on which the
numerical model is based, reduces the amount of en-
ergy that propagates to the edges of the simulation
grid.

The numerical simulation must also be capable of
sampling the transverse electric field at a spatial
frequency large enough to provide satisfactory mod-
eling and assessment of the overall propagation ef-
fects. To determine the speckle correlation
diameter, for example, there must be an adequate
number of pixels that make up each speckle. For
small speckle or coarse grids, the sampling would be
unsatisfactory. We never approach this regime for
the lidar geometries modeled in this research. For
example, the smallest number of pixels per speckle
correlation area in this research is ;16. The
turbulence-induced transverse coherence length of
the electric field and the characteristic size of scintil-
lation should also never approach the pixel size.
Large values of path-integrated turbulence effects in
the strong turbulence regime would prove trouble-
some.

3. Simulation Results and Discussion

A. Atmospheric Turbulence Effects

Although in general the ability of the Huygens–
Fresnel approach to simulate the effects of atmo-
spheric optical turbulence is well established,31,32,43,46

this approach has certain limitations that may limit
its usefulness for specific systems. One possible lim-
itation is that the Fourier representation of the phase
screens underestimates the large-amplitude, low-
frequency components of the Kolmogorov spectrum,
which characterizes atmospheric turbulence. Con-
sequently, this may lead to less beam wander than
would be measured experimentally. The Fresnel
approximation, inherent to the method, constrains
the length of the propagation steps as mentioned
above. If an excessive number of propagation steps
are used, it could lead to a disproportionate amount of
computation time. Therefore one goal is to keep the
number of steps as low as possible. In addition, as
mentioned above, the maximum size of the beam on
the target must be limited so that one may avoid
spillover of energy off the grid. We also realize that
small spatial variations are not adequately modeled
by this simulation because of aliasing effects inherent
in FT techniques. It is therefore necessary and in-
structive to verify the application of this method to
specific propagation problems. Here we verify the
validity of the simulation for our geometry by com-
paring results from it with analytical models and
experimental results. Figure 3~a! is an example of
an irradiance pattern from the simulation for a case
of zero turbulence ~Cn

2 5 0!. In Fig. 3~b! we used a
higher level of turbulence ~Cn

2 5 10214 m22y3! that is
at approximately the midrange of the values that we
measured during summer in the Nevada desert.
The effect of turbulence on the beam is readily ap-
parent in the image of Fig. 3~b!.

. Long-Term Beam Spreading
ne effect of turbulence that we observed in our lidar

ystem is that of long-term beam spreading, which is
combination of short-term beam spreading and cen-

roid motion over many pulses. We begin with the
nalytical prediction of such spreading. Ignoring
latform motion, we can express the effective diam-
ter ~1ye2 intensity! of a laser beam propagating
20 April 2000 y Vol. 39, No. 12 y APPLIED OPTICS 1861
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through a turbulent atmosphere as the combination
of two independent effects by47,23

D2 5 8~ad
2 1 at

2!, (11)

where ad
2 and at

2 refer to the contributions that are
due to diffraction and atmospheric turbulence, re-
spectively. The long-term turbulence contribution
is

at 5
lL
pr0

, (12)

here l is the laser wavelength and L is the propa-
gation distance. The transverse coherence length r0
is the distance transverse to the propagation direc-
tion where the average electric field correlation falls
to 1ye of its fully correlated value.48

The transverse coherence length can be expressed
for three cases. For the plane-wave limit it is given
by49

r02plane 5 F1.46k0
2 *

0

L

Cn
2~z!dzG23y5

, (13)

nd for the spherical-wave limit,49

r02spherical 5 F1.46k0
2 *

0

L

Cn
2~z!Sz

LD5y3

dzG23y5

, (14)

where k0 5 2pyl and Cn
2~z! is the index of refraction

structure constant denoting the strength of atmo-
spheric turbulence. For a beam wave or a Gaussian
beam, the expression for transverse coherence length
is13
where Dx is the transmitted beam diameter and fl is
the radius of curvature. The value of r02Gaussian will
all between the extremes of r02plane and r02spherical.

Experimentally, we quantified the transverse laser
beam profile in the target region by scanning the
beam over a narrow vertical pole in our target area
and measuring the return signal at each position in
the scan.23 The beam scan was performed slowly
over a large number of pulses to quantify the long-
term spreading effect. We concurrently measured
the atmospheric turbulence through use of a combi-
nation of scintillometers and point temperature
probes.23,50 The propagation path was horizontal
ver flat, featureless desert terrain with a range of
300 m. The turbulence along this path was as-
umed to be uniform.
In Fig. 4 we present the long-term beam-spreading
862 APPLIED OPTICS y Vol. 39, No. 12 y 20 April 2000
ffects ~which include the effects of short-term beam
preading and centroid motion! observed in several
xperimental profiles. They are compared with
hose observed in the simulation and predicted by
nalytical models for beam propagation in turbu-
ence.23 We calculated the analytical values for

plane-wave, spherical-wave, and beam-wave cases
assuming uniform turbulence over a horizontal prop-
agation path and using Eqs. ~11! and ~12! taking
ystem beam parameters into account.12,14 Trans-

verse coherence lengths for plane wave, spherical
wave and Gaussian beams were calculated with Eqs.
~13!–~15!, respectively.

For the simulation, a total of 100 independent tur-
ulence realizations were summed to generate the
ong-term beam-spreading effect. Columns of pixels
n the resulting pattern were then summed to gener-
te a one-dimensional intensity pattern, mimicking
he scanning of a beam across a pole. A least-
quares curve fit to this profile was used to determine
he Gaussian beam parameter for the simulation.
he simulation used five propagation steps on a
12 3 512 array and was repeated for each turbu-

lence level. The lidar beam was modeled to closely
match the experimental beam with a beam diameter
of 0.207 m and an initial radius of curvature fl of
43 m. This is indicative of a beam that is initially
onverging to a focus in front of the transmitter out-
ut and diverges beyond that point. There is good
greement between the simulation and the analytical
heory that uses the spherical-wave transverse coher-
nce length in Eq. ~12!. This conforms with previous
esearch in Gaussian beam spreading.13,14,16,51

There is also agreement in the trend with increasing
atmospheric optical turbulence evident in the exper-
imental data.

2. Scintillation
A second turbulence effect is scintillation, the tempo-
ral and spatial fluctuation of intensity. Figure 5
shows the comparison between simulation and the
analytical expression of Eq. ~8!. The value of sx

2 for
this beam-wave case, following Miller et al.,52 is given
by

sx
2 5 0.0675Cn

2k0
7y6L11y6, (16)

where the constant 0.0675 is based on an output
beam that is 0.075 m in diameter with a radius of
curvature of 601 m ~initially converging! for the
r02Gaussian 5 r02plane5 S1 2
L
fl
D2

1
4L2

k0
2Dx

4 F1 1
1
3 S Dx

r02plane
D2G

1 2
13
3 SL

fl
D 1

11
3 SL

fl
D2

1
4L2

3k0
2Dx

4 F1 1
1
4 S Dx

r02plane
D2G6

1y2

, (15)
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;200-mrad divergence case. The propagation geom-
etry involves a one-way 2000-m trip to the target
where the scintillation values are obtained. The
simulation consisted of five propagation steps and a
512 3 512 array. For each of the 100 pulses simu-
lated, the turbulence was modeled as uncorrelated
from pulse to pulse. The simulated detector area is
that of one pixel ~0.0064 m 3 0.0064 m! and is as close
to a point detector as the simulation allows. There
is good agreement in the weak turbulence regime.
The simulated values assume uncorrelated rms
noise, and the error bars reflect the fact that 100
pulses were modeled.

Fig. 3. Computer images of a 10.6-mm Gaussian beam intensity
n target. Propagation distance is 7300 m and the diffraction-
imited beam divergence is 0.290 mrad. Axis values are in

eters. The simulation used 10 propagation steps of 730 m each
ith a 512 3 512 array: ~a! with zero turbulence and ~b! a uni-

orm turbulence level of Cn
2 5 10214 m22y3. The modeled beam

ath is horizontal and ;3 m above the ground.
Figure 6 shows a comparison of the off-axis behav-
ior of scintillation as observed in the simulation with
the analytical theory predicted by Miller et al.52 In
both cases the rms noise or sI# increases with radial
distance from the beam center. The simulation val-
ues are indicative of one-pixel detectors ~0.0046 m 3
0.0046 m!. The simulated output lidar beam for this
ase had a diameter of 0.075 m and a radius of cur-
ature of 139 m ~initially converging!. The simula-
ion grid was 512 3 512 and utilized 20 phase screens

Fig. 4. Comparison of experimental and simulation data of the
beam-profiling experiment with analytical theory. Beam profile
measurements of CO2 lidar were for a propagation path of 3300 m.
Measurements were taken by scanning the beam across a pole and
determining the best-fit Gaussian profile. In the simulation, a
total of 100 pulses were summed to obtain the long-term beam-
spreading effect. Columns of pixels in the resulting pattern were
then summed to mimic the effect of scanning a pole, resulting in a
one-dimensional profile. A best-fit Gaussian to this resulting pro-
file was determined to obtain the beam size. Laser 0 and laser 1
are the designations used for the two lasers in our system. The
simulation used five propagation steps and a 512 3 512 array.
The beam divergence was normalized by its diffraction-limited
value. LANL, Los Alamos National Laboratory.

Fig. 5. Scintillation of a 10.6-mm lidar beam for a point ~one pixel!
detector after a 2-km propagation through different levels of opti-
cal turbulence. The error bars are estimated from the 100 sam-
ples in each simulation.
20 April 2000 y Vol. 39, No. 12 y APPLIED OPTICS 1863
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that modeled 100 pulses. Again we see good agree-
ment between our simulation and analytical theory.

3. Transverse Coherence Length
Another turbulence effect is the decrease in spatial
coherence transverse to the propagation direction
which was mentioned above.

Figure 7 is a plot of transverse coherence length r0
obtained from the simulation compared with plane-
wave, spherical-wave, and beam-wave analytical the-
ory of Eqs. ~13!–~15!. The simulated values were
alculated from39

MTFatmosphere 5 expF23.44S r̂
r0
D5y3G , (17)

Fig. 6. Off-axis variation of scintillation as a function of radius
from the center of a 10.6-mm Gaussian beam. The beam had an
ngular divergence of 500 mrad and propagated 1 km through a
urbulence level of Cn

2 5 10213 m22y3. The error bars are esti-
mated from the 100 samples in the simulation.

Fig. 7. Transverse coherence length of a 10.6-mm Gaussian beam
fter a propagation of 1 km for different amounts of optical turbu-
ence. The beam had a 500-mrad angular divergence. Simula-
ion values were obtained from the long-term atmospheric
odulation transfer function and are compared with the analytical

heory for plane wave, spherical wave, and Gaussian beam. The
rror bars are estimated from the resolution of the simulation grid.
864 APPLIED OPTICS y Vol. 39, No. 12 y 20 April 2000
where MTFatmosphere is the long-exposure atmo-
spheric modulation transfer function, r0 5 2.1r0 is
the Fried parameter, and r̂ is the radial distance from
the center of the MTFatmosphere. The half-width at
half-maximum ~HWHM! of the MTFatmosphere pro-
ided us a means of determining r02Gaussian from the

simulation and was described by Davis.39 Simula-
tion values of r02Gaussian exhibit the expected de-
crease in size with increasing turbulence and lie
between the plane-wave and spherical-wave predic-
tions. The simulated lidar beam had an output di-
ameter of 0.075 m and a radius of curvature of 139 m
~initially converging!. A total of 100 pulses were nu-
merically simulated on a 512 3 512 grid with 20
phase screens.

B. Reflective Speckle Effects

Our next step in determining the validity of this type
of simulation for predicting the effects of atmospheric
turbulence and reflective speckle is to establish the
validity of the model in simulating reflective speckle
alone. To accomplish this, we conducted a number
of simulations for zero-turbulence conditions to com-
pare with results from established theory describing
effects of speckle. Figure 8 shows a typical speckle
pattern at the receiver from our simulation for a zero-
turbulence case with reflective speckle.

1. Speckle Correlation Diameter
One statistical property of a speckle pattern is the
average speckle diameter. From the derivation of
Goodman20 and MacKerrow and Schmitt,53 the
peckle correlation diameter can be estimated from
he width of the spatial autocorrelation function of

Fig. 8. Simulated reflective speckle pattern at the receiver for the
case shown in Fig. 3~a! except that the beam divergence has been
hanged to 0.160 mrad. This smaller beam divergence provides
or a better illustration with a larger speckle correlation diameter.
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the intensity distribution in the plane of the receiver
given by

RI~x1, y1; x2, y2! 5 ^I~x1, y1!I*~x2, y2!&, (18)

where the angled brackets indicate an ensemble av-
erage over statistically independent speckle patterns.
The derivation uses the Fresnel approximation with
the Huygens–Fresnel principle, which is completely
analogous to the assumptions used in our model and
assumes fine-surface variations that are unresolv-
able by the lidar telescope. With these assumptions,
after some manipulation, the autocorrelation for the
intensity of a TEM00 Gaussian beam becomes20,53

RI~Dx, Dy! 5 ^I&2S1 1 expH2p2wT
2

l2z2 @~Dx!2 1 ~Dy!2#JD ,

(19)

here Dx [ ~x1 2 x2! and Dy [ ~y1 2 y2! are sepa-
ations within the speckle pattern, wT is the laser

spot size ~radius! on the target, z is the distance from
the TEM00 Gaussian illumination or target plane to
the speckle pattern plane, ^I& is the mean intensity,
and l is the lidar wavelength. Defining the correla-
tion diameter dc as the point where the diameter of
the complex coherence portion ~the exponential term!
of the autocorrelation function, Eq. ~19!, has dropped
to 1ye of its peak value, we obtain53

dc 5
2lL
pwT

, (20)

where l is the wavelength of the lidar pulse, z 5 L is
the propagation distance from the target to the tele-
scope, and wT is the beam spot size ~radius! on the
target.

We determine the speckle correlation diameters in
the simulation by calculating the square of the com-
plex coherence factor, the exponential term of Eq.
~19!. In image processing terms, this is simply the
normalized autocovariance and can be calculated
from the intensity of a single-shot speckle pattern
with fast FT techniques.54 This formulation pro-
vides a speckle correlation diameter equivalent to the
definition of the speckle correlation diameter given in
Eq. ~20!. The normalized autocovariance is defined
as45

CIN
5

^~I1 2 ^I&!~I2 2 ^I&!&
sI

2 . (21)

I1 and I2 denote the intensities at two different
oints, sI

2 represents the variance of the intensity
over the points in the speckle pattern, and the angled
brackets represent an ensemble average over the
speckle pattern. We estimate the correlation diam-
eter from the point where the normalized autocovari-
ance function is 1ye of its peak value. Figure 9 is a
comparison of the correlation diameters produced by
the simulation for a number of different beam diam-
eters at the target for zero turbulence with that pre-
dicted by Eq. ~20!. There is excellent agreement
between the simulation coherence diameters and
those expected from theory.

2. Approximate Gamma Distribution
Although in principle the exact probability distribu-
tion function ~pdf ! for reflective speckle can be calcu-
lated with the Karhunen–Loeve expansion, to our
knowledge the exact probability distribution function
for a Gaussian TEM00 beam on target and a circular
receiver has not been solved.53 The probability den-
sity of return signal intensities are usually estimated
by use of the approximate Gamma distribution de-
veloped by Goodman.20,45 The result of Goodman’s
derivation is the approximate Gamma distribution,
which is the pdf for the integrated intensity of a
speckle pattern I0 as20

pI0
~I0! >

5 1
G~M! SM

^I&D
M

I0
M21 expS2M

I0

^I&D , if I0 . 0

0, otherwise
(22)

he factor M is usually interpreted as the number of
peckle inside the receiver aperture for an average
ulse, ^I& is the mean value for the integrated inten-
ity of the entire speckle pattern, and G is the gamma
unction. Examples of this distribution for different
alues of M are shown in Fig. 10. For a point detec-
or, M 5 1, and relation ~22! simplifies to a negative
xponential. If the receiver aperture area is smaller
han the speckle correlation area, the value of M is
nity. In such a case, the intensity measured at the
perture will be influenced by a single speckle even if

Fig. 9. Comparison of simulated speckle correlation diameter in
zero turbulence with that predicted by theory as a function of beam
diameter on target. A single-pulse simulation was used with five
propagation steps on a 512 3 512 array. The 1ye value of the

ormalized autocovariance rendered the speckle correlation diam-
ter. The simulated value errors bars represent one pixel width
hich is the resolution of the simulation. The analytical values
re given by Eq. ~20!. Propagation range is 1000 m and the lidar

wavelength is 10.6 mm.
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only a small fraction of the speckle is sampled. Val-
ues of M , 1 therefore have no physical meaning.

Goodman also defined a relationship that compares
M with a signal-to-noise ratio.21 His definition is

Ssignal
noise Drms

;
^I0&

sI0

5 ~Mexact!
1y2, (23)

where ^I0& is equal to the true mean of the speckle
pattern and sI0

is the square root of the variance of
integrated intensity. An approximate relationship
is

Ssignal
noise Drms

> M1y2, (24)

which compares the value of M from relation ~22!
ith calculated quantities from the intensity pattern
enerated by the simulation.
For a given lidar beam and receiver geometry, it is

ossible to calculate the value of Mexact based on the
speckle area and the receiver area.20,53 With a
Gaussian TEM00 beam at the target and a circular
receiver aperture, the geometrically calculated
Mexact, Mcirc-Gauss is

Mcirc-Gauss 5
p

16 H*
0

1

dy@y cos21~y! 2 y2Î1 2 y2#

3 expF24SSM

SC
Dy2GJ21

, (25)

where SM is the receiver area and SC is the speckle
orrelation area given by

SC 5 p SdC

2 D2

5
l2z2

pwT
2 . (26)

e can then compare the M found from the Gamma
istribution fits in our simulation to the geometri-
ally calculated Mcirc-Gauss.

Fig. 10. Probability density function for measuring a speckled
lidar return of intensity I, relation ~22!. M is approximately the
number of speckle integrated by the receiver aperture on an aver-
age pulse. For M . 10 this function approaches a Gaussian pdf.
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To compare our simulation to the theory outlined
above, we simulated 1000 speckle pattern realiza-
tions for a number of different beam sizes on target.
We then calculated the measured intensities for a
number of circular receiver apertures of varying ra-
dii.

We fit the simulation intensity data to the approx-
imate Gamma distribution of relation ~22! to deter-
mine if the simulation produced the expected form of
the pdf. When performing histograms of intensity
values, the bin size is important when one is deter-
mining the pdf. The curve fits included our varying
the bin sizes for histogramming intensity data from
the simulation. We sampled the bin sizes such that
the number of bins used varied from ;20 to ;200.
We used the x2 distribution to test the suitability of
our curve fits. The definition of x2 is55

x2 5 (
j51

nbin @h~xj! 2 NtotP~xj!#
2

sj~h!2 . (27)

Here P~xj! is the value of the pdf at a particular bin
ocation and Ntot is the total number of measure-

ments. The product NtotP~xj! is then the predicted
number of measurements of intensity for a certain
bin location and is equivalent to the Gamma distri-
bution function given by relation ~22!. The value

~xj! is the actual number of measured intensities in
each bin and nbin is the total number of bins. The
standard deviation of the mean sj~h! acts as a weight-
ing function and is estimated from the simulation
results by use of Poisson statistics with sj~h! } =Nbin
where Nbin is the number of counts per bin.55 The
reduced value of x2 is

xn
2 5

x2

nf
, (28)

where nf 5 nbin 2 nc and nc are the number of con-
straints. The histogrammed simulation results and
the Gamma distribution were normalized to calculate
xn

2. The probability of observing values of xn
2 equal

to or greater than our calculated value are distrib-
uted according to the x2 distribution. Fits that met
the criteria of being near the center of the x2 distri-
bution ~0.50 6 0.10! were used as acceptable curve
fits resulting in simulated M values or Mfit. Several
representative plots resulting from this method are
shown in Fig. 11. The error bars of the histo-
grammed simulation results are based on the esti-
mated value of sj~h!. The simulation comparison

ith theory shown here looks similar to previous re-
earch by MacKerrow and Schmitt53 comparing their

experiments with theory. Their experiments were
conducted over a short path ~115 m! in which the
effects of atmospheric optical turbulence were small.
We found that the simulation produced intensities
that have the appropriate pdf ’s. The simulation
therefore produced intensity distributions close to
those that we would expect from both theory and
experiment. Table 1 shows some examples of the
parameters described above.
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Table 1. Sample M Parameters for Different Receiver Aperture Sizes
We also compared our Mfit values with those cal-
culated using Eq. ~25! to numerically calculate
Mcirc-Gauss values from the lidar geometry. In Fig.
12 the simulated Mfit values and SMySC ratios are
compared and show agreement to within ;10% of the
Mcirc-Gauss values. This agreement is additional ver-
ification of the simulation regarding speckle for the
particular geometry and receiver sizes of our system.

Another comparison involved our using Mfit and
the measured signal-to-noise ratio from the simula-
tion. Figure 13 shows agreement to within ;5% be-
tween the signal-to-noise ratio values obtained from
theory and simulation when plotted versus the ana-
lytical Mexact and simulated Mfit values, respectively.
Assuming linearly polarized light, we calculated the
Mexact value through Eq. ~23!20:

Mexact 5 Ssignal
noise Drms

2

, (29)

Fig. 12. Comparison of fitted values of M, Mfit versus ratio of the
aperture area to the estimated correlation area from simulation
and theory. The theoretical plots of M, Mcirc-Gauss are those pre-

icted for Gaussian target illumination with a circular receiver
perture. SM is the area of the receiver aperture and SC is the
verage area of a speckle. We simulated 1000 pulses for a trans-
itter to a target distance of 1000 m. Five propagation steps on
512 3 512 array were used. The beam diameter on target ;0.20
. Curve fits were performed to determine the simulated M fac-

or Mfit. The data points represent receiver apertures of different
radii.

fit

Receiver
Radius ~m! Mfit xn

2

x2

Distribution
Value

0.0137 1.17 6 0.07 0.984 0.49
0.0228 1.72 6 0.07 0.968 0.57
0.0455 3.50 6 0.18 1.002 0.46
0.0683 6.27 6 0.29 0.977 0.52
0.0910 10.16 6 0.45 0.908 0.58
0.1138 17.02 6 0.91 1.005 0.47
0.1820 33.40 6 1.69 1.013 0.44
Fig. 11. ~a! Simulated pdf for a receiver of radius ;1.4 cm with
independent speckle realizations and zero turbulence ~Cn

2 5 0!.
The diffraction-limited diameter of the beam on target ;0.20 m
and z 5 1000 m. The inverted triangles represent the distribu-
tion of simulated received intensity for 1000 pulses. The solid
curve represents the best-fit Gamma distribution. This figure
compares favorably with the M 5 1 curve in Fig. 10. The simu-
lation used five propagation steps on a 512 3 512 array. ~b! Same
simulation parameters as ~a! except the receiver radius is ;2.3 cm.
Note the similarity with the M 5 2 curve in Fig. 10. ~c! Same
simulation parameters as ~a! and ~b! except the receiver radius is
;18.2 cm. The transition to a more Gaussian shape is apparent
as with the M 5 10 curve in Fig. 10.
20 April 2000 y Vol. 39, No. 12 y APPLIED OPTICS 1867
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where ~signalynoise!rms is the signal-to-noise ratio of
the simulated intensities I0 measured by the receiver
aperture. It should be emphasized that the value of
Mfit that was determined from the curve fits to the
Gamma distribution of relation ~22! was not exact but
the result of an approximation. Therefore, although
the agreement in Fig. 12 is good, we do not expect a
perfect comparison. Equation ~23! is an exact rela-
tionship defined by Goodman20 whereas relation ~24!
is an approximation based on the approximate
Gamma distribution given in relation ~22!. Our re-
sults for comparison with theory of the simulated Mfit
values shown in Figs. 11–13 show agreement with
both theory and experiment.53 This provides fur-
ther verification that the M values of the fitted inten-
sity distributions are appropriate when compared
with the signal-to-noise ratio obtained from the sim-
ulation.

C. Combined Effects

The simulation provides a means of our examining
the combined effects of atmospheric optical turbu-
lence and reflective speckle for a finite-aperture lidar
system. The results of combined effects of simula-
tions for our lidar system are shown in Fig. 14. For
the case shown in Fig. 14~a!, the simulated lidar
beam had an output radius of curvature of 139 m
~initially converging!. For the case shown in Fig.
14~b!, the output radius of curvature was 601 m ~ini-
tially converging!. In both cases, a total of 100
pulses were numerically simulated on a 512 3 512
grid with five phase screens and an output lidar beam
that was 0.075 m in diameter. The modeled lidar
receiver is annular with an inner diameter of 0.118 m
and an outer diameter of 0.0305 m. Note that there
is a definite increase in rms noise for the larger values
of Cn

2. These results indicate that atmospheric op-
tical turbulence is an additional noise source for a
finite-aperture lidar. This increase in rms noise
qualitatively agrees with earlier observations.23,24

Fig. 13. Comparison of signal-to-noise ratio versus fitted M val-
ues, Mfit, from simulation and theory for the same data as shown
n Fig. 12.
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4. Conclusions

We have used a Huygens–Fresnel wave optics com-
puter simulation to model the effects of atmospheric
turbulence and reflective speckle. In this initial re-
search, we have addressed the ability of our code to
simulate these effects separately. Our approach has
been to compare results for each of these phenomena
with a combination of analytical and experimental
results. The atmospheric optical turbulence effects
produced by our simulation for our lidar geometry
agree well with experimental results and analytical
predictions. The simulation for long-term turbulent
beam spreading showed good agreement with both
experimental data and analytical predictions. Sim-
ulation values for point detector scintillation that is
due to turbulence, both on and off axis, also showed
good agreement with theory. These results indicate
that our simulation accurately predicts the effects of
atmospheric turbulence for our lidar geometry.

Our investigation of the reflective speckle effects
also showed good agreement with analytical and ex-

Fig. 14. ~a! Shown are rms intensity fluctuations for a 0.075-m
diameter, 10.6-mm Gaussian lidar beam scattered from a diffuse
target for two-way propagation along a 1-km propagation path for
different amounts of optical turbulence. The beam had a 500-
mrad divergence. The error bars are estimated from the 100 sam-
ples in each simulation. ~b! Same as ~a! except the propagation
path is 2 km and the angular divergence is 200 mrad.
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perimental results. The simulated speckle correla-
tion diameters were in excellent agreement with
those predicted by theory. The intensity distribu-
tions predicted by our simulation agreed with those
observed in experiment and expected from theory and
resulted in appropriate simulation fitted M values.
Comparison of simulated fitted M values with those
predicted through the geometry of the relative
speckle correlation area and receiver area resulted in
agreement to within ;10%. Comparison of the sim-
ulated signal-to-noise ratio versus the simulated fit-
ted M values compared to within ;5% of theory.
The results indicate that our simulation is valid for
modeling the separate effects of atmospheric optical
turbulence and reflective speckle.

Although each of these two separate phenomena is
now characterized in our simulation, the interdepen-
dence of atmospheric optical turbulence and reflec-
tive speckle, as expressed in the term f ~Tx, Rx, . . .! of

q. ~1!, warrants further study. We have also pre-
ented simulation results, which are qualitatively
onsistent with previous experimental observations,
f an increase in rms noise with increasing turbu-
ence level. We intend to utilize our simulation of
he phenomena involved to conduct further study of
he combined effects of reflective speckle and atmo-
pheric turbulence on the lidar method. This meth-
dology is also applicable to a wide range of lidar
ituations including those involving moving plat-
orms, target albedo variations, wavelength variation
ffects, and nonuniform turbulence conditions as en-
ountered in systems with slant atmospheric paths.

Appendix A: Modeling of Atmospheric Optical
Turbulence

Using the approach of Davis39 with the Fresnel–
Kirchhoff theorem, one can approximate the electric
field at an observation point in cylindrical coordi-
nates as40,41

E~r̂, z! 5 2
i
l **

A

E~r̂, z!
exp@ik~z2 1 ur̂ 2 r̂u2!1y2#

~z2 1 ur̂ 2 r̂u2!1y2 dA.

(A1)

Propagation is in the z direction, r̂ represents the
position vector of the observation point in the x–y
plane, and r̂ is the position vector of the radiating
point in the aperture plane. E~r̂, z! is the electric
field originating in the transmitter aperture of sur-
face area A. It is assumed that the propagation is on
axis and paraxial at distances much greater than the
wavelength of the laser transmitter ~ur̂u ,, z and ur̂u
,, z!. By our approximating the denominator of Eq.
~A1! as ~z2 1 ur̂ 2 r̂u2!1y2 ' z and using the Fresnel
approximation ~ur̂ 2 r̂u ,, z!, Eq. ~A1! becomes

E~r̂, z! < 2
i

lz * E~r̂, 0!

3 expFi2pz
l S1 1 Ur̂ 2 r̂

z U2D1y2Gdr̂. (A2)
Expanding the exponential argument and keeping
the lowest-order terms, we obtain

E~r̂, z! < 2
i

lz
exp Si2pz

l D * E~r̂, 0!

3 expSip
lz

ur̂ 2 r̂u2Ddr̂. (A3)

The aperture field can be expanded by use of the FT
identity

E~r̂, 0! 5 * df̂ exp~2pi f̂r̂! * dr̂9

3 exp~22pif̂r̂9!E~r̂9, 0!. (A4)

Substituting this identity into approximation ~A2!
and dropping the term exp~i2pyl!, which applies to
the entire electric field, we obtain

E~r̂, z! < 2
i

lz * F* df̂ exp~2pif̂r̂!* dr̂9

3 exp~22pif̂r̂9!E~r̂9, 0!GexpSip
lz

ur̂ 2 r̂u2Ddr̂.

(A5)

Making a change of variables ~r̂9 5 r̂ 2 r̂! and rear-
anging, we obtain

E~r̂, z! <
i

lz * df̂ exp~2pif̂r̂!* dr̂9

3 exp~22pif̂r̂9!E~r̂9, 0!

3 F* dr̂9 exp~22pif̂r̂9!expSip
lz

ur̂u2DG . (A6)

he last integral ~in brackets! is the FT of a Gaussian
unction:

* dr̂9 exp~22pif̂r̂9!expSip
lz

ur̂9u2D 5 ilz exp~2iplzu f̂ u2! .

(A7)

Letting r̂9 3 r̂, E~r̂, z! becomes

E~r̂, z! < * df̂ exp~2pif̂r̂!

3 exp~2iplzu f̂ u2! * dr̂E~r̂, 0!exp~22pif̂r̂!.

(A8)

Rewritten symbolically,

E~r̂, z! < IFT$exp~2iplzu f̂ u2!FT@E~r̂, 0!#%, (A9)

where FT is the two-dimensional Fourier transform
and IFT is the two-dimensional inverse Fourier
transform. This is an expression for the electric
20 April 2000 y Vol. 39, No. 12 y APPLIED OPTICS 1869
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field at a propagation distance z in terms of FT of the
electric field at z 5 0 with exp~2iplzu f̂u2! as the
Fresnel propagator in frequency space f̂.
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