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Low-altitude infrared propagation in a coastal zone:

refraction and scattering

Stephen M. Doss-Hammel, Carl R. Zeisse, Amalia E. Barrios, Gerrit de Leeuw,
Marcel Moerman, Arie N. de Jong, Paul A. Frederickson, and Kenneth L. Davidson

Midwave and long-wave infrared propagation were measured in the marine atmosphere close to the
surface of the ocean. Data were collected near San Diego Bay for two weeks in November 1996 over a
15-km horizontal path. The data are interpreted in terms of effects expected from molecules, aerosol
particles, and refraction. Aerosol particles are a dominant influence in this coastal zone. They induce
a diurnal variation in transmission as their character changes with regular changes in wind direction. A
refractive propagation factor calculation is introduced, and it is systematically applied to the model and

to the data analysis.

complete near-sea-surface infrared transmission model.
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OCIS codes:

1. Introduction

Infrared signals propagating along extended horizon-
tal paths near the sea surface are frequently dis-
torted by strong vertical fluxes of momentum and
heat. Along such paths the propagation conditions
are complex. Large aerosol particles, which are
quite efficient at scattering and absorbing infrared
waves, may be found in great quantities close to the
sea surface, providing an important extinction mech-
anism in addition to the extinction from molecules.1-3
Refractive effects (for example, the formation of a
mirage) are frequently encountered along low-
altitude horizontal paths in coastal environments.
We report here on one of a series of experiments
performed during 1996-1997 on Zuniga Shoals just
outside San Diego Bay. We found that infrared
propagation in this region near the coast was strongly
influenced by aerosol particles. Diurnal variations
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It is shown that this refractive propagation factor is a necessary component of a
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in wind direction introduced diurnal changes in
transmission. When the wind came from the sea,
during the day, it brought relatively clean air over the
path, accompanied by high transmission. When the
wind came from the land, during the night, it brought
aerosol particles made up of dust, pollution, and surf
spray over the path, reducing the transmission.

In this paper the equation for the infrared signal o
is written as

o= ’Tm’TpFZ = 1F?, (1)

where 7,, and 7, represent the transmission that is
due to extinction by absorption and scattering by mol-
ecules and aerosol particles, respectively. Their
product is denoted by T and simply called the trans-
mission. The refractive propagation factor F' (a term
borrowed from radio wave propagation theory) rep-
resents refractive effects. The refractive propaga-
tion factor is defined to be the ratio of the electric field
received under prevailing refractive conditions to the
electric field that would have been received in free
space.* The signal is normalized to one at its free-
space value.

There are two basic results presented in this anal-
ysis. First, aerosol effects and in particular the di-
urnal variation in aerosol have a strong influence on
infrared propagation. Second, the propagation fac-
tor F' is also an important determinant of signal in-
tensity. The primary determinant of this factor is
the air-sea temperature difference.
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Fig. 1. Overhead view of Zuniga Shoals just outside San Diego
Bay showing two low-altitude paths used to measure infrared

propagation during November 1996. The short path was 7 km
long and the long path was 15 km long.

2. Experiment

The experiment ran for several weeks during Novem-
ber of 1996. It was part of the experimental series®
called Electro-Optical Propagation Assessment in
Coastal Environments (EOPACE). Transmission,
aerosol, and meteorological measuring systems were
set up across the ocean at Zuniga Shoals just outside
San Diego Bay. We report here on those data ob-
tained between 6 November (day 311 of that year)
and 21 November (day 326) when all systems were
operating simultaneously.¢ This particular experi-
ment in the EOPACE series was chosen for a detailed
analysis because of its unusual weather: For the
first week there was a strong Santa Ana condition
during which hot dry air was blown across the sea; for
the second week the normal weather pattern for this
region was reestablished and cool sea air from the
northwest flowed across the shoals.

Figure 1 shows an overhead view of the experimen-
tal area. There were two infrared propagation
paths. The longer 15-km path began with a source
mounted outside the surf zone on a pier in Imperial
Beach, California, and ended with a receiver at the
Naval Submarine Base, Pt. Loma. The shorter
7-km path began with a transmitter on the beach of
the Naval Amphibious Base, Coronado, and also
ended with a receiver at the Naval Submarine Base,
Pt. Loma. The paths were nominally horizontal and
close to the surface of the ocean; they were so close
that the tide, whose amplitude is approximately 1 m
in this locale, substantially altered the path altitude
throughout the day. The propagation paths neces-
sarily included small (less than 100 m) segments over
land. The paths also passed over a jetty and approx-
imately 100 m of sheltered water at the entrance to

San Diego Harbor. Navy ships and small boats sail-
ing in and out of the harbor often blocked these paths
causing the signal to drop momentarily to zero.

Continuous meteorological measurements were ob-
tained from buoys anchored near the middle of each
path. A buoy measuring meteorological fluxes (the
flux buoy) was anchored near the middle of the long
path. Another buoy measuring mean meteorologi-
cal parameters (the mean buoy) was anchored near
the middle of the short path. Aerosol particle size
distributions were measured continuously on the pier
at Imperial Beach. The aerosol counter at Imperial
Beach was close to the infrared transmitter and over
the ocean beyond the surfline so that, when the wind
came from the land, air containing continental aero-
sol particles and surf spray entered the counter. Ra-
don radioactivity” was measured continuously at the
Naval Submarine Base.

The aerosol measurements at Imperial Beach were
crucial for the analysis of these propagation data.
The aerosol counters suffered a 28-h power failure
between days 319.74 and 320.91. No data from this
time period are included in our analysis.

A. Transmission Equipment

TNO Physics and Electronic Laboratory (TNO-FEL)
operated the transmissometer on the long path. The
transmitter contained a blackbody whose aperture
was located in the focal plane of a Newtonian tele-
scope. The receiver contained an identical telescope
with a discrete (nonimaging) detector in its focal
plane. The blackbody radiance was chopped with a
blade, and a reference signal from the blade was
transmitted by radio to a synchronous detector (also
called a lock-in detector) at the receiver. Optical
filters mounted in front of each detector determined
the spectral bands. These filters plus the rather
gradual spectral dependencies of source radiance and
detector response determined the overall spectral re-
sponsivities shown in Figs. 2 and 3.

The transmissometer was absolutely calibrateds®
by a careful series of laboratory and field measure-
ments. During the field calibration measurements
the complete chain of detector (Graseby), filter, optics
of receiver and transmitter, source plus modulator,
reference signal, preamplifier, lock-in amplifier
(EG&G), and data-acquisition board (a LabMaster
PCL 860) were used over a test range of 800 m (*+ 1
m) in well-defined, stable (cloudy) weather condi-
tions. For these conditions the MODTRAN propagation
model was run, and the measured signal level was set
to the predictions from the model. During the lab-
oratory measurements, the individual components
were tested: The detector responsivity was checked
with a standard 900 K source, the spectral transmis-
sion of the filters was measured, as was the trans-
mission of the optics of the receiver and the
transmitter. The optical blur circle was determined
to be 1 mrad. Also, the radiance of the source was
measured, and the homogeneity of the responsivity
over the detector sensitive area was checked. Fi-
nally, the detector position relative to the optical fo-
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SYSTEM RESPONSIVITY or TRANSMISSION
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Fig. 2. System responsivity (curve r) in the midwave band for the
long-path transmissometer. The curve was normalized to unity
at its maximum. This curve is the product of the spectral radi-
ance of the source, the spectral transmission of the filter, and the
spectral responsivity of the detector. The shaded area represents
the transmission of an aerosol-free atmosphere calculated by MODT-
RAN 3.5 for a temperature of 20°C, an absolute humidity of 10 g
m~ 3, and a range of 15 km.

cus was checked, and the alignment telescopes were
boresighted with the optical axis of the primary mea-
surement optics. These procedures were carried out
before and after each trial to investigate possible re-
duction in transmission of the optical chain because
of weather influences.

The midwave and long-wave detectors were alter-
nately placed in the focal plane of the receiver pri-
mary to record data from each of these bands with a
single receiving telescope. Each detector remained
in the receiver for several hours at a time, which
consequently produced the data toggle between the
bands; there is no occasion when data from both
bands are simultaneously available. The most im-
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Fig. 3. Same as Fig. 2 but for the long-wave band.
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Table 1. Transmissometer Characteristics®

Quantity Value Units
Primary mirrors
Focal length 0.4 m
Diameter 0.2 m
F-number F/2 —
Transmitter
Blackbody temperature 1100 K
Field of view (full angle) 6.25 mrad
Chopping frequency 820 Hz
Altitude above mean sea level 9.0 m
Receiver
Detector
Size (square) 2 mm
Midwave material InSb —
Midwave detectivity 3 x 10" cm Hz Y2 W!
Long-wave material HgCdTe —
Long-wave detectivity 47 x 10 cecmHz V2W!

Filter half-power wavelengths

Midwave 3.60—4.04 pm
Long wave 7.82-12.05 pm
Field of view (full angle) 5 mrad
Altitude above mean sea level 5.4 m
Path
Range 15006 m
Bearing® 141.1 ° true
Altitude above mean sea level 2.8 m
Noise to Free-Space Signal Ra-
tio
Equivalent noise bandwidth 0.05 Hz
Midwave <0.67 %
Long wave <0.17 %
Accuracy +20 %

“The path altitude is the midpath value for free space (straight
rays and a curved Earth).
5T, transmitter; R,, direction of transmitter from receiver.

portant parameters of the long-path instrument are
listed in Table 1.

The Space and Naval Warfare Systems Center op-
erated another transmissometer on the short path.
Unfortunately, the short-path receivers (one for each
band) had a field of view (0.8-mrad full angle) that
was too small for coastal operation. If the optical
spot were initially centered on the detector in these
receivers, any angular change greater than 0.4 mrad
was sufficient to move the spot off of the detector. A
relatively large change in air temperature (approxi-
mately 4—-5°C) would be required to produce this an-
gular change when the air is cooler than the sea, as it
is a majority of the time!? out in the ocean well away
from the coast. But a change of only 1°C would be
required when the air is warmer than the sea and
there is little wind.'! During the first part of our
experiment, Santa Ana conditions advected hot air
from the land out over the water, and the air tem-
perature often increased during the day to become as
much as 10°C warmer than the sea temperature.
Under these conditions refractive wander of the spot
required frequent optical realignment during the day
and left numerous gaps in the data during the night
when the equipment was unattended. After analy-



Table 2. Buoy Meteorology Instruments and their Mounting Heights

Table 4. Geographical Coordinates of Platforms Used in the November

(m) 1996 Field Experiment at Zuniga Shoals
Instrument Measurement Flux Buoy North Latitude 32° West Longitude 117°
RM Young Mean wind speed and direction 3.80 Platform Minutes Seconds Minutes Seconds
Rotronics Air temperature, relative humidity 3.86 -
Thermistor Sea temperature -1.17 Tran§m1tter 34 46.2 8 5.7
Barometer Atmospheric pressure 0.22 Receiver 41 4 14 7.4
TCM compass Buoy magnetic heading 0.25 Flux buoy 37 40 11 0

sis, the short-path data were found to contain the
same trends as the long-path data except that refrac-
tive effects were almost completely absent from the
data because of the small field of view of the instru-
ment. Consequently, no further mention will be
made of the short-path transmission data in this pa-
per.

B. Meteorological Buoy

A meteorological flux buoy (anchored near the middle
of the long path) was deployed during this experi-
ment. This buoy has flux and motion sensors in ad-
dition to sensors to measure mean meteorological
parameters and sea surface temperature. Table 2
gives the type of each instrument and the height at
which it was mounted on the buoy. Table 3 shows
the mean value, standard deviation, and extreme val-
ues for observations made at the flux buoy. The
coordinates of the buoy and the long-path transmitter
and receiver are given in Table 4.

C. Aerosol Equipment

At the end of the long path, aerosol particle
counters!? were installed on the deck of the lifeguard
station on Imperial Beach Pier. They were mounted
9 m above mean sea level. These instruments
counted particles whose diameters ranged from 0.2 to
47 pm. We reiterate that the particle counters on
the pier were on the ocean side of the surf zone.
When the wind blew from the ocean to the land,
particle sizes were characteristic of the open ocean.
When the wind blew from the land to the ocean,
particle sizes were characteristic of surf spray and
continental sources together. The influence of the
surf was determined in separate experiments that
simultaneously employed two or more aerosol
counters, one on land and another at sea. These
measurements!3-15 showed that surf could locally in-
crease the aerosol concentration by 1-2 orders of
magnitude. We employed only one aerosol counter
at sea with the result that we were incapable of sep-

arating these two components. However, we do dis-
tinguish between the two aerosol types, and the
procedure used to separate the types, and assign ap-
propriate refractive indices, is described in subsec-
tion 5.C.

3. Meteorological Synopsis

Figure 4 shows meteorological data obtained at the
flux buoy during the experiment. The meteorologi-
cal conditions in the Zuniga Shoals area during the
experiment consisted of three regimes:

1. During days 311-318 high pressure to the
northeast brought continental air into the area, and a
weak large-scale pressure gradient forcing allowed a
strong diurnal land-sea breeze to dominate Zuniga
Shoals. The presence of a continental-influenced air
mass led to large temperature and humidity varia-
tions over Zuniga Shoals as the wind shifted from
onshore during the day to offshore at night.

2. During days 319-321 a passing low-pressure
system to the north strengthened the large-scale
pressure gradient in the region, leading to more per-
sistent winds. The tail end of a cold front passed
Zuniga Shoals on day 320 (during the power outage
at Imperial Beach). The stronger large-scale forcing
was dominant over the local land—sea breeze circula-
tion, and the temperature and humidity variations
over Zuniga Shoals were small during this period.

3. During days 322-326 a high-pressure center to
the southwest brought maritime-influenced air to the
region, and a weakened pressure gradient allowed
the diurnal land—sea breeze to return. However, the
presence of a marine air mass led to smaller varia-
tions in temperature and humidity over Zuniga
Shoals than during days 311-318, and conditions
were generally more cool and moist.

The different nature of the first and last regimes
can be most clearly seen in Fig. 4(i) showing the
air-sea temperature difference as a function of time.

Table 3. Statistics for Meteorological Measurements (1994 Observations) Made at the Flux Buoy at the Long-Path Midpoint

Variable Toie Tsea Toir = Teea U P Q W, W,

Unit °C °C °C % hPa gm? ms?! deg

w (mean value) 17.0 16.7 0.30 70.4 1016.4 10.5 2.94 195

o (standard deviation) 2.4 0.3 2.37 16.3 3.2 2.0 1.55 110

Minimum value 12.2 16.1 —4.5 12 1008 2.9 0.00 0

Maximum value 28.0 17.6 11.2 99 1023 15.1 7.1 360
20 June 2002 / Vol. 41, No. 18 / APPLIED OPTICS 3709
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Fig. 4. Meteorological data, observed signal, and calculated transmission for the entire experimental period. No data were included, nor

calculations made, for day 320 because of a failure of the aerosol particle counters during that interval.

The upper two panels show

meteorological data recorded at the flux buoy. The bottom two panels show how the measured signal (black curve) compares with the
transmission calculated for clear air (blue curve) and for air containing aerosol particles (red curve).

No precipitation was observed at the North Island
Naval Air Station (located on Coronado just to the
north of the short propagation path) during the entire
experiment, except for light and short-lived drizzle at
320.04 and rain at 324.71. Fog, mist, and haze were
observed at North Island intermittently from the lat-
ter half of day 317-319 and on day 324.

4. Data Example

Three days of typical meteorological and propagation
data are shown in Figs. 5 and 6, respectively. The

3710 APPLIED OPTICS / Vol. 41, No. 18 / 20 June 2002

first two days, 316 and 317, were during the first
regime that included the Santa Ana with strong di-
urnal variations under the influence of the large pres-
sure gradient. A transition to the second synoptic
regime began on day 318. The propagation data are
for the midwave band. The shaded regions in each
panel represent local nighttime. The upper panel in
Fig. 5 shows a diurnal variation in the wind direction
that is most evident on days 316 and 317. During
the day the wind came from the direction 270°, from
the west and the sea. During the night (except for
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Fig. 5. Three days of meteorological data measured at the flux
buoy at the center of the long propagation path. Q is the absolute
humidity and T, — T, is the air—sea temperature difference
(ASTD). The light and shaded bands indicate local day and night,
respectively. (Each shaded band begins at local sunset and ends
at local sunrise.) The upper panel shows how the wind tended to
come from the land during the night and from the sea during the
day. The middle panel shows a period of constant (99%) relative
humidity from 318.3 to 318.5 when there was fog. The three
dashed vertical lines in the upper panel show when the aerosol
data in Figs. 8 and 9 were measured.

the night of day 318) the wind came from the direc-
tion 60°, from the northeast and the land. The tran-
sition between these two directions could be abrupt
(as it was at 316.7) or gradual (as it was between
317.6 and 317.8). Transitions were accompanied by
low wind speeds (see, for example, the period between
317.1 and 317.2); then the winds were light and vari-
able.

During the last part of the third night, between
318.3 and 318.6, the relative humidity reached a high
value (the data record shows a value of 99%) and
remained constant. Fog was visually observed at
North Island Naval Air Station during this period.
The bottom panel in Fig. 5 shows how the absolute
humidity fell with air temperature throughout the
night while the relative humidity stayed constant.
(Only the air-sea temperature difference is shown in
this panel. However, the sea temperature remained
relatively constant throughout the experiment at
16.7 *+ 0.3°C according to Table 3.)

Figure 6 shows, by the curve in the upper panel,
the aerosol extinction at 4.0 pm derived from ob-
served particle size distributions by calculations de-
scribed in Section 5. The dots in this panel show the
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Fig. 6. Transmission and signal data in the midwave band for the
three days shown in Fig. 5. Upper panel: curve, extinction at 4.0
pm calculated from aerosol number distributions measured at the
Imperial Beach Pier; dots, extinction at 4.0 pwm predicted by the
Navy Aerosol Model (NAM). Middle panel: curve, aerosol trans-
mission corresponding to the curve in the upper panel; dots, mo-
lecular transmission calculated by MODTRAN for the responsivity
given by the solid curve in Fig 2. Bottom panel: dots, product of
the two transmission values shown in the middle panel; curve,
measured signal. The dashed vertical lines have the same mean-
ing as in Fig. 5. A signal of 1.0 corresponds to the free-space
signal.

SIGNAL

aerosol extinction derived from the Navy Aerosol
Model. During the day (unshaded regions) the wind
came from the sea, and there was good agreement
between the model and the field data. During the
night (shaded regions) the wind came from the land,
and there was poor agreement between them.

The middle panel in Fig. 6 shows the aerosol
transmission calculated with Beer’s law from the
extinction in the upper panel and the molecular
transmission calculated by MODTRAN by use of the re-
sponsivity given by the solid curve in Fig. 2. A range
of 15 km was used for each of these calculations.
The molecular transmission can be seen to remain
relatively constant because it is not sensitive to
changes in humidity in the midwave band. How-
ever, the aerosol transmission shows a strong diurnal
variation. The aerosol transmission drops to zero
during the fog.

The lower panel in Fig. 6 shows how the measured
data (curve) compare with the calculated transmis-
sion (dots). Although the signal measurements do
not show as much diurnal variation as we would

20 June 2002 / Vol. 41, No. 18 / APPLIED OPTICS 3711



expect from the aerosol contribution to the transmis-
sion, there is modest agreement (to within approxi-
mately a factor of 2) between the observed signal and
the computed transmission. At 318.85 the mea-
sured signal exceeds the free-space value.

5. Transmission Analysis

The fundamental assumption for the analysis was
that the entire experimental region was horizontally
homogeneous. Molecular (clear-air) transmission
was derived from MODTRAN16:17 calculations based on
the data obtained at the midpath (flux) buoy. Mie
theory!® and Beer’s law were used to derive the aero-
sol transmission from particle size distributions ob-
tained at the Imperial Beach Pier. Data from the
flux buoy were also used to derive vertical refractivity
gradients from which the refractive propagation fac-
tor was calculated. Finally the product of these
three calculations was compared with the signal mea-
surement.

All data were averaged over 10-min intervals.
The various computers recording these data were
synchronized only to within several minutes; data
whose intervals overlapped one another were as-
sumed to be simultaneous and received the same
time stamp.

A. Horizontal Homogeneity

Of course the assumption of homogeneity is untrue.
There were variations in relative humidity along the
path, and these variations altered the particle size
distributions and thus the extinction coefficients.
However, for relative humidity lower than approxi-
mately 90%, a relatively small humidity variation
will not drastically alter the extinction coefficient.
Another substantial effect is the vertical dispersion of
the particles produced by the surf. At Imperial
Beach the particle size distributions were measured
close to the surf where the particles are more concen-
trated than they are at larger fetches out along the
actual transmission paths. A transport model?
would be required to account for the decrease of par-
ticle concentration with fetch, but the application of
such a model is outside the scope of the present anal-
ysis. Furthermore, the surf itself is an inhomoge-
neous source that fluctuates on short time scales and
varies spatially along the coast. The aerosol aver-
aging time of 10 min reduces the temporal fluctua-
tions to some extent.

For the meteorological parameters, similar consid-
erations and reservations apply, although the physics
is not as complicated as for the aerosols. The nearby
land produces gradients in temperature, humidity,
and wind speed, especially in offshore winds. In-
deed, we did observe strong gradients in point mea-
surements of air temperature at the beginning,
middle, and end of the path. For example, during
the Santa Ana, temperatures at the path endpoints
differed by 7°C. The wind direction can vary appre-
ciably in this topographically complicated locale over
and above the sea breeze effect. Furthermore, mea-

3712 APPLIED OPTICS / Vol. 41, No. 18 / 20 June 2002

surements made from a small boat indicated water
temperature fluctuations of up to 3°C along the path.
Spatial inhomogeneities are inherent in a coastal
environment. Large differences along the paths
have been observed, and at this point we do not know
of any way to account for them in detail. The results
show that the infrared signal is reasonably well ex-
plained when we account for the effects of aerosol
particles, molecules, and refraction derived from
measurements made at a single point.

B. Molecular Analysis

Molecular transmission was calculated with version
3.5 of MODTRAN.16:17  Inputs to the calculation were
observations of pressure, air temperature, and rela-
tive humidity at the flux buoy. The calculation was
performed for a horizontal path. Aerosol particles
were not introduced; it was a clear-air calculation.
We chose a model atmosphere containing concentra-
tions of ozone, methane, nitrogen dioxide, and carbon
monoxide corresponding to the mid-latitude winter
default atmosphere in MoDTRAN.  All other gases cor-
responded to the 1976 U.S. Standard Atmosphere
default atmosphere.

We introduced the instrument responsivities r(\)
shown for each band in Figs. 2 and 3 by using a shell
that operated on the standard mopTRAN output file.
The output file contained the spectral molecular
transmission values 7, (\, L). The shell, which also
contained the spectral radiance of the source N(\),
performed the integration

J. N7, (N, L)r(N)dh
T = 2)
.[ N(\)r(N)da

to provide a band-averaged molecular transmission
T,,, for each band.

Figure 7 shows the clear-air transmission calcu-
lated by MoDTRAN for our instrument. The primary
dependence is on absolute humidity. There is a sec-
ondary dependence on air temperature, and there is
a small dependence (not shown in Fig. 7) on pressure.
Figure 7 shows that extinction by water vapor is
smaller in the midwave band than in the long-wave
band. For an absolute humidity corresponding to
the mean *1 standard deviation (as observed at the
flux buoy), the molecular transmission is 0.12 = 0.07
in the long-wave band and 0.55 = 0.035 in the mid-
wave band.

It is difficult to assign an absolute accuracy to this
calculation. Even if MODTRAN were an accurate
model of the transmission of well-controlled gaseous
samples, it would certainly be a less accurate model of
the transmission of an uncontrolled atmosphere such
as that above Zuniga Shoals. In the phenomenon of
radar ducting it has been shown2° that radar propa-
gation models are quite accurate provided that the
atmospheric conditions determining the duct are ac-
curately known. In a real atmosphere, however,
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Data for a temperature of 10°C are shown by triangles, data for a
temperature of 20°C are shown by circles, and data for a temper-
ature of 30°C are shown by squares. (No temperature depen-
dence is shown for the midwave band because all three curves
would closely overlap the one shown for 20°C.) Ranges of absolute
humidity observed at the flux buoy during the experiment are
indicated just above the x axis: The vertical tick is at the mean,
the solid curve spans the mean * 1 standard deviation, and the
dashed line spans the minimum to maximum.

-0.1

such knowledge is usually impossible. We assume
that our situation is similar and that our largest error
is determined by our inability to accurately specify
the atmospheric conditions.

C. Aerosol Analysis

The settings appropriate to each particle counter
were used to convert raw counts to a numerical size
distribution dN/dD (cm 3 pm™!), where dN is the
number of particles per cubic centimeter, having a
diameter between D and D + dD. Three such mea-
sured size distributions are shown in Fig. 8. They
were recorded at 2-h intervals when the wind direc-
tion changed from 60° and 270°, coming initially from
the land (circles) and finally from the sea (triangles).
In the diameter range of several micrometers, the
number of particles per cubic centimeter drops by
roughly an order of magnitude as the wind changes
direction from offshore to onshore. This is contrary
to the expectation if these particles are assumed to be
sea spray particles with a sole source over the sea.
However, a dominant local source for sea spray aero-
sol is the surf zone where such amounts of sea spray
aerosol are produced that locally the concentrations
are enhanced by 1-2 orders of magnitude. In this
case an offshore wind advects aerosol from a local
source located at the land—sea transition, through the
aerosol sampling point and the entire transmission
path.

o~ 10 E o T T T T3
13 [+ ]
o 103 F e E
E . E
E " t:++:. ]
g 10 2, 3
R4 - at oy -
= 1 L ate |
T 10 F A1+! ®e 3
=z - ‘ : o ]
e] L L%
= 100 £ ey H*‘ﬁw“‘. 3
8 I A‘ S +b‘:~" 1
o 101 E_ ‘A.+: dul ﬂ-ﬂ’.. 3
15 r A+ i‘ ]
p-Le A o0 A +
8 102F . E
x c A0 3
B o8k Sre
s 10 = “o++“++ E
F . 3
) [ . ]
Z 4 L] R Bl
10.1 3 5 6100 3 5 6101 3 56102

DIAMETER D (um)

Fig. 8. Aerosol number distributions measured at the Imperial
Beach Pier for three different times during day 317 (12 November
1996). The circles are for 1400 UT, the plus signs are for 1600 UT,
and the triangles are for 1800 UT. The vertical dashed lines in
Figs. 5 and 6 also indicate these three times. Beyond approxi-
mately 30 pm the data become quite noisy because of the poor
counting statistics: Over a 10-min period the counter may cap-
ture only one or two particles of such large diameter.

Curves were fit to the raw data before further anal-
ysis. Polynomials of degree 2 (a Junge distribution)
and 5 were used for the fit. For each 10-min mea-
surement the data themselves were replaced by the
fifth-order polynomial within the range of diameters
actually obtained during that measurement. Out-
side that range the data were extrapolated to a di-
ameter of 0.01 wm with a log-normal distribution and
to a diameter of 32 pum with the Junge distribution.

The rationale for this extrapolation is as follows.
Particles smaller than the minimum measured diam-
eter of 0.2 pm usually do not contribute to the infra-
red extinction unless many of those small particles
are present. At the other end of the size range, how-
ever, particles make a significant contribution to the
infrared extinction. For example, measurements2?
made with Rotorod impaction devices with good
counting statistics (resulting from a large sample vol-
ume) indicate that the inclusion of large particles in
the Mie calculation makes a significant difference in
the derived optical properties. This was found to be
especially true in high winds that produce many
large sea spray particles. However, large particles
are normally found in small amounts. Therefore,
with the aerosol counters used during the EOPACE
experiment, it may take an impractically long time to
obtain reasonable statistics for these large particles.
By extrapolating to a diameter of 32 um, we are able
to take into account the influential large particles
while maintaining a reasonable integration time dur-
ing the measurement.

The role played in the extrapolation by the mini-
mum and maximum particle sizes has been studied.22
The choice of 32 um as an upper limit is reasonable
and has been adopted as a standard procedure by
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TNO-FEL. Particles larger than this are rarely
counted with the equipment used in the current ex-
periments in spite of the instrumental upper limit of
47 pm mentioned above.

To summarize, optical parameters were calculated
with Mie theory!® from curves that were fit to the
measured size distributions. The calculation al-
ways spanned the same diameter interval, namely,
(D4, Dy) = (0.01, 32) wm. This had the further ad-
vantage of minimizing errors that were due to incom-
plete sampling caused, for example, by rejection of a
count when a statistically insufficient number of par-
ticles was obtained in a given size interval.

We calculated the particle extinction 8, (Mm 1) at
an optical wavelength \ (wm) by integrating the prod-
uct of the particle concentration and the Mie effi-
ciency factor for extinction over all particle sizes:

BP()\) = JADZ aQext(Dy )\7 ﬁ’) % dD' (3)

Dy

The dimensionless Mie efficiency factor is defined
as

A
Qext(Da )\5 ﬁ) =. (4)
a

Here A (pm?) is the optical crosssection of a single
particle for extinction as given by Mie theory, 7 is the
complex refractive index of that particle, and

D? (5)

is the physical cross-sectional area (um?) of the par-
ticle.

A refractive index must be supplied to calculate the
Mie efficiency factor. In providing this index, we
assumed the measured size distribution to consist of
a mixture of dry continental particles with one in-
dex23 and sea spray particles with another index.
The index for sea spray was composed by means of
interpolating with respect to relative humidity be-
tween the index for dry sea salt?4 and the index for
water.2> Measured distributions were separated
into the two particle types and a separate version of
Eq. (3) with the appropriate index used for each type.
The separation was carried out as follows.26 Parti-
cles smaller than 0.4 pm in diameter were assumed
to be entirely continental in origin, and particles
larger than 0.4 pm in diameter were assumed to be a
mixture of both types. Furthermore, on the basis of
frequent observations that the size distribution of
continental aerosols in the relevant size range can be
approximately described by a power-law distribution
(Junge, 1952), the contribution of the continental par-
ticles to the total measured concentrations of parti-
cles larger than 0.4 pm was determined from
extrapolation of a power-law distribution fitted to the
measured concentrations of particles smaller than
0.4 pm. The amplitude of this power-law distribu-
tion is determined by the concentrations of the small-
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Fig. 9. Symbols show the data of Fig. 8 presented as an area

distribution (left ordinate). The curves show Mie efficiency fac-
tors for extinction (right ordinate). Solid curve, Mie factor at a
wavelength of 4.0 wm for an aerosol particle with a complex re-
fractive index of (1.448) — i(0.002194). Dashed curve, Mie factor
at a wavelength of 10.6 pm for an aerosol particle with a complex
refractive index of (1.444) — i(0.0716). The extinction coefficient
for each wavelength is proportional to the area under the product
of a Mie efficiency factor for that wavelength and a particle area
distribution.

est particles, and the slope was determined by a fit to
the variation of these concentrations with the particle
diameter. Subtraction of the concentrations of the
continental particles from the total measured concen-
trations yielded the concentrations of the sea spray
particles with diameters between 0.4 and 32 pm.

To convert extinction to transmission at range L
(Mm), Beer’s law was used:

7, = exp[—B,(\) L]. (6)

The optical wavelengths chosen for the midwave and
long-wave bands were 4.0 and 10.6 pm, respectively.

The integration stipulated by Eq. (3) is easier to
visualize if the number distribution in Eq. (3) is con-
verted to a distribution of area A = Na:

B,(\) = f " 0D\, ) dlnD. (7)

Dy

dlnD

In Eq. (7) dA (um? cm ™ 3) is the total physical cross-
sectional area, per unit volume, of particles having a
diameter between D and D + dD. If total areas are
distributed with respect to In D instead of D and then
plotted with respect to In D, equal areas in the re-
sultant plot will represent equal physical cross-
sectional areas per unit volume in the sample.
Figure 9 shows the data of Fiig. 8 replotted in terms of
area distributions. Also shown in Fig. 9 are the Mie
efficiency factors for the midwave and long-wave
bands. The area under the product of one of the
efficiency curves with one of the area distributions
yields aerosol extinction. With the aid of Fig. 9 it is
easy to see how, in this particular example, the wind



Table 5. Error Estimates for the Analysis®

Parameter Uncertainty Predictor Midwave Error Long-Wave Error
Q +1.7gm? T +0.03 at 0.55 +0.05 at 0.14
By + factor of 2 T, +0.26 to —0.39 at 0.58 +0.19 to —0.36 at 0.69
Toiv Toea +1.2°C, +0.6°C F? +0.37 to —0.08 at 0.98
— — o +0.60 to —0.68 at 0.31 +0.59 to —0.64 at 0.09

“Uncertainties in the parameters shown in the first column lead to the errors in the last two columns for the predictor.

The errors are

evaluated at the mean value of the predictor. The last row gives the root sum square of the errors in the first three rows.

direction strongly influences the aerosol extinction in
each of the infrared bands.

In our opinion, the largest error in the aerosol anal-
ysis is the inaccuracy of the particle counters them-
selves. In an experiment2? at San Nicolas Island, 11
particle counters similar to the ones used here were
operated for 11 days along with a variety of other
instruments (such as transmissometers and visio-
ceilometers) that measure optical extinction that is
due to aerosol particles. The particle concentration
at any given diameter was observed to differ by up to
an order of magnitude among these 11 instruments.
However, differences in concentration are smoothed
during the integration described by Eq. (3), and the
extinction derived from the 11 instruments “agreed
within a factor of two to three”2? with the other mea-
surement methods. Assuming a factor of 2 and
translating from extinction to transmission with
Beer’s law [Eq. (6)], this means that

sz =T1,= \/E. (8)

Taking the mean value of 7, (0.69 in the long
wave and 0.58 in the midwave) in these limits, we
arrive at the error estimates shown in the second line
of Table 5.

6. Transmission Results

The results of the transmission calculation are shown
in Fig. 4. Important observations from Fig. 4 are as
follows:

1. The molecular transmission (blue curve) in the
midwave band [panel (iv)] is more constant than it is
in the long-wave band [blue curve in panel (iii)].
This result has been discussed previously in connec-
tion with Fig. 7.

2. The blue curves in panels (iii) and (iv) consis-
tently show the opposite trend to the time series
shown in panel (ii): Molecular transmission is pri-
marily a decreasing monotonic function of absolute
humidity.

3. The red curves in panels (iii) and (iv) are usu-
ally closer to the black curves than are the blue
curves, confirming the expectation that a calculation
based on extinction by particles and molecules is a
better estimator of the observations than a calcula-
tion based on molecular extinction alone.

4. The black curve in panel (iv) closely follows the
trend of the red curve. This means that the mid-

wave measurements are dominated by aerosol extinc-
tion.

5. In panels (iii) and (iv) there are times [for ex-
ample, at day 312.5 in panel (iii) and at day 322.5 in
panel (iv)] when the black curve significantly exceeds
the red curve. There are even times [for example, at
day 318.75 in panel (iv)] when the black curve ap-
pears to go above free space (a transmission of 1.0).
In these cases the transmission model is a poor pre-
dictor of the measured signal.

With regard to the last point, part of the midwave
data for day 318 is shown on an expanded time scale
in Fig. 10. The measured signal is above the calcu-
lated clear-air transmission for a period of approxi-
mately 3.5 h and approaches twice the clear-air
calculation (and 120% of the free-space value) at its
maximum. Scattering and absorption cannot be re-
sponsible for these signal levels because these effects
can only reduce the signal. In the remainder of this
paper we examine the hypothesis that refraction can
explain such effects.

7. Refractive Analysis

To study refractive effects in infrared propagation,
the optical refractive conditions along the path must
be known. A meteorological model must be used to
derive optical refractivity from the meteorological
conditions measured during the experiment. Then
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Fig. 10. Observations of signal (open circles) compared with cal-
culations of transmission (solid curve) during part of day 318.
The calculated clear-air transmission is shown as the dashed line.
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Table 6. Statistics of the Analysis®

Band Data N €rms €std W I B p

Long wave Obs. 706 — — 0.143 0.087 — 1.00
- 706 0.080 0.080 0.135 0.066 0.008 0.48

T 706 0.101 0.086 0.090 0.049 0.053 0.39

o 551 0.076 0.070 0.115 0.074 0.028 0.66

Midwave Obs. 782 — — 0.331 0.220 — 1.00
T, 782 0.315 0.227 0.549 0.036 -0.218 -0.12

T 782 0.275 0.275 0.317 0.165 0.014 0.00

o 587 0.232 0.226 0.387 0.241 —0.056 0.49

“Observed signal statistics are given in the rows labeled Obs. Statistics for several comparisons are shown as 7,, for observation versus
clear-air transmission, 7 for observation versus transmission, and o for observation versus signal. N is the number of comparisons, € is
the error, p is the mean value, o is the standard deviation, B is the bias, and p is the correlation coefficient.

a propagation model is required to calculate refrac-
tive effects for a given vertical refractivity profile.
We now describe these models.

A. Meteorological Model

Vertical refractivity profiles were obtained for the
long path from bulk measurements made at the mid-
path flux buoy, and these profiles were assumed to be
constant in range for each time period. We thus
used the fundamental assumption, discussed above
in subsection 5.A, that refractive conditions were ho-
mogeneous along the path.

Following the definition for radio-wave-modified
refractivity, we define modified optical refractivity M
as

M(z) =N(z) + 0.157z, 9)

where N is the optical refractivity [N = (n — 1) X 10°
where n is the refractive index] and z is the height in
meters. The second term in Eq. (9) is used to ac-
count for Earth curvature. Unlike the radio wave
case in which refractivity has a strong dependence on
humidity, humidity is not an important factor for
infrared and optical frequencies, and the refractivity
is formulated by use of air pressure and temperature
only:

p
N=T776_. (10)

air

Here, the pressure P is specified in hectopascals and
the temperature T';, is in degrees Kelvin. There is
also a term2® that was omitted from Eq. (10) that
depends on the optical wavelength; however, this
term is small and acts only as an additive constant in
each wave band. Because refractive effects depend
only on the vertical gradient of the refractive index,
this additional term contributes nothing to the prop-
agation effects. Therefore we assumed in our anal-
ysis that modified optical refractivity is independent
of wavelength.

We used the well-known Liu, Katsaros, and Bus-
inger (LKB)2° meteorological model to compute ver-
tical refractivity profiles from bulk measurements of
temperature and pressure. As mentioned in Section
3, during Santa Ana conditions in the first part of the
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observation period we experienced stable conditions
when the air-sea temperature difference (T,;, — Tc,)
became as high as +10°C. These high positive val-
ues of air—sea temperature difference, combined with
the low wind speeds that were also observed, were
outside the limits of the LKB model. (In fact, we
know of no duct model in the literature that can
adequately handle these high values of air-sea tem-
perature difference in combination with low wind
speeds.) When the LKB model would not converge,
the scaling parameters for the stability function could
not be determined. Therefore we could not produce
a refractivity profile, and we omitted any refractive
analysis for these time periods. This reduced the
number of comparisons that could be made between
calculated and observed signals by 22% in the long-
wave band and 25% in the midwave band. (Please
refer to the column labeled N in Table 6.)

B. Refractive Propagation Model

The ray optics model can be used to calculate the
refractive propagation factor F. As we noted above
we borrowed the term propagation factor from the
radar propagation community. It is more accurate
to define F' as the refractive propagation factor be-
cause we use the term in a restricted way: Changes
in field amplitude that are due to refractive effects
are included, but changes that are due to any reflec-
tion of the propagating beam are not included.

We assumed horizontal homogeneity of the refrac-
tive field: The only gradients in refractive index oc-
cur in the vertical coordinate. The assumption of
horizontal homogeneity means that the computation
of the ray trace can be confined to a vertical plane.
The analysis is performed in this two-dimensional
plane, and we define a coordinate system based at the
receiver. The local coordinate system is further
transformed to bring the curved surface of mean sea
level to a horizontal plane (a flat-Earth representa-
tion). Thus the x axis in our two-dimensional rep-
resentation is the mean sea surface, and range
information along the propagation path is measured
in this coordinate. The z axis represents the vertical
offset with z = 0 at mean sea level. The receiver
location is specified by the coordinates (0, z,) and the
transmitter is at (x,, z,).



A bundle of rays is defined at a common point at
the receiver to span the vertical extent of the sensor
field of view. Each ray is generated within the ver-
tical plane containing the transmitter and receiver
starting from the receiver location at (0, z,). If the
source point is visible to the receiver, we can be cer-
tain that a fan of rays defined for launch angles
—m/2 < 0 < /2 will include rays that intercept the
source. In practice, the computational angular ex-
tent of the fan of rays is further constrained because
rays launched with a sharp downward angle will in-
tercept the x axis (Earth surface) before the source
range is achieved, or rays with a sharp upward
launch angle will remain too high when extended to
the source range.

In Fig. 11(a) we show an example of a ray compu-
tation. This example is typical of a subrefractive
condition, and it was generated from a representative
vertical refractive profile modeled during the exper-
iment (day 322, 12:35 UT). Several unusual fea-
tures can be noted in Fig. 11(a). There is a large
disparity in length scales: The horizontal range is
16 km whereas the vertical height scale goes to 20 m.
This causes any curvatures in the rays to appear
much greater than they actually are. The full an-
gular range of the fan of rays generated is only 1.2
mrad. Also, the effect of the flat-Earth coordinate
transformation that equates the x axis with mean sea
level can be seen: A straight line in the curved
Earth frame appears as an upwardly curved arc with
radius of curvature equal to the Earth radius.

In the example [Fig. 11(a)] two different rays are
shown with heavier curves, corresponding to two
viewing angles differing by 0.72 mrad, traced from
the receiver point at range zero and height 8 m to the
source point at range 15.7 km and height 10.7 m.
This intersection at a downrange point of two rays
with two different viewing angles is the signature of
a mirage condition. The upper ray corresponds to
an erect image, and a second lower ray corresponds to
an inverted image. It is this type of refractive con-
dition that generates the familiar pools of water seen
on a hot flat stretch of highway pavement, apparently
reflecting the sky or an other inverted image of an
upper erect image.

The conditions for a subrefractive mirage require a
surface temperature relatively warmer than the air
temperature a short distance above the surface.
Monin—Obukhov similarity theory can be applied to
deduce the vertical temperature profile for this situ-
ation because the Richardson number is negative and
unstable conditions apply. The form of the vertical
temperature gradient given by similarity theory is

a7 1l
dz nzo’

where z is the height above the surface. Thus d7/dz
has a large negative value near the surface, and it
increases toward zero as the height increases. For
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Fig. 11. (a) Ray trace computed for day 322, 12:35 UT. The ray

trace is typical of a subrefractive condition in which an inferior
mirage occurs. Note that the range is 16 km whereas the height
is 20 m. Two different rays are shown with the heavier curves
corresponding to the appearance of an erect image and an inverted
mirage image of the point at range 15.7 km and height 10.7m. (b)
A transfer function for the ray trace shown in (a). The transfer
function relationship is a map from the refractive apparent angu-
lar position (0,qq4c¢) to the geometric atmosphere-free angular po-
sition (Bgeom)-

optical and infrared frequencies, we can write the
refractive index n as

Cop

T (12)

n=1+

The pressure variations as a function of height can
be neglected for our geometry, and hence

i L (13)
dz T* dz’
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Fig. 12. Definition of a geometric ray and a refracted ray and the
associated ray angles. There are two different rays between the
receiver point and the transmitter point. The straight line p,eom,
is propagated in a free-space medium (n = 1) and p,egac; COTTE-
sponds to a ray in a medium with vertical refractivity gradients.
The angles 0,00, and 0,.p,.c are measured from the horizontal
plane and the corresponding ray.

v

This shows that dn/dz is large and positive near
the surface, and it decreases monotonically as z in-
creases.

The implication for a ray calculation is that the
radius of curvature decreases as the height above the
surface decreases. This forces rays with more neg-
ative downward launch angles to enter regions gen-
erating an upward radius of curvature smaller than
the ray above, and this in turn causes an intersection
between the rays. Finally, this also imposes the con-
ditions needed for a defined envelope for these rays,
which is termed a caustic. In Fig. 11(a) the caustic
is the envelope or fold boundary for the family of
upward curving rays on the lower right portion of the
ray trace.

The important features of the refractive conditions
generating mirages are (i) the existence of a second
distinct image of a source point, (ii) the orientation
(erect versus inverted) of the image, and (iii) the dis-
tortion in the image. All this information is encoded
within a functional dependence of elevation angles
Ogcom (Orefract): The transfer function relationship is
a map from the refractive apparent angular position
(Brefract) to the geometric atmosphere-free angular po-
sition (04e,y,). A transfer function for the ray trace in
Fig. 11(a) is shown in Fig. 11(b). The features (i),
(ii), and (iiil) above can all be determined from this
function. The point at which this function has zero
slope corresponds to the caustic point, and this point
can also be located on the ray trace in Fig. 11(a) as the
lowest height for all rays intersecting the vertical line
at the 15-km range.

Our primary computational method for the deter-
mination of refractive effects within the propagation
medium is portrayed by the geometry shown in Fig.
12. Figure 12 depicts a comparison between a single
ray propagated in the refractive medium and the cor-
responding geometric reference ray. Note carefully
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that Fig. 12 is not a portrayal of the two rays involved
in a mirage condition. There are two different rays
that can be determined to propagate between (0, z,)
and (x,, z,). A reference ray p,.,, 1S propagated in a
free-space medium (n = 1) ané hence it is a straight
line. However, in our transformed flat-Earth coor-
dinate system that takes the local spherical Earth
surface to a flat plane, this free-space ray has the
opposite curvature and the same radius of curvature
as the Earth. The ray p,epact COrresponds to a ray
propagated in a medium with vertical refractivity
gradients, and hence it will usually define a curve.
0400om Measures the angle between p,,,,, and the hor-
izontal plane, and 6,..¢,.,.. measures the angle between
Prefract a0d the horizontal plane. In a mirage condi-
tion, there can be a third ray defined between (0, z,)
and (x;, y,).

Recall that the propagation factor F is the ratio
between the actual field amplitude at a selected field
point and the corresponding field amplitude at that
point in free space (n = 1). The field intensity at the
receiver is given in terms of the field amplitude prop-
agation factor F' by

FP= >

Orefract

d 0 refract/ dZ

14
40,00/ dz ’ (4

(x,2)= (21,2

where the summation is over all values —m/2 <
0, ofract < T/2 for which rays terminate at (x,,z,). The
propagation factor is defined for horizontally homo-
geneous environments. This factor is dependent
only on the spatial locations of the source point and
receiver point in space. It is therefore necessary
mathematically for the definition to include the full
w-rad fan of rays for 0,... to ensure that all rays
from a source are accounted for at the receiver.
Thus at the limiting angles, we have 0,qp0ct = Ogeom =
/2 and B,¢pract = Ogeom = —7/2 because it is only the
vertical rays that are certain to be undeviated in a
horizontally homogeneous refractive environment.
Of course, in practice, the field of view of the sensor is
clearly critical to the measurement of signal inten-
sity, and it is clearly important that the mean point-
ing direction and the field of view be carefully
adjusted to accommodate all rays (direct as well as
mirage) that terminate at the sensor. Although the
necessity of this is obvious, it should be noted that the
practical implementation can be somewhat tricky.
We noted above that our narrow field-of-view receiver
telescope caused signal loss when the refractive con-
ditions changed sufficiently to cause the beam to miss
our receiver entirely during certain periods.

It is common to have subrefractive conditions that
create inferior mirages; these conditions can occur
whenever the air—sea temperature difference is neg-
ative (Tyi, — Tsea = 0). We subsequently show that
these inferior mirage conditions are responsible for
nearly all the occurrences of propagation factors
larger than 1.05 in this field experiment.

It is possible for the refractive propagation factor F
defined in Eq. (14) to become infinite. This occurs
when the point (x,, z,) coincides with a caustic surface.



There are methods to resolve these singularities and
determine the field intensity at a caustic.3%31 For
the point (x,, z,) to actually coincide with the caustic
is a probability zero event, but fields can become quite
large in the neighborhood of the caustic. For our
model, it suffices to simply place an upper bound on
the calculated factor.

For each field observation, a gain versus height
calculation is made. The resulting gain curves are
sensitive to small changes in elevation in some con-
ditions, and some of the resulting difficulties are dis-
cussed below. Field variations over the vertical
extent of our aperture (20 cm in diameter) were not
considered in our calculations.

There are two primary requirements for the geo-
metric ray-trace model to generate a signal-level pre-
diction. First, the vertical refractive field is needed,
and second the local geometry must be specified.
The vertical displacement above sea level of both the
transmitter and the receiver varied as a function of
tide height. This changes the geometry of the ray-
trace calculation and in some cases meant that the
source disappeared below the apparent horizon.

Estimating the absolute error in the refractive
analysis is rather complex. The refractive gradients
generated by the LKB model depend not only on the
air-sea temperature difference but also on wind
speed and atmospheric pressure. A large number of
events were omitted from the data analysis because
of the failure of the LKB model to adequately deter-
mine a valid refractivity profile. Most of the events
with a large positive air—sea temperature difference
(Tyir — Teen > 0) are in this omitted category. The
failure of the LKB model is by no means a new result:
It is well known that many duct models fail for high
air—sea temperature differences.

Furthermore, the rays entering the receiver are
quite sensitive to transmitter and receiver altitude;
hence they are quite sensitive to the tide.32 This is
especially true when the receiver is near a caustic.
Small changes in either of these quantities affect the
proximity of measurement point and cusp location.
This problem is shown in Fig. 13. When the model
places the location of the transmitter at point A in
Fig. 13, the predicted propagation factor is either zero
or close to zero. On the other hand, if the transmit-
ter is located some 50 cm higher, say at point B, the
propagation factor is quite large, with F2 > 10. This
sensitivity to transmitter height can cause estimates
to be dramatically different from the observed signal
intensity. A small number of errors of this magni-
tude can cause a substantial increase in the root-
mean-square (rms) error measurement €. ..

There are two further points to note in any error
analysis of the T model (transmission) and the o
model (signal). The first error is due to what can be
called the temporal registration problem. As noted
at the beginning of Section 5, statistically significant
samples of the larger aerosol particles require longer
averaging periods. Therefore the field data collec-
tion and averaging protocols resulted in both meteo-
rological data and infrared data measurements every
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Fig. 13. Height versus gain calculation that shows the sensitivity
of the calculation to small changes in transmitter height. At point
A at an 8-m height, the propagation factor is zero, whereas at point
B at a 9-m height, the propagation factor is F2 > 6.0. The vertical
dashed line represents the free-space signal level.

10 min, and the recording computers were synchro-
nized only within several minutes. In this field data
it is impossible to align the data collection events
more accurately than a 10-min window. We know
that both meteorological conditions and infrared
transmission conditions can change substantially
from one minute to the next.

A second source of error can cause the comparison
of the 7 and the o models to be misleading. As Eq.
(1) shows, each factor contributing to ¢ enters in a
multiplicative way. In performing a comparison of
the relative improvement induced by a refractive
propagation factor, we implicitly assumed that the
extinction calculations embodied in the T model are
accurate and that any errors in the calculations are
random. This is false. We could in fact have a re-
fractive propagation factor calculation that is perfect
and still find that the rms error (€.,,) for o is larger
than ¢ for 7.

Ignoring everything except the dependence of the
LKB profiles on air and sea temperature, we esti-
mated the error in FZ by calculating the change in FZ
that is due to the changes in air and sea temperature
from their mean value. The mean values were
changed by an amount equal to the rms error in air
and sea temperature between the two buoys. This
resulted in the entries in the third row of Table 5.

rms.

C. Reflection Model

Only rays from direct and mirage families were used
to compute the propagation factor. Reflected ray
families were not used because the grazing optical
reflectivity of a water surface roughened by capillary
waves is low. This reflectivity I' can be determined
analytically33; and because I' is less than 0.1% for all
wind speeds we encountered, we ignored reflections
altogether.
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Fig. 14. Sequence of observations for the midwave band over an
11-h period is shown as open circles. Two predictions are com-
pared: transmission T and the refractive propagation correction
o. For the upper panel, the rms error for transmission prediction
is 0.27 whereas the rms error for the signal with refractive correc-
tion is 0.12. ASTD, air-sea temperature difference.

8. Signal Results

We now discuss the test of our model against the
observed signal. Propagation factors were calcu-
lated for all time intervals for which both validated
transmission measurements and the required me-
teorological data were available. The propagation
factors were combined with the transmission calcu-
lations according to Eq. (1) and compared with the
observed signal.

Inclusion of a refractive effects factor notably im-
proved the calculated signal for some of the time
periods. We examine two subintervals of the time
series in Fig. 14. The upper panel in Fig. 14 shows
a time-series interval for which v = 1,71, initially
severely underestimates the observed values. At
the right end of the interval, this has changed to an
overestimate of the signal.

The lower panel in Fig. 14 displays T;, — T, for
the same time period as square symbols. Note that
Toir — Tseq 1s initially strongly negative, and by the
end of the interval it becomes positive. Also plotted
is —2 log(F?) where F is the propagation factor. Itis
clear that both quantities are strongly correlated, and
both become positive at the same time. The impor-
tance of this transition can be seen in the upper panel
of Fig. 15; —2 log(F?) > 0 implies that F? < 1.0, and
the values of 7, which are at this point overestimating
o, are corrected in the proper direction.

In the upper panel of Fig. 15, we consider a data
sequence containing one of the events that motivated
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Fig. 15. Sequence of field observations for the midwave band over
a 4-h, period that culminates with the signal exceeding the free-
space value. For the interval shown, we find that the transmis-
sion rms error is 0.57, whereas the signal with refractive correction
has a rms error of 0.79. The refractively corrected point at the
right end of the sequence is shown with a value of 2, but the actual
value was somewhat larger than 2. ASTD, air-sea temperature
difference.

our study of refractive effects for this data. For ¢ =
325.55 the observed signal exceeds the free-space
value, and at the end of the sequence the observed
signal is more than 1.5 times the free space value.
Clearly 7 is doing a poor job of predicting these larger
signal values. The propagation factor clearly moves
the prediction in the right direction, closer to the
observed data. The exception to this useful correc-
tion trend occurs at the rightmost two data points.
The refractively corrected points are shown at the
upper edge of the plot bounding box: They have val-
ues larger than 2.0. This occurs because our refrac-
tive correction factor corresponds to a point near a
caustic in the geometric ray envelope. There were
several sustained time periods where the measured
transmission exceeded the clear-air (aerosol-free, mo-
lecular extinction only) results, even exceeding free
space (refractive index is unity) on several occasions
for the midwave band.

The most stringent test of the efficacy of a model is
to measure the pointwise error. Table 6 lists the
rms error (€,,,.) and standard error (€,4) along with
several other statistics for each wave band. N gives
the number of data points considered for each calcu-
lation. Statistics pertaining to a comparison be-
tween observations and calculations of clear-air
transmission (based on the effects of molecules alone)
are given in the rows labeled 1,,. Statistics pertain-
ing to a comparison between observations and calcu-
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Fig. 16. Frequency distribution for the midwave observed signal,
calculated transmission, and calculated signal, plotted on a loga-
rithmic scale. The calculated signal ¢ is a better fit to the data
than the calculated transmission .

lations of transmission (based on the effects of
molecules and particles together) are given in the
rows labeled 7. Statistics pertaining to a compari-
son between observations and calculations of signal
(based on the effects of molecules, particles, and re-
fraction) are given in the rows labeled o.

In the statistics of Table 6, the rms error is perhaps
the most informative measure to gauge the perfor-
mance of our model.2° Statistically, however, there
is only a small reduction in the rms error when re-
fractive effects are added to the effects of extinction.
In the long-wave band, not only is the rms error
reduced for o, but the bias is also reduced when com-
pared with . However, the same cannot be said for
the midwave band. Although we did get a slight
improvement in the rms error for ¢ in the midwave,
calculations including refractive effects were more
negatively biased than estimates without refraction.
The midwave measurements also show a larger vari-
ance for ¢ than for 7.

In spite of these results, it is our contention that
the inclusion of a propagation factor derived from
refractive effects is a necessary component of any
successful model. In Fig. 16 we show the frequency
distributions for the observed signal, the calculated
transmission 7, and the calculated signal o for the
midwave band and over the entire data set. Trans-
mission calculations for the entire midwave data set
reveal that T < 0.7, and this is shown by the distri-
bution in the middle panel of Fig. 16. But the ob-
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Fig. 17. Frequency distribution for the long-wave observed sig-
nal, calculated transmission, and calculated signal, plotted on a
logarithmic scale.

served field signal in the top panel looks quite
different because there are numerous occurrences
greater than 0.8. We call these events high-
intensity events. The calculated signal is shown in
the bottom panel, and it is clear that the high-
intensity events are captured by the signal calcula-
tion o when we use the refractive propagation factor.
This shows that, in a frequency distribution sense,
the signal calculation o is a better fit to the observa-
tions than the transmission calculation 7. A similar
comparison for the long-wave band is shown in Fig. 17.

A primary result from the refractive analysis of the
data is the correlation of the propagation factor F'
with T;, — T.,. In Fig. 18 we show the propagation
factor F,,, derived from model calculations plotted
against T,;, — T, Note in particular that all cal-
culated points are entirely within the quadrants 2
and 4: For T, — Teen =0, we have F,,; = 1.0, and
for Ty — Toen = 0, Fcal = 1.0. This trend is an
important indication of the correlation between the
two quantities.

Asindicated by Eq. (1), the propagation factor enters
the signal calculation in a multiplicative way, and thus
it is more effective to examine the propagation factor
on a logarithmic scale. We find the cross correlation
P, (0) = 0.77 for the sample sets A = T,;, — T, and
P, = —logF.,. InFig. 18thered crosses are plotted
agamst the measured T,;, — 7., (air—sea temperature
difference). To conﬁrm th1s trend for the measured
data, for each value of T;;, — T, (measured to 0.1°C)
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Fig. 18. Cross correlation between T',;, — T, and F_,%, shown for
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implies that F,; = 1.0, and T';, — T, = 0 implies F,, = 1.0.

cal = air

we calculate the mean value F,,,*(T,;, — Tien). These
data are presented in the plot for each value of T, —
Toens =45 = Ty — Tseo) = 3.0, and the results are
shown as dlamonds in Fig. 18.

To elucidate the correlation further, we discuss a
second notable feature of the plot. The points for
which F.,> = 1.0 appear substantially separated
from the line F.;> = 1.0. There is a simple reason
for this: For 99% of the points in this region, the ray
optics model generated two separate ray solutions.
Thus, for points in this region, an augmented inten-
sity at the receiver is due to both a primary ray and
a mirage ray solution. The occurrence of a second
mirage ray does not necessarily double the received
intensity. However, for almost all cases the transi-
tion from one ray to two rays does induce a discon-
tinuous increase in received intensity.

We now examine the field data for a similar corre-
lation. In Fig. 19 the midwave infrared signal in-
tensity data from the entire experiment is directly
compared with the refractive effects model. Recall
from Eq. (1) that the variations in signal intensity are
generated by a product of individual factors. When
we use the logarithm of the signal, the contribution of
individual factors becomes an additive process, and
thus we examine the logarithm of the field-measured
signal. Because the contribution from molecular
extinction and aerosol extinction was determined
for each point, we can divide these factors from the
full signal and generate an effective observed prop-
agation factor F defined by F, .2 = o/1. The cross
correlation is Py ¢, (0) = 0.58 for the sample sets A =
Toir — Toon and <I>0bs —log F, . associated with the
effective field propagation factor F,

We simplified the data for Fig. 19 by showing sim-
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Fig. 19. Derived propagation factor F,, for the midwave infrared

obs
signal intensity data from the entire experiment is directly com-
pared with the propagation factor F_,, from the refractive effects
model. Only the mean value for each T;. — T, bin is shown.

The cross correlation between averaged values of Fp 2 and F 2 is
P =0.88.

ply the mean value for each T;, — T, bin. The
correlation between T';, — T, and the propagation
factor is apparent, and the trend is explained when
we overplot the mean value for the same bins for the
calculated propagation factor (F.,%). These mean
values F2, _ conform well to the relation exhibited for
the calculated propagation factors. The cross cor-
relation is Pg_ ¢, (0) = 0.88 for the sample sets

q)cal log Fcal and (Dobs log Fobs

9. Conclusions

We have presented an analysis of infrared transmis-
sion data collected over a 15-day period in November
1996. This experimental data set was selected in
part because of the occurrence of several different
weather conditions over the span of the test. The
early portion of the test was dominated by an unusual
condition known as a Santa Ana, during which hot air
over land is advected out to sea. Air—sea tempera-
ture differences (T,;, — T.e,) as large as +10°C were
recorded during this period.

A second feature of this particular field data set
that warranted attention is the appearance of signal
values well in excess of free-space levels for extended
periods of time (30 min or more). To identify the
reason for these high signals, we calculated all the
contributing factors in the signal transmission pro-
cess. The extinction that is due to absorption and
scattering was calculated with MODTRAN for molecular
extinction, and particle extinction was estimated by
application of Mie theory to the continuous particle
size distributions measured at one endpoint of the
transmission path.

In our analysis, we show that, although the esti-
mates of signal intensity provided by the transmis-



sion modulation factors described above are useful
and necessary, they are also often poor estimations of
the actual observed signal. It is our thesis in this
paper that the necessary final component in a com-
plete model for near-sea-surface infrared transmis-
sion is the propagation factor induced by refractive
effects. The analysis in Table 6 showed that the
inclusion of the refractive propagation factor to define
the calculated signal o generated a modest improve-
ment in the error €,.. It also shows that our model
provides an unbiased estimate of the measured sig-
nal. For a total of 551 observations in the long-wave
band, the bias was 0.03 and the rms error was 0.08.
For a total of 587 observations in the midwave band,
the bias was —0.06 and the rms error was 0.23.

We have presented a refractive effects model that
demonstrates that a refractive propagation factor is a
critical component of an accurate transmission model
within the marine surface layer. The propagation
factor F' is a multiplicative quantity that is derived
entirely from the local refractive field and the geom-
etry of the entire transmission system. Further-
more, the correlation that we showed between the
calculated propagation factor F_,; and the observed
effective propagation factor F ;. implies that F is a
first-order term in a complete transmission model for
near-surface horizontal paths.
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