
Calhoun: The NPS Institutional Archive

Faculty and Researcher Publications Faculty and Researcher Publications

2010

Large time asymptotic and numerical

solution of a nonlinear diffusion model

with memory

Jangveladze, Temur

http://hdl.handle.net/10945/39429

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Calhoun, Institutional Archive of the Naval Postgraduate School

https://core.ac.uk/display/36731795?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


Author's personal copy

Computers and Mathematics with Applications 59 (2010) 254–273

Contents lists available at ScienceDirect

Computers and Mathematics with Applications

journal homepage: www.elsevier.com/locate/camwa

Large time asymptotic and numerical solution of a nonlinear diffusion
model with memory
Temur Jangveladze a,b, Zurab Kiguradze a,b, Beny Neta c,∗
a Ilia Chavchavadze State University, I. Chavchavadze Av. 32, 0179, Tbilisi, Georgia
b Ivane Javakhishvili Tbilisi State University, University St. 2, 0186, Tbilisi, Georgia
c Department of Applied Mathematics, Naval Postgraduate School, Monterey, CA 93943, USA

a r t i c l e i n f o

Article history:
Received 18 May 2009
Accepted 28 July 2009

Keywords:
System of nonlinear integro-differential
equations
Large time behavior
Finite difference scheme

a b s t r a c t

Large time behavior of solutions and finite difference approximation of a nonlinear system
of integro-differential equations associated with the penetration of a magnetic field into
a substance is studied. Two initial-boundary value problems are investigated: the first
with homogeneous conditions on whole boundary and the second with nonhomogeneous
boundary data on one side of lateral boundary. The rates of convergence are also given.
Mathematical results presented show that there is a difference between stabilization
rates of solutions with homogeneous and nonhomogeneous boundary conditions. The
convergence of the corresponding finite difference scheme is also proved. The decay of the
numerical solution is compared with the analytical results.

Published by Elsevier Ltd

1. Introduction

Integro-differential equations and systems of such equations arise in the study of various problems in physics, chemistry,
technology, economics etc. Such systems arise, for instance, for mathematical modelling of the process of penetrating of
magnetic field in the substance. If the coefficient of thermal heat capacity and electroconductivity of the substance is highly
dependent on temperature, then Maxwell’s system, that describe the process of penetration of a magnetic field into a
substance [1], can be rewritten in the following form [2]:

∂H
∂t
= −rot

[
a
(∫ t

0
|rotH|2 dτ

)
rotH

]
, (1.1)

where H = (H1,H2,H3) is a vector of the magnetic field and the function a = a(S) is defined for S ∈ [0,∞).
If the magnetic field has the form H = (0,U, V ) and U = U(x, t), V = V (x, t), then we have

rot(a(S)rotH) =
(
0,−

∂

∂x

(
a(S)

∂U
∂x

)
,−

∂

∂x

(
a(S)

∂V
∂x

))
.

Therefore, we obtain the following system of nonlinear integro-differential equations:

∂U
∂t
=
∂

∂x

[
a

(∫ t

0

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dτ

)
∂U
∂x

]
,

∂V
∂t
=
∂

∂x

[
a

(∫ t

0

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dτ

)
∂V
∂x

]
.

(1.2)
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Note that the system (1.2) is complex, but special cases were investigated, see [2–7]. The existence of global solutions
for initial-boundary value problems of such models have been proven in [2,3,7] by using the Galerkin and compactness
methods [8,9]. For solvability and uniqueness properties for initial-boundary value problems (1.2), see e.g. [4–6]. The
asymptotic behavior of the solutions of (1.2) have been the subject of intensive research in recent years, (see e.g. [7,10]).
Laptev [5] proposed some generalization of equations of type (1.1). Assume that the temperature of the considered body

is constant throughout the material, i.e., depending on time, but independent of the space coordinates. If the magnetic field
again has the form H = (0,U, V ) and U = U(x, t), V = V (x, t), then the same process of penetration of the magnetic field
into the material is modeled by the following system of integro-differential equations [5]:

∂U
∂t
= a

(∫ t

0

∫ 1

0

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dxdτ

)
∂2U
∂x2

,

∂V
∂t
= a

(∫ t

0

∫ 1

0

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dxdτ

)
∂2V
∂x2

.

(1.3)

The purpose of this work is to study the asymptotic behavior of solutions of the initial-boundary value problem for the
system (1.3) and the convergence of the finite difference approximation for the case a(S) = 1+S. The solvability, uniqueness
and asymptotics to the solutions of (1.3) type scalar models are studied in [7,11].
Note that in [12,13] difference schemes for (1.2) type models were investigated. Difference schemes for one nonlinear

parabolic integro-differential scalar model similar to (1.2) were studied in [14]. Difference schemes for the scalar equation
of (1.3) type with a(S) = 1+ S were studied in [15].
The rest of the paper is organized as follows. In Section 2 large time behavior of solutions of the initial-boundary value

problem with zero lateral boundary data for the system (1.3) with a(S) = 1 + S is discussed. Section 3 is devoted to the
study of the problem with non-zero boundary data in part of lateral boundary. In Section 4 the finite difference scheme for
(1.3) is investigated. We close with a section on numerical implementations and present the numerical results comparing
the decay rate to the theoretical results.

2. The problem with zero boundary conditions

Consider the following initial-boundary value problem:

∂U
∂t
= (1+ S)

∂2U
∂x2

,
∂V
∂t
= (1+ S)

∂2V
∂x2

, (x, t) ∈ Q = (0, 1)× (0,∞), (2.1)

U(0, t) = U(1, t) = V (0, t) = V (1, t) = 0, t ≥ 0, (2.2)
U(x, 0) = U0(x), V (x, 0) = V0(x), x ∈ [0, 1], (2.3)

where

S(t) =
∫ t

0

∫ 1

0

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dxdτ

and U0 = U0(x), V0 = V0(x) are given functions.
The existence and uniqueness of the solution of such problems in suitable classes are proved in [7]. Now we are going to

estimate the solution of the problem (2.1)–(2.3).
Recall the L2-inner product and norm:

(u, v) =
∫ 1

0
u(x)v(x)dx, ‖u‖ = (u, u)1/2.

We use the well-known Sobolev spaces Hk(0, 1) and Hk0(0, 1).

Theorem 2.1. If U0, V0 ∈ H10 (0, 1), then for the solution of problem (2.1)–(2.3) the following estimate is true

‖U‖ +
∥∥∥∥∂U∂x

∥∥∥∥+ ‖V‖ + ∥∥∥∥∂V∂x
∥∥∥∥ ≤ C exp(− t2

)
.

Remark: Note that here and in the following second and third sections, C , Ci and c denote positive constants independent
of t .
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Proof. Let us multiply the first equation of the system (2.1) by U and integrate on the interval (0, 1). Using the boundary
conditions (2.2) and integration by parts, we get

1
2
d
dt
‖U‖2 +

∫ 1

0
(1+ S)

(
∂U
∂x

)2
dx = 0.

From this, using Poincare’s inequality and the nonnegativity of S(t)we obtain

1
2
d
dt
‖U‖2 +

∥∥∥∥∂U∂x
∥∥∥∥2 ≤ 0, 1

2
d
dt
‖U‖2 + ‖U‖2 ≤ 0. (2.4)

Analogously,

1
2
d
dt
‖V‖2 +

∥∥∥∥∂V∂x
∥∥∥∥2 ≤ 0, 1

2
d
dt
‖V‖2 + ‖V‖2 ≤ 0. (2.5)

Let us multiply the first equation of the system (2.1) by ∂2U/∂x2. Using again integration by parts we have

∂U
∂t
∂U
∂x

∣∣∣∣1
0
−

∫ 1

0

∂2U
∂t∂x

∂U
∂x
dx =

∫ 1

0
(1+ S)

(
∂2U
∂x2

)2
dx.

Taking into account (2.2), from the last equality we get

1
2
d
dt

∥∥∥∥∂U∂x
∥∥∥∥2 + (1+ S) ∥∥∥∥∂2U∂x2

∥∥∥∥2 = 0, (2.6)

or

d
d t

∥∥∥∥∂U∂x
∥∥∥∥2 ≤ 0. (2.7)

Analogously,

d
dt

∥∥∥∥∂V∂x
∥∥∥∥2 ≤ 0. (2.8)

Using inequalities (2.4), (2.5), (2.7) and (2.8) we receive

exp(t)
d
dt

(
‖U‖2 + ‖V‖2

)
+ exp(t)

(
‖U‖2 + ‖V‖2

)
+ exp(t)

d
dt

(∥∥∥∥∂U∂x
∥∥∥∥2 + ∥∥∥∥∂V∂x

∥∥∥∥2
)
+ exp(t)

(∥∥∥∥∂U∂x
∥∥∥∥2 + ∥∥∥∥∂V∂x

∥∥∥∥2
)
≤ 0.

From this we get

d
dt

[
exp(t)

(
‖U‖2 + ‖V‖2 +

∥∥∥∥∂U∂x
∥∥∥∥2 + ∥∥∥∥∂V∂x

∥∥∥∥2
)]
≤ 0.

This inequality immediately proves Theorem 2.1. �
Note that Theorem 2.1 gives exponential stabilization of the solution of the problem (2.1)–(2.3) in the norm of the space

H1(0, 1). Let us show that the stabilization is also achieved in the norm of the space C1(0, 1). In particular, let us show that
the following statement holds.

Theorem 2.2. If U0, V0 ∈ H4(0, 1) ∩ H10 (0, 1), then for the solution of problem (2.1)–(2.3) the following relations hold:∣∣∣∣∂U(x, t)∂x

∣∣∣∣ ≤ C exp(− t2
)
,

∣∣∣∣∂V (x, t)∂x

∣∣∣∣ ≤ C exp(− t2
)
,∣∣∣∣∂U(x, t)∂t

∣∣∣∣ ≤ C exp(− t2
)
,

∣∣∣∣∂V (x, t)∂t

∣∣∣∣ ≤ C exp(− t2
)
.

To this end we need the following Lemma.
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Lemma 2.1. For the solution of problem (2.1)–(2.3) the following estimate holds∥∥∥∥∂U(x, t)∂t

∥∥∥∥+ ∥∥∥∥∂V (x, t)∂t

∥∥∥∥ ≤ C exp(− t2
)
.

Proof. Let us differentiate the first equation of the system (2.1) with respect to t

∂2U
∂t2
= (1+ S)

∂3U
∂x2∂t

+

(∫ 1

0

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dx

)
∂2U
∂x2

(2.9)

and multiply by ∂U/∂t . Using integration by parts and boundary conditions (2.2), we deduce

1
2
d
dt

∫ 1

0

(
∂U
∂t

)2
dx+ (1+ S)

∫ 1

0

(
∂2U
∂x∂t

)2
dx+

(∫ 1

0

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dx

) ∫ 1

0

∂U
∂x

∂2U
∂x∂t

dx = 0,

or

d
dt

∫ 1

0

(
∂U
∂t

)2
dx+ 2(1+ S)

∫ 1

0

(
∂2U
∂x∂t

)2
dx = −2

(∫ 1

0

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dx

)∫ 1

0

∂U
∂x

∂2U
∂x∂t

dx.

Now the right-hand side can be estimated as follows:

−2

(∫ 1

0

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dx

)∫ 1

0

∂U
∂x

∂2U
∂x∂t

dx

≤

∣∣∣∣∣
∫ 1

0
2

{
(1+ S)−1/2

(∫ 1

0

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dx

)
∂U
∂x

}{
(1+ S)1/2

∂2U
∂x∂t

}
dx

∣∣∣∣∣
≤

∫ 1

0
(1+ S)−1

{(∫ 1

0

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dx

)
∂U
∂x

}2
dx+

∫ 1

0
(1+ S)

(
∂2U
∂x∂t

)2
dx.

Therefore,

d
dt

∫ 1

0

(
∂U
∂t

)2
dx+ (1+ S)

∫ 1

0

(
∂2U
∂x∂t

)2
dx ≤ (1+ S)−1

{∫ 1

0

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dx

}2 ∫ 1

0

(
∂U
∂x

)2
dx. (2.10)

Using Poincare’s inequality, Theorem 2.1, the nonnegativity of S(t) and relation (2.10) we arrive at

d
dt

(
exp(t)

∥∥∥∥∂U∂t
∥∥∥∥2
)
≤ C exp(−2t),

or ∥∥∥∥∂U∂t
∥∥∥∥ ≤ C exp(− t2

)
.

A similar argument show that∥∥∥∥∂V∂t
∥∥∥∥ ≤ C exp(− t2

)
.

This proves Lemma 2.1. �
Now we turn to the proof of Theorem 2.1.

Proof. Let us estimate ∂2U/∂x2 in the norm of the space L1(0, 1). From the first equation of the system (2.1) we have

∂2U
∂x2
= (1+ S)−1

∂U
∂t
. (2.11)

Integrating on (0, 1) and using Schwarz’s inequality we get∫ 1

0

∣∣∣∣∂2U∂x2
∣∣∣∣ dx = ∫ 1

0

∣∣∣∣(1+ S)−1 ∂U∂t
∣∣∣∣ dx ≤ [∫ 1

0
(1+ S)−2dx

]1/2 [∫ 1

0

(
∂U
∂t

)2
dx

]1/2
.
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Applying Lemma 2.1 and taking into account the nonnegativity of S(t)we derive∫ 1

0

∣∣∣∣∂2U∂x2
∣∣∣∣ dx ≤ C exp(− t2

)
.

From this, taking into account the relation

∂U(x, t)
∂x

=

∫ 1

0

∂U(y, t)
∂y

dy+
∫ 1

0

∫ x

y

∂2U(ξ , t)
∂ξ 2

dξdy

and the boundary conditions (2.2), it follows that∣∣∣∣∂U(x, t)∂x

∣∣∣∣ = ∣∣∣∣∫ 1

0

∫ x

y

∂2U(ξ , t)
∂ξ 2

dξdy
∣∣∣∣ ≤ ∫ 1

0

∣∣∣∣∂2U(y, t)∂y2

∣∣∣∣ dy ≤ C exp(− t2
)
.

Analogously,∣∣∣∣∂V (x, t)∂x

∣∣∣∣ ≤ C exp(− t2
)
.

At the next step, let us estimate ∂U/∂t in the norm of the space C1(0, 1). Let us multiply the first equation of the system
(2.1) by ∂3U/∂x2∂t . Using integration by parts we get

∂U
∂t

∂2U
∂x∂t

∣∣∣∣1
0
−

∥∥∥∥ ∂2U∂x∂t
∥∥∥∥2 = (1+ S) ∫ 1

0

∂2U
∂x2

∂3U
∂x2∂t

dx. (2.12)

Taking into account the equality∫ 1

0

∂3U
∂x2∂t

∂2U
∂x2
dx =

1
2
d
dt

∥∥∥∥∂2U∂x2
∥∥∥∥2

and the boundary conditions (2.2) we arrive at

1+ S
2

d
dt

∥∥∥∥∂2U∂x2
∥∥∥∥2 + ∥∥∥∥ ∂2U∂x∂t

∥∥∥∥2 = 0,
or

d
dt

∥∥∥∥∂2U∂x2
∥∥∥∥2 ≤ 0. (2.13)

Note that from (2.12) we have∥∥∥∥ ∂2U∂x∂t
∥∥∥∥2 ≤ 1+ S2

∥∥∥∥∂2U∂x2
∥∥∥∥2 + 1+ S2

∥∥∥∥ ∂3U∂x2∂t

∥∥∥∥2 . (2.14)

Let us multiply the Eq. (2.9) by ∂3U/∂x2∂t . Integration by parts gives

∂2U
∂t2

∂2U
∂x∂t

∣∣∣∣1
0
−

∫ 1

0

∂3U
∂x∂t2

∂2U
∂x∂t

dx = (1+ S)
∥∥∥∥ ∂3U∂x2∂t

∥∥∥∥2 +
(∫ 1

0

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dx

)∫ 1

0

∂2U
∂x2

∂3U
∂x2∂t

dx.

The last equality, by taking into account boundary conditions (2.2), can be rewritten as follows

d
dt

∥∥∥∥ ∂2U∂x∂t
∥∥∥∥2 + 2(1+ S) ∥∥∥∥ ∂3U∂x2∂t

∥∥∥∥2 = −2
(∫ 1

0

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dx

)∫ 1

0

∂2U
∂x2

∂3U
∂x2∂t

dx.

We estimate the right-hand side in a similar fashion as we have done to obtain (2.10). It is easy to see that

d
dt

∥∥∥∥ ∂2U∂x∂t
∥∥∥∥2 + (1+ S) ∥∥∥∥ ∂3U∂x2∂t

∥∥∥∥2 ≤ (1+ S)−1
{∫ 1

0

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dx

}2 ∫ 1

0

(
∂2U
∂x2

)2
dx.

Using Theorem 2.1, relation (2.11) and Lemma 2.1 we arrive at

d
dt

∥∥∥∥ ∂2U∂x∂t
∥∥∥∥2 + (1+ S) ∥∥∥∥ ∂3U∂x2∂t

∥∥∥∥2 ≤ C exp(−3t). (2.15)
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Combining (2.4), (2.6) and (2.13)–(2.15) we get

‖U‖2 +
d
dt
‖U‖2 +

∥∥∥∥∂U∂x
∥∥∥∥2 + ddt

∥∥∥∥∂U∂x
∥∥∥∥2 + 2(1+ S) ∥∥∥∥∂2U∂x2

∥∥∥∥2 + ddt
∥∥∥∥∂2U∂x2

∥∥∥∥2
+

∥∥∥∥ ∂2U∂x∂t
∥∥∥∥2 + ddt

∥∥∥∥ ∂2U∂x∂t
∥∥∥∥2 + (1+ S) ∥∥∥∥ ∂3U∂x2∂t

∥∥∥∥2
≤
1+ S
2

∥∥∥∥∂2U∂x2
∥∥∥∥2 + 1+ S2

∥∥∥∥ ∂3U∂x2∂t

∥∥∥∥2 + C exp(−3t).
From this, keeping in mind the nonnegativity of S(t), we deduce

‖U‖2 +
d
dt
‖U‖2 +

∥∥∥∥∂U∂x
∥∥∥∥2 + ddt

∥∥∥∥∂U∂x
∥∥∥∥2 + ∥∥∥∥∂2U∂x2

∥∥∥∥2 + ddt
∥∥∥∥∂2U∂x2

∥∥∥∥2 + ∥∥∥∥ ∂2U∂x∂t
∥∥∥∥2 + ddt

∥∥∥∥ ∂2U∂x∂t
∥∥∥∥2 ≤ C exp(−3t).

After multiplying by the function exp(t)we get

d
dt

[
exp(t)

(
‖U‖2 +

∥∥∥∥∂U∂x
∥∥∥∥2 + ∥∥∥∥∂2U∂x2

∥∥∥∥2 + ∥∥∥∥ ∂2U∂x∂t
∥∥∥∥2
)]
≤ C exp(−2t).

Integration from 0 to t gives

‖U‖2 +
∥∥∥∥∂U∂x

∥∥∥∥2 + ∥∥∥∥∂2U∂x2
∥∥∥∥2 + ∥∥∥∥ ∂2U∂x∂t

∥∥∥∥2 ≤ C exp(−t).
From this, taking into account Lemma 2.1, it follows that∣∣∣∣∂U(x, t)∂t

∣∣∣∣ = ∣∣∣∣∫ 1

0

∂U(y, t)
∂t

dy+
∫ 1

0

∫ x

y

∂2U(ξ , t)
∂ξ∂t

dξdy
∣∣∣∣

≤

[∫ 1

0

(
∂U(x, t)
∂t

)2
dx

]1/2
+

∫ 1

0

∣∣∣∣∂2U(y, t)∂y∂t

∣∣∣∣ dy ≤ C exp(− t2
)
.

Analogously,∣∣∣∣∂V (x, t)∂t

∣∣∣∣ ≤ C exp(− t2
)
.

This completes the proof of Theorem 2.2. �

3. The problem with non-zero data on one side of lateral boundary

Consider again the system:

∂U
∂t
= (1+ S)

∂2U
∂x2

,
∂V
∂t
= (1+ S)

∂2V
∂x2

, (3.1)

where as before

S(t) =
∫ t

0

∫ 1

0

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dxdτ . (3.2)

In the domain Q for the system (3.1) and (3.2) let us consider the following initial-boundary value problem:

U(0, t) = V (0, t) = 0, U(1, t) = ψ1, (1, t) = ψ2, t ≥ 0, (3.3)

U(x, 0) = U0(x), V (x, 0) = V0(x), x ∈ [0, 1], (3.4)

where ψ1 = Const ≥ 0, ψ2 = Const ≥ 0, ψ21 + ψ
2
2 6= 0; U0 = U0(x) and V0 = V0(x) are given functions.

The main result of this section can be formulated as follow.
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Theorem 3.1. If U0(0) = V0(0) = 0, U0(1) = ψ1, V0(1) = ψ2, ψ21 + ψ
2
2 6= 0, U0, V0 ∈ H

3(0, 1), then for the solution of
problem (3.1)–(3.4) the following estimates are true:∣∣∣∣∂U(x, t)∂x

− ψ1

∣∣∣∣ ≤ C(1+ t)−2, ∣∣∣∣∂V (x, t)∂x
− ψ2

∣∣∣∣ ≤ C(1+ t)−2, t ≥ 0,∣∣∣∣∂U(x, t)∂t

∣∣∣∣ ≤ C(1+ t)−1, ∣∣∣∣∂V (x, t)∂t

∣∣∣∣ ≤ C(1+ t)−1, t ≥ 0.

Before we proceed to the proof of Theorem 3.1, we state and prove some auxiliary lemmas.

Lemma 3.1. Following estimates are true:

ϕ
1
3 (t) ≤ 1+ S(t) ≤ Cϕ

1
3 (t), t ≥ 0,

where

ϕ(t) = 1+
∫ t

0

∫ 1

0
(1+ S)2

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dxdτ . (3.5)

Proof. From (3.2) it follows that

dS
dt
=

∫ 1

0

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dx, S(0) = 0. (3.6)

Let us multiply the first equality of (3.6) by (1+ S)2 and introduce following notations:

σ1 = (1+ S)
∂U
∂x
, σ2 = (1+ S)

∂V
∂x
.

We have

1
3
d(1+ S)3

dt
=

∫ 1

0

(
σ 21 + σ

2
2

)
dx. (3.7)

Integrating Eq. (3.7) on (0, t)we get

(1+ S)3

3
=

∫ t

0

∫ 1

0

(
σ 21 + σ

2
2

)
dxdτ +

1
3
,

or, taking into account (3.5)

ϕ
1
3 (t) ≤ 1+ S(t) ≤ [3ϕ(t)]

1
3 .

So, Lemma 3.1 is proved. �

Lemma 3.2. The following estimates are true:

cϕ
2
3 (t) ≤

∫ 1

0

(
σ 21 + σ

2
2

)
dx ≤ Cϕ

2
3 (t), t ≥ 0.

Proof. Taking into account Lemma 3.1 and the boundary conditions we get∫ 1

0

(
σ 21 + σ

2
2

)
dx =

∫ 1

0
(1+ S)2

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dx ≥ ϕ

2
3 (t)

(∫ 1

0

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dx

)

≥ ϕ
2
3 (t)

{[∫ 1

0

∂U
∂x
dx
]2
+

[∫ 1

0

∂V
∂x
dx
]2}
=
(
ψ21 + ψ

2
2

)
ϕ
2
3 (t),

or ∫ 1

0

(
σ 21 + σ

2
2

)
dx ≥ cϕ

2
3 (t). (3.8)

Let usmultiply the first equation of (3.1) by (1+S)−1∂U/∂t and integrate on the domain (0, 1)× (0, t). Using conditions
(3.3), (3.4) and integration by parts we have
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0

∫ 1

0
(1+ S)−1

(
∂U
∂τ

)2
dxdτ +

1
2

∫ 1

0

(
∂U
∂x

)2
dx−

1
2

∫ 1

0

(
dU0
dx

)2
dx = 0.

From this we get∫ 1

0

(
∂U
∂x

)2
dx ≤ C . (3.9)

Analogously,∫ 1

0

(
∂V
∂x

)2
dx ≤ C . (3.10)

From (3.9), (3.10) and Lemma 3.1 we conclude∫ 1

0

(
σ 21 + σ

2
2

)
dx = (1+ S)2

∫ 1

0

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dx ≤ Cϕ

2
3 (t).

So, the last inequality with estimate (3.8), proves Lemma 3.2. �

From Lemma 3.2 and relation (3.5) we receive following estimates:

cϕ
2
3 (t) ≤

dϕ(t)
dt
≤ Cϕ

2
3 (t), t ≥ 0.

Integrating this inequalities one can easily get(
1+

c
3
t
)3
≤ ϕ(t) ≤

(
1+

C
3
t
)3
,

or

c (1+ t)3 ≤ ϕ(t) ≤ C (1+ t)3 .

From this, taking into account Lemma 3.1 we get the following estimate:

c (1+ t) ≤ 1+ S(x, t) ≤ C (1+ t) , t ≥ 0. (3.11)

Lemma 3.3. The derivatives ∂U/∂t and ∂V/∂t satisfy the inequality∥∥∥∥∂U∂t
∥∥∥∥+ ∥∥∥∥∂V∂t

∥∥∥∥ ≤ C(1+ t)−1, t ≥ 0.

Proof. Note that inequality (2.10) is valid for the problem (3.1)–(3.4) as well. So, from (2.10), using Poincare’s inequality
and relations (3.9)–(3.11) we get

d
dt

∫ 1

0

(
∂U
∂t

)2
dx+ c(1+ t)

∫ 1

0

(
∂U
∂t

)2
dx ≤ C(1+ t)−1.

Using Gronwall’s inequality we arrive at∫ 1

0

(
∂U
∂t

)2
dx ≤ exp

(
−c

∫ t

0
(1+ τ) dτ

){∫ 1

0

(
∂U
∂t

)2
dx

∣∣∣∣∣
t=0

+ C
∫ t

0
exp

(
c
∫ τ

0
(1+ ξ) dξ

)
(1+ τ)−1 dτ

}

= C1 exp
(
−
c(1+ t)2

2

)[
C2 + C3

∫ t

0
exp

(
c(1+ τ)2

2

)
(1+ τ)−1dτ

]
. (3.12)

Applying L’Hospital’s rule we obtain

lim
t→∞

∫ t
0 exp

(
c(1+τ)2

2

)
(1+ τ)−1dτ

exp
(
c(1+t)2
2

)
(1+ t)−2

= lim
t→∞

exp
(
c(1+t)2

2

)
(1+ t)−1

exp
(
c(1+t)2
2

)
(1+ t)−1

[
c − 2(1+ t)−2

]
= lim
t→∞

1
c − 2(1+ t)−2

= C . (3.13)
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Therefore, from (3.12) and (3.13) we get∫ 1

0

(
∂U
∂t

)2
dx ≤ C(1+ t)−2.

Analogously,∫ 1

0

(
∂V
∂t

)2
dx ≤ C(1+ t)−2.

So, Lemma 3.3 is proved. �
Now we are ready to prove Theorem 3.1.

Proof. According to the method applied in Section 2, taking into account Lemma 3.3 and the estimate (3.11), we derive∣∣∣∣∂U(x, t)∂x
− ψ1

∣∣∣∣ = ∣∣∣∣∫ 1

0

∫ x

y

∂2U(ξ , t)
∂ξ 2

dξdy
∣∣∣∣ ≤ ∫ 1

0

∣∣∣∣∂2U(x, t)∂x2

∣∣∣∣ dx
≤

∫ 1

0

∣∣∣∣(1+ S)−1 ∂U∂t
∣∣∣∣ dx ≤ [∫ 1

0
(1+ S)−2dx

]1/2 [∫ 1

0

∣∣∣∣∂U∂t
∣∣∣∣2 dx

]1/2
≤ C(1+ t)−2.

Hence, we have∣∣∣∣∂U(x, t)∂x
− ψ1

∣∣∣∣ ≤ C(1+ t)−2. (3.14)

Analogously,∣∣∣∣∂V (x, t)∂x
− ψ2

∣∣∣∣ ≤ C(1+ t)−2. (3.15)

Now let us estimate ∂U/∂t and ∂V/∂t . For this let us multiply (2.10) by (1+ t)2. Keeping in mind estimates (3.9)–(3.11),
we arrive at∫ t

0
(1+ τ)2

d
dτ

(∫ 1

0

(
∂U
∂τ

)2
dx

)
dτ + c

∫ t

0
(1+ τ)3

(∫ 1

0

(
∂2U
∂τ∂x

)2
dx

)
dτ ≤ C

∫ t

0
(1+ τ)dτ .

Integrating last inequality on (0, t), using integration by parts, estimate (3.11) and Lemma 3.3 we get

c
∫ t

0
(1+ τ)3

(∫ 1

0

(
∂2U
∂τ∂x

)2
dx

)
dτ ≤ −(1+ t)2

∫ 1

0

(
∂U
∂t

)2
dx+

∫ 1

0

(
∂U
∂t

)2
dx

∣∣∣∣∣
t=0

+ 2
∫ t

0
(1+ τ)

(∫ 1

0

(
∂U
∂τ

)2
dx

)
dτ +

1
2

[
(1+ t)2 − 1

]
≤ C1 + C2

∫ t

0
(1+ τ)−1dτ −

1
2
+
1
2
(1+ t)2 ≤ C(1+ t)2,

or ∫ t

0
(1+ τ)3

(∫ 1

0

(
∂2U
∂τ∂x

)2
dx

)
dτ ≤ C(1+ t)2. (3.16)

In an analogous way we can obtain∫ t

0
(1+ τ)3

(∫ 1

0

(
∂2V
∂τ∂x

)2
dx

)
dτ ≤ C(1+ t)2. (3.17)

Let us multiply (2.9) by (1+ t)3∂2U/∂t2∫ 1

0
(1+ t)3

(
∂2U
∂t2

)2
dx =

∫ 1

0
(1+ t)3(1+ S)

∂3U
∂x2∂t

∂2U
∂t2
dx

+

∫ 1

0
(1+ t)3

(∫ 1

0

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dx

)
∂2U
∂x2

∂2U
∂t2
dx.
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Integration by parts and using the boundary conditions (3.3), gives∫ 1

0
(1+ t)3

(
∂2U
∂t2

)2
dx+

∫ 1

0
(1+ t)3(1+ S)

∂2U
∂x∂t

∂3U
∂t2∂x

dx

+

∫ 1

0
(1+ t)3

(∫ 1

0

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dx

)
∂U
∂x

∂3U
∂t2∂x

dx = 0.

After integrating over (0, t)we arrive at∫ t

0

∫ 1

0
(1+ τ)3

(
∂2U
∂τ 2

)2
dxdτ +

1
2

∫ t

0

∫ 1

0
(1+ τ)3(1+ S)

∂

∂τ

(
∂2U
∂τ∂x

)2
dxdτ

+

∫ t

0
(1+ τ)3

(∫ 1

0

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dx

)(∫ 1

0

∂U
∂x

∂

∂τ

(
∂2U
∂τ∂x

)
dx
)
dτ = 0.

Integration by parts again and taking into account (3.6) we get

(1+ t)3(1+ S)
2

∫ 1

0

(
∂2U
∂t∂x

)2
dx−

1
2

∫ 1

0

(
∂2U
∂t∂x

)2
dx

∣∣∣∣∣
t=0

≤
3
2

∫ t

0

∫ 1

0
(1+ τ)2(1+ S)

(
∂2U
∂τ∂x

)2
dxdτ

+
1
2

∫ t

0
(1+ τ)3

(∫ 1

0

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dx

)(∫ 1

0

(
∂2U
∂τ∂x

)2
dx

)
dτ

− (1+ t)3
(∫ 1

0

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dx

)(∫ 1

0

∂U
∂x

∂2U
∂t∂x

dx
)

+

(∫ 1

0

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dx

)(∫ 1

0

∂U
∂x

∂2U
∂t∂x

dx
)∣∣∣∣∣
t=0

+ 3
∫ t

0
(1+ τ)2

(∫ 1

0

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dx

)(∫ 1

0

∂U
∂x

∂2U
∂τ∂x

dx
)
dτ

+

∫ t

0
(1+ τ)3

d
dτ

(∫ 1

0

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dx

)(∫ 1

0

∂U
∂x

∂2U
∂τ∂x

dx
)
dτ

+

∫ t

0
(1+ τ)3

(∫ 1

0

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dx

)(∫ 1

0

(
∂2U
∂τ∂x

)2
dx

)
dτ .

By using Schwarz’s inequality in the last relation, keeping in mind estimates (3.9)–(3.11), we deduce

c
2
(1+ t)4

∫ 1

0

(
∂2U
∂t∂x

)2
dx ≤ C1 + C2

∫ t

0

∫ 1

0
(1+ τ)3

(
∂2U
∂τ∂x

)2
dxdτ

+ C3

∫ t

0
(1+ τ)3

(∫ 1

0

(
∂2U
∂τ∂x

)2
dx

)
dτ +

c
4
(1+ t)4

∫ 1

0

(
∂2U
∂t∂x

)2
dx

+ C4(1+ t)2
∫ 1

0

(
∂U
∂x

)2
dx+

(∥∥∥∥∂U∂x
∥∥∥∥2 + ∥∥∥∥∂V∂x

∥∥∥∥2
)∥∥∥∥∂U∂x

∥∥∥∥ ∥∥∥∥ ∂2U∂x∂t
∥∥∥∥
∣∣∣∣∣
t=0

+

∫ t

0
(1+ τ)3

(∫ 1

0

(
∂2U
∂τ∂x

)2
dx

)
dτ + C5

∫ t

0
(1+ τ)dτ

+ C6

∫ t

0
(1+ τ)3


[∫ 1

0

(
∂U
∂x

)2
dx

]1/2 [∫ 1

0

(
∂2U
∂x∂τ

)2
dx

]1/2
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+

[∫ 1

0

(
∂V
∂x

)2
dx

]1/2 [∫ 1

0

(
∂2V
∂x∂τ

)2
dx

]1/2
[∫ 1

0

(
∂U
∂x

)2
dx

]1/2 [∫ 1

0

(
∂2U
∂x∂τ

)2
dx

]1/2
dτ

+ C7

∫ t

0
(1+ τ)3

(∫ 1

0

(
∂2U
∂τ∂x

)2
dx

)
dτ .

From this, taking into account estimates (3.9)–(3.11), (3.16) and (3.17), we get

c
4
(1+ t)4

∫ 1

0

(
∂2U
∂t∂x

)2
dx ≤ C8 + C9(1+ t)2 + C10

∫ t

0
(1+ τ)dτ + C11

∫ t

0
(1+ τ)3

(∫ 1

0

(
∂2U
∂τ∂x

)2
dx

)
dτ

+ C11

∫ t

0
(1+ τ)3

[∫ 1

0

(
∂2V
∂τ∂x

)2
dx
∫ 1

0

(
∂2U
∂τ∂x

)2
dx

]1/2
dτ

≤ C12(1+ t)2 + C13

∫ t

0
(1+ τ)3

(∫ 1

0

(
∂2V
∂τ∂x

)2
dx

)
dτ + C13

∫ t

0
(1+ τ)3

(∫ 1

0

(
∂2U
∂τ∂x

)2
dx

)
dτ ≤ C14(1+ t)2,

or at last∫ 1

0

(
∂2U
∂t∂x

)2
dx ≤ C(1+ t)−2.

From this, according to the scheme of the second section, we obtain∣∣∣∣∂U(x, t)∂t

∣∣∣∣ ≤ C(1+ t)−1.
Analogously,∣∣∣∣∂V (x, t)∂t

∣∣∣∣ ≤ C(1+ t)−1.
So, the proof of the main Theorem 3.1 of this section is over. �

Remarks:

1. Note that in this sectionwe used a scheme similar to the scheme of [16] inwhich the adiabatic shearing of incompressible
fluids with temperature-dependent viscosity is studied.

2. The existence of globally defined solutions of the problems (2.1)–(2.3) and (3.1)–(3.3) can be obtained by a routine
procedure. One first establishes the existence of local solutions on a maximal time interval and then uses the derived
a priori estimates to show that the solutions cannot escape in finite time (see, for example, [7–9]).

3. Mathematical results, that are given in the second and third sections, show difference between stabilization rates of
solutions with homogeneous and nonhomogeneous boundary conditions.

4. Finite difference scheme

In the rectangle QT = (0, 1) × (0, T ), where T is a positive constant, we discuss finite difference approximation of the
nonlinear integro-differential problem:

∂U
∂t
−

{
1+

∫ t

0

∫ 1

0

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dxdτ

}
∂2U
∂x2
= f1(x, t),

∂V
∂t
−

{
1+

∫ t

0

∫ 1

0

[(
∂U
∂x

)2
+

(
∂V
∂x

)2]
dxdτ

}
∂2V
∂x2
= f2(x, t),

(4.1)

U(0, t) = U(1, t) = V (0, t) = V (1, t) = 0, (4.2)
U(x, 0) = U0(x), V (x, 0) = V0(x). (4.3)

Here f1 = f1(x, t), f2 = f2(x, t),U0 = U0(x) and V0 = V0(x) are given sufficiently smooth functions of their arguments.
We introduce a net in the rectangle QT whose mesh points are denoted by (xi, tj) = (ih, jτ), where i = 0, 1, . . . ,M and

j = 0, 1, . . . ,N with h = 1/M, τ = T/N . The initial line is denoted by j = 0. The discrete approximation at (xi, tj) is denoted
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by uji, v
j
i and the exact solution to the problem (4.1)–(4.3) at those points by U

j
i , V

j
i . We will use the following notations for

the differences and norms:

∆xr
j
i =

r ji+1 − r
j
i

h
, ∇xr

j
i =

r ji − r
j
i−1

h
,

∆t r
j
i =

r j+1i − r
j
i

τ
, ∇t r

j
i = ∆t r

j−1
i =

r ji − r
j−1
i

τ
,

‖r‖h =

(
M−1∑
i=1

r2i h

)1/2
, ‖ r]|h =

(
M∑
i=1

r2i h

)1/2
.

Thus we have

∇tu
j
i −

{
1+ τh

M∑
l=1

j+1∑
k=1

[
(∇xukl )

2
+ (∇xv

k
l )
2]}∆x∇xuj+1i = f j1,i,

∇tv
j
i −

{
1+ τh

M∑
l=1

j+1∑
k=1

[
(∇xukl )

2
+ (∇xv

k
l )
2]}∆x∇xvj+1i = f j2,i, i = 1, 2, . . . ,M − 1; j = 0, 1, . . . ,N − 1,

(4.4)

uj0 = u
j
M = v

j
0 = v

j
M = 0, j = 0, 1, . . . ,N, (4.5)

u0i = U0,i, v0i = V0,i, i = 0, 1, . . . ,M. (4.6)

Multiplying the first equality of (4.4) by τhuj+1i (t), summing for each i from 1 toM − 1 and using the discrete analogue
of the integration by parts we get

‖uj+1‖2h − h
M−1∑
i=1

uj+1i u
j
i + τh

M∑
i=1

(
1+ τh

M∑
l=1

j+1∑
k=1

[
(∇xukl )

2
+ (∇xv

k
l )
2]) (

∇xu
j+1
i

)2
= τh

M−1∑
i=1

f j1,iu
j+1
i . (4.7)

Taking into account the following relations

h
M−1∑
i=1

uj+1i u
j
i ≤
1
2
‖uj+1‖2h +

1
2
‖uj‖2h, h

M−1∑
i=1

f ji u
j+1
i ≤

1
2
‖f j‖2h +

1
2
‖uj+1‖2h

and discrete analogue of Poincare’s inequality

‖uj+1‖h ≤‖ ∇xuj+1]|h (4.8)

from (4.7) we get

1
2
‖uj+1‖2h −

1
2
‖uj‖2h + τ ‖ ∇xu

j+1
] |
2
h ≤ τ‖f

j
1‖
2
h +

τ

2
‖ ∇xuj+1] |2h .

From this inequality it is not difficult to get the following estimation

‖un‖2h +
n∑
j=1

‖ ∇xuj] |2h τ < C, n = 1, 2, . . . ,N. (4.9)

Analogously, we can show that

‖vn‖2h +

n∑
j=1

‖ ∇xv
j
] |
2
h τ < C, n = 1, 2, . . . ,N. (4.10)

In (4.9) and (4.10) the constant C depends on T and on f1 and f2 respectively.
The a priori estimates (4.9) and (4.10) guarantee the stability and existence, see [9], of solution of the scheme (4.4)–(4.6).
The main result of this section is:

Theorem 4.1. If problem (4.1)–(4.3) has a sufficiently smooth solution U = U(x, t), V = V (x, t), then the solution uj =
(uj1, u

j
2, . . . , u

j
M−1), v

j
= (v

j
1, v

j
2, . . . , v

j
M−1), j = 1, 2, . . . ,N of the difference scheme (4.4)–(4.6) tends to U

j
= (U j1,U

j
2, . . . ,

U jM−1), V
j
= (V j1, V

j
2, . . . , V

j
M−1), j = 1, 2, . . . ,N as τ → 0, h→ 0 and the following estimates are true

‖uj − U j‖h ≤ C(τ + h), ‖vj − V j‖h ≤ C(τ + h), j = 1, 2, . . . ,N. (4.11)
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Proof. For U = U(x, t) and V = V (x, t)we have:

∇tU
j
i −

{
1+ τh

M∑
l=1

j+1∑
k=1

[
(∇xUkl )

2
+ (∇xV kl )

2]}∆x∇xU j+1i = f j1,i − ψ j1,i,
∇tV

j
i −

{
1+ τh

M∑
l=1

j+1∑
k=1

[
(∇xUkl )

2
+ (∇xV kl )

2]}∆x∇xV j+1i = f j2,i − ψ j2,i,
(4.12)

U j0 = U
j
M = V

j
0 = V

j
M = 0, (4.13)

U0i = U0,i, V 0i = V0,i, (4.14)

where

ψ
j
k,i = O(τ + h), k = 1, 2.

Solving (4.4)–(4.6) instead of the problem (4.1)–(4.3) we have the errors yji = u
j
i − U

j
i and z

j
i = v

j
i − V

j
i . From (4.4)–(4.6)

and (4.12)–(4.14) we get

∇ty
j
i −∆x

{(
1+ τh

M∑
l=1

j+1∑
k=1

[
(∇xukl )

2
+ (∇xv

k
l )
2])
∇xu

j+1
i

−

(
1+ τh

M∑
l=1

j+1∑
k=1

[
(∇xUkl )

2
+ (∇xV kl )

2])
∇xU

j+1
i

}
= ψ

j
1,i,

∇tz
j
i −∆x

{(
1+ τh

M∑
l=1

j+1∑
k=1

[
(∇xukl )

2
+ (∇xv

k
l )
2])
∇xv

j+1
i

−

(
1+ τh

M∑
l=1

j+1∑
k=1

[
(∇xUkl )

2
+ (∇xV kl )

2])
∇xV

j+1
i

}
= ψ

j
2,i,

(4.15)

yj0 = y
j
M = z

j
0 = z

j
M = 0, (4.16)

y0i = z
0
i = 0. (4.17)

Multiplying Eq. (4.15) by τhyj+1i and τhz j+1i , respectively, summing for each i from1 toM−1, using (4.16) and the discrete
analogue of formula of integration by parts we get

‖yj+1‖2h − h
M−1∑
i=1

yj+1i y
j
i + τh

M∑
i=1

{(
1+ τh

M∑
l=1

j+1∑
k=1

[
(∇xukl )

2
+ (∇xv

k
l )
2])
∇xu

j+1
i

−

(
1+ τh

M∑
l=1

j+1∑
k=1

[
(∇xUkl )

2
+ (∇xV kl )

2])
∇xU

j+1
i

}
∇xy

j+1
i = τh

M−1∑
i=1

ψ
j
1,iy

j+1
i ,

‖z j+1‖2h − h
M−1∑
i=1

z j+1i z
j
i + τh

M∑
i=1

{(
1+ τh

M∑
l=1

j+1∑
k=1

[
(∇xukl )

2
+ (∇xv

k
l )
2])
∇xv

j+1
i

−

(
1+ τh

M∑
l=1

j+1∑
k=1

[
(∇xUkl )

2
+ (∇xV kl )

2])
∇xV

j+1
i

}
∇xz

j+1
i = τh

M−1∑
i=1

ψ
j
2,iz

j+1
i .

(4.18)

Note that

h
M−1∑
i=1

r j+1i r
j
i =

1
2
‖r j+1‖2h +

1
2
‖r j‖2h −

1
2
‖r j+1 − r j‖2h, (4.19)

and ([
(∇xuki )

2
+ (∇xv

k
i )
2]
∇xu

j+1
i −

[
(∇xUki )

2
+ (∇xV ki )

2]
∇xU

j+1
i

)
(∇xu

j+1
i −∇xU

j+1
i )

=
[
(∇xuki )

2
+ (∇xv

k
i )
2] (∇xuj+1i )2 +

[
(∇xUki )

2
+ (∇xV ki )

2] (∇xU j+1i )2

−∇xu
j+1
i ∇xU

j+1
i

[
(∇xUki )

2
+ (∇xV ki )

2
+ (∇xuki )

2
+ (∇xv

k
i )
2]

=
1
2

(
∇xu

j+1
i −∇xU

j+1
i

)2 [
(∇xuki )

2
+ (∇xv

k
i )
2
+ (∇xUki )

2
+ (∇xV ki )

2]
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−
1
2
(∇xu

j+1
i )2

[
(∇xUki )

2
+ (∇xV ki )

2]
−
1
2
(∇xU

j+1
i )2

[
(∇xuki )

2
+ (∇xv

k
i )
2]

+
1
2
(∇xu

j+1
i )2

[
(∇xuki )

2
+ (∇xv

k
i )
2]
+
1
2
(∇xU

j+1
i )2

[
(∇xUki )

2
+ (∇xV ki )

2]
≥
1
2

[
(∇xu

j+1
i )2 − (∇xU

j+1
i )2

] [
(∇xuki )

2
+ (∇xv

k
i )
2
− (∇xUki )

2
− (∇xV ki )

2] . (4.20)

Analogously,([
(∇xuki )

2
+ (∇xv

k
i )
2]
∇xv

j+1
i −

[
(∇xUki )

2
+ (∇xV ki )

2]
∇xV

j+1
i

)
(∇xv

j+1
i −∇xV

j+1
i )

≥
1
2

[
(∇xv

j+1
i )2 − (∇xV

j+1
i )2

] [
(∇xuki )

2
+ (∇xv

k
i )
2
− (∇xUki )

2
− (∇xV ki )

2] . (4.21)

Taking into account relations (4.19)–(4.21), from (4.18) for all ε > 0 we have

‖yj+1‖2h +
1
2
‖yj+1 − yj‖2h −

1
2
‖yj+1‖2h −

1
2
‖yj‖2h + τ ‖ ∇xy

j+1
] |
2
h

+‖z j+1‖2h +
1
2
‖z j+1 − z j‖2h −

1
2
‖z j+1‖2h −

1
2
‖z j‖2h + τ ‖ ∇xz

j+1
] |
2
h

+
τ 2h2

2

M∑
i=1

M∑
l=1

j+1∑
k=1

[
(∇xukl )

2
+ (∇xv

k
l )
2
− (∇xUki )

2
− (∇xV ki )

2] [(∇xuj+1i )2 + (∇xv
j+1
i )2

− (∇xU
j+1
i )2 − (∇xV

j+1
i )2

]
≤ τε(‖ψ

j
1‖
2
h + ‖ψ

j
2‖
2
h)+

τ

4ε
(‖yj+1‖2h + ‖z

j+1
‖
2
h), j = 0, 1, . . . ,N − 1. (4.22)

Let us introduce the notation

ξ j = τh
j∑
k=1

M∑
l=1

[
(∇xukl )

2
+ (∇xv

k
l )
2
− (∇xUkl )

2
− (∇xV kl )

2] , ξ 0 = 0,

then

∆tξ
j
= h

M∑
l=1

[
(∇xu

j+1
l )2 + (∇xv

j+1
l )2 − (∇xU

j+1
l )2 − (∇xV

j+1
l )2

]
.

So, from (4.22) we get

‖yj+1‖2h − ‖y
j
‖
2
h + τ

2
‖∇tyj+1‖2h + τ ‖ ∇xy

j+1
] |
2
h+‖z

j+1
‖
2
h − ‖z

j
‖
2
h + τ

2
‖∇tz j+1‖2h + τ ‖ ∇xz

j+1
] |
2
h+τ

2 (∆tξ j)2
+ τξ j∆tξ

j
≤
τ

ε
(‖ψ

j
1‖
2
h + ‖ψ

j
2‖
2
h)+ 4ετ(‖y

j+1
‖
2
h + ‖z

j+1
‖
2
h). (4.23)

Using (4.17), discrete analogue of Poincare’s inequality

‖r j+1‖2h ≤‖ ∇xr
j+1
i ] |

2
h

and the relation

τξ j∆tξ
j
=
1
2

(
ξ j+1

)2
−
1
2

(
ξ j
)2
−
τ 2

2

(
∆tξ

j)2 ,
from (4.23) when ε = 1, we have

‖yn‖2h + τ
2
n−1∑
j=0

‖∆ty
j
i‖
2
h +

τ

2

n−1∑
j=0

‖ ∇xy
j+1
i ] |

2
h+‖z

n
‖
2
h + τ

2
n−1∑
j=0

‖∆tz
j
i‖
2
h

+
τ

2

n−1∑
j=0

‖ ∇xz
j+1
i ] |

2
h+

τ 2

2

n−1∑
j=0

(
∆tξ

j)2
+
1
2

(
ξ n
)2
≤ τ

n−1∑
j=0

(
‖ψ

j
1‖
2
h + ‖ψ

j
2‖
2
h

)
, n = 1, 2, . . . ,N. (4.24)

From (4.24) we get (4.11) and thus Theorem 4.1 has been proven. �

Remark: Note, that according to the scheme of proving convergence theorem, the uniqueness of the solution of the
scheme (4.4)–(4.6) can be proven. In particular, assuming the existence of two solutions (u, v) and (ū, v̄) of the scheme
(4.4)–(4.6), then for the differences ȳ = u− ū and z̄ = v − v̄ we get ‖ȳn‖2h + ‖z̄

n
‖
2
h ≤ 0, n = 1, 2, . . . ,N . So, ȳ = z̄ ≡ 0.
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5. Numerical implementation
The finite difference scheme (4.4)–(4.6) can be rewritten as follows:

uj+1i − u
j
i

τ
− Aj+1

uj+1i+1 − 2u
j+1
i + u

j+1
i−1

h2
= f j1,i,

v
j+1
i − v

j
i

τ
− Aj+1

v
j+1
i+1 − 2v

j+1
i + v

j+1
i−1

h2
= f j2,i, i = 1, 2, . . . ,M − 1, j = 0, 1, . . . ,N − 1,

(5.1)

where

Aj = 1+ τh
M∑
`=1

j∑
k=1

(uk` − uk`−1
h

)2
+

(
vk` − v

k
`−1

h

)2 . (5.2)

In order to rewrite this in matrix form, we define the vectors

uj =


uj1
uj2
...

ujM−1


and similarly vj, fj1, and f

j
2. We also define the symmetric tridiagonal (M − 1)× (M − 1)matrix T as follows

Tj+1rs =



−
1
h2
Aj+1, s = r − 1,

2
h2
Aj+1, s = r,

−
1
h2
Aj+1, s = r + 1,

0, otherwise.

Thus the system (5.1) becomes

1
τ

[
uj+1

vj+1

]
−
1
τ

[
uj

vj

]
+

[
Tj+1 0
0 Tj+1

] [
uj+1

vj+1

]
−

[
fj1
fj2

]
= 0. (5.3)

We will use Newton’s method to solve the nonlinear system (5.3). Let

Pj =
[
uj

vj

]
and

Fj =

[
fj1
fj2

]
and define

H(Pj+1) =
1
τ
Pj+1 −

1
τ
Pj + T̂

j+1
Pj+1 − Fj, (5.4)

where T̂
j+1
is the 2-by-2 block diagonalmatrixwith Tj+1 on diagonal.Wewill now construct the gradientmatrix. Thismatrix

can be written in block form as follows:

∇H =
[
Q R
W Z

]
,

where the matrices Q , R,W , Z are given below.

Qrs =
1
τ
δrs − Aj+1

δr+1s − 2δrs + δr−1s
h2

+ 2τh
uj+1r+1 − 2u

j+1
r + u

j+1
r−1

h2
uj+1s+1 − 2u

j+1
s + u

j+1
s−1

h2
(5.5)

Wrs = 2τh
v
j+1
r+1 − 2v

j+1
r + v

j+1
r−1

h2
uj+1s+1 − 2u

j+1
s + u

j+1
s−1

h2
(5.6)

Rrs = 2τh
uj+1r+1 − 2u

j+1
r + u

j+1
r−1

h2
v
j+1
s+1 − 2v

j+1
s + v

j+1
s−1

h2
(5.7)
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where δrs is the Kronecker delta and Zrs is obtained by replacing u by v in Qrs. Using definition (5.4) Newton’s method for the
system (5.3) is given by

∇H(Pj+1) |(n)(Pj+1 |(n+1)−Pj+1 |(n)) = −H(Pj+1) |(n) .

Theorem 5.1. Given the nonlinear system of equations

Hi (P1, . . . , P2M−2) = 0, i = 1, 2, . . . , 2M − 2.

If Hi are three times continuously differentiable in a region containing the solution ξ1, . . . , ξ2M−2 and the Jacobian does not vanish
in that region, then Newton’s method converges at least quadratically (see [17]).

The Jacobian is the matrix ∇H computed above. The term 1
τ
on diagonal ensures that the Jacobian does not vanish. The

differentiability is guaranteed, since ∇H is quadratic.
In our first numerical experiment (Example 1) we have chosen the right-hand side so that the exact solution is given by

U(x, t) = x(1− x) sin(x+ t), V (x, t) = x(1− x) cos(x+ t).

In this case the right-hand side is

f1(x, t) = x(1− x) cos(x+ t)−
(
1+

11
30
t
)
((−2− x+ x2) sin(x+ t)+ 2(1− 2x) cos(x+ t))

f2(x, t) = −x(1− x) sin(x+ t)−
(
1+

11
30
t
)
((−2− x+ x2) cos(x+ t)− 2(1− 2x) sin(x+ t)).

The parameters used are M = 100 which dictates h = 0.01. In the next four subplots we plotted the absolute value of
the difference between the numerical and exact solutions on a semi-log axis at t = 0.5 and t = 1 (Fig. 1) and it is clear that
the two solutions are almost identical.
In our next experiment (Example 2) we have taken zero right-hand side and initial condition given by

U0(x) = U(x, 0) = x(1− x) sin(8πx), V0(x) = V (x, 0) = x(1− x) cos(4πx).

In this case, we know that the solution will decay in time [11]. The parametersM, h, τ are as before. In Fig. 2, we plotted the
initial solution and in Fig. 3, we have the numerical solution at four different times. In both figures the top subplot is for u

Fig. 1. The absolute value of the difference between the numerical and exact solutions for u (left) and v (right) at t = 0.5 (top) and t = 1 (bottom) on a
semi-log scale.
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Fig. 2. The initial solution U0(x) = x(1− x) sin(8πx) (top) and V0(x) = x(1− x) cos(4πx) (bottom) for Example 2.

Fig. 3. The numerical solution at t = 0.1, 0.2, 0.3, 0.4 for u (top) and v (bottom).
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Fig. 4. The maximum norm of the numerical solution for ∂U
∂x (top) and

∂V
∂x (bottom) (Example 2) and e

−t/2 . Solid line for ∂U
∂x and

∂V
∂x and line marked with

∗ for the exponential.

Fig. 5. The initial solution U0(x) = x(1− x) sin(8πx)+ 0.0002x (top) and V0(x) = x(1− x) cos(4πx)+ 0.001x (bottom) for Example 3.

and the bottom subplot is for v. It is clear that the numerical solution is approaching zero for all x. We have also plotted the
maximum norm of the partial derivatives ∂U

∂x and
∂V
∂x versus the exponential e

−t/2. Fig. 4 shows that the maximum norm of
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Fig. 6. The numerical solution at t = 0.1, 0.2, 0.3, 0.4 for u (top) and v (bottom).
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Fig. 7. The maximum norm of the numerical solution for ∂U
∂x (top) and

∂V
∂x (bottom) (Example 3) and e

−t/2 . Solid line for ∂U
∂x and

∂V
∂x and line marked with

∗ for the exponential.
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∂U
∂x (top) and

∂V
∂x (bottom) decays faster than the exponential. Therefore the numerical approximation of the x-derivative of

the solution of our experiment fully agrees with the theoretical results given in [11].
We have experimentedwith several other initial solutions, and in all caseswe noticed the decay of the numerical solution

as expected [11].
We have solved the problem with nonhomogeneous boundary conditions on one side of lateral boundary as well

(Example 3). In this case we have taken the following initial conditions:

U0(x) = U(x, 0) = x(1− x) sin(8πx)+ 0.0002x, V0(x) = V (x, 0) = x(1− x) cos(4πx)+ 0.001x.

We plotted the initial solution in Fig. 5 and the numerical solution at various times in Fig. 6. Now the solution approaches
the steady state solution U(x) = 0.0002x and V (x) = 0.001x respectively.
We have also plotted the maximum norm of the partial derivatives ∂U

∂x and
∂V
∂x versus the exponential e

−t/2. Fig. 7
shows that the maximum norm of ∂U

∂x (top) and
∂V
∂x (bottom) decays faster than the exponential. Therefore the numerical

approximation of the x-derivative of the solution of our experiment shows exponential decay as in the homogeneous case.
Theoretically we could not prove better than polynomial decay. It is possible that this faster decay happens only under
special circumstances.

References

[1] L. Landau, E. Lifschitz, Electrodynamics of Continuous Media, in: Course of Theoretical Physics, vol. 8, Pergamon Press, Oxford, London, New York,
Paris, 1957 (Translated from the Russian) Addison-Wesley Publishing Co., Inc., Reading, Mass., 1960; Russian original: Gosudarstv. Izdat. Tehn-Teor.
Lit., Moscow.

[2] D. Gordeziani, T. Dzhangveladze(Jangveladze), T. Korshia, Existence and uniqueness of the solution of a class of nonlinear parabolic problems, Differ.
Uravn. 19 (1983) 1197–1207 (Russian) English translation: Diff. Eq. 19 (1983) 887–895.

[3] T. Dzhangveladze(Jangveladze), The first boundary value problem for a nonlinear equation of parabolic type, Dokl. Akad. Nauk SSSR 269 (1983)
839–842 Russian) English translation: Soviet Phys. Dokl. 28 (1983) 323–324.

[4] G. Laptev, Quasilinear parabolic equations which contains in coefficients Volterra’s operator, Math. Sbornik 136 (1988) 530–545 (Russian) English
translation: Sbornik Math. 64 (1989) 527–542.

[5] G. Laptev, Quasilinear evolution partial differential equations with operator coefficients, Doctoral Dissertation, Moscow, 1990 (Russian).
[6] N. Long, A. Dinh, Nonlinear parabolic problem associated with the penetration of a magnetic field into a substance, Math. Mech. Appl. Sci. 16 (1993)
281–295.

[7] T.A. Jangveladze, On one class of nonlinear integro-differential equations, Semin. I. Vekua Inst. Appl. Math. 23 (1997) 51–87.
[8] M. Vishik, Solvability of boundary-value problems for quasi-linear parabolic equations of higher orders (Russian), Math. Sb. (N.S.) 59 (101) (1962)
289–325. suppl.

[9] J. Lions, Quelques Méthodes de Résolution des Problèmes aux Limites Non-linéaires, Dunod, Gauthier-Villars, Paris, 1969.
[10] T. Jangveladze(Dzhangveladze), Z. Kiguradze, Asymptotics of a solution of a nonlinear system of diffusion of a magnetic field into a substance, Sibirsk.

Mat. Zh. 47 (2006) 1058–1070 (Russian) English translation: Siberian Math. J. 47 (2006) 867–878.
[11] T. Jangveladze, Z. Kiguradze, B. Neta, Large time behavior of solutions to a nonlinear integro-differential system, J. Math. Anal. Appl. 351 (2009)

382–391.
[12] T.A. Jangveladze, Convergence of a difference scheme for a nonlinear integro-differential equation, Proc. I. Vekua Inst. Appl. Math. 48 (1998) 38–43.
[13] Z.V. Kiguradze, Finite difference scheme for a nonlinear integro-differential system, Proc. I. Vekua Inst. Appl. Math. 50–51 (2000–2001) 65–72.
[14] B. Neta, J.O. Igwe, Finite differences versus finite elements for solving nonlinear integro-differential equations, J. Math. Anal. Appl. 112 (1985) 607–618.
[15] T.A. Jangveladze, Z.V. Kiguradze, B. Neta, Large time behavior of solutions and finite difference scheme to a nonlinear integro-differential equation,

Comput. Math. Applic. 57 (2009) 799–811.
[16] C. Dafermos, L. Hsiao, Adiabatic shearing of incompressible fluids with temperature-dependent viscosity, Quart. J. Appl. Math. 41 (1983) 45–58.
[17] W.C. Rheinboldt, Methods for Solving Systems of Nonlinear Equations, SIAM, Philadelphia, 1970.




