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## Preface

Tackling this thesis project required a search for knowledge among several areas previously beyond my grasp. These included neurophysiology, mathematics, pattern recognition and artificial neural network culture, and software development. Thanks to Dr. Steven K. Rogers, Dr. Matthew Kabrisky, Captain Dennis Ruck and Captain Greg Tarr, I had access to expertise in all of these disciplines. I would never have conceived of this research project, let alone attempted a crack at it, without their guidance. I am further indebted to my wife, Tonda, for her support and understanding throughout my pursuit of the degree requirements. This experience has immeasurably improved my knowledge of science and engineering, also leaving me with an appreciation for many complex concepts beyond my comprehension. As expected, earning this MSEE also entailed plenty of grief and aggravation. In fact, I almost turned down this rare educational opportunity before it began, until I pondered its monetary cost. It was free.
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#### Abstract

This thesis project included a literature survey of biological and artificial neural network research followed by development and testing of high-order and image recognition hierarchical neural network algorithms. Following training, performance testing of second-order and third-order networks yielded maximum accuracies comparable to those achieved by multilayer perceptron classifiers operating on test data sets. Several versions of an image classification algorithm were tested for learning performance using pixel data from forward-locking infrared (FLIR) images of tanks, trucks, target boards, and clutter. Employing the biologically-motivated Lambertization and contrast normalization of pixel windows, correlations with multiple Gabor function wavelets, and a "phase synchronizing" local averaging routine, the image classification network extracted data features. Different network versions fed the extracted features to varying output classification schemes. To improve separation of problem classes, recommendations were made for varying the parameters of the Gabor function wavelets and modifying the phase synchronization scheme to extract more suitable features irom image pixel data.


## A BIOLOGICALLY-INSPIRED

# NEURAL NETWORK ARCHITECTURE FOR IMAGE PROCESSING 

I. Introduction

### 1.1 Summary of Current Knowledge

It is widely known that in the striate (visual) cortex, certain key features of visual image data are segmented following mapping from the retinas. These separately distinguished aspects of visual information include intensity (of three colors), motion, binocular disparity, and texture (14). Texture is essentially characterized by spatial frequency, a term often used to describe both pitch ard orientation of edges. In other words, texture consists of localized sinusoidal grating patterns, or intensity functions, with varying periodicity and angular orientation in the 2-D visual field (13). Figure 1 illustrates this concept.

Seeking a better understanding of cortical processes, neurophysiological researchers have investigated the functioning of cortical tissue. As a "crumpled sheet" of neural mass, the mammalian cortex is divided into cortical columns. This 2-D array of adjacent cortical columns functionally resembles a honeycomb (13). In the visual cortex (Area 17), each cortical column is selectively tuned to respond to a different aspect of segmented visual data. Blasdel and Salama employed "voltagesensitive dyes" to observe "detailed maps of orientation selectivity," or functional organization of cortical columns, in the visual cortex of macaque monkeys (2).

Experimental observations of neuronal functioning in the visual cortex are used in this thesis to develop a biologically-motivated artificial neural network system for


Figure 1. 2-D Windowed Patterns of Varying Periodicities and Orientations
image processing. Observed neuronal processes highlighted in this research included stimulus-specific responsiveness ( $1,9,10,11,12,26$ ), phase synchronous firing of groups of neurons ( $4,9,26$ ), the semblance of Gabor functions in neuronal receptive field plots (4, 11, 12), and "axo-axonic interconnections" (19) in biological neural networks. The artificial neural network system developed in this thesis emulated the characteristics of these observed biological phenomena. Details are discussed in Chapter II.
1.1.1 Neuronal Stimulus Specificity Ervin, Gray and Singer, Hubel and Wiesel, and Jones, Stepnoski, and Palmer independently observed stimulus-specific responsiveness of neurons in cat visual cortex (4, 9, 10, 12). Each research team varied stimuli exposed to the visual field of test subjects and measured neuron firing outputs. One unified result from these researchers seems to verify that the visual cortex is an organized collection of columns, with some of these columns sensitive to specific orientations of a stimulus (14).
1.1.2 Phase Synchrony Gray and Singer further observed synchronous oscillations of stimulus-specific neurons in the visual cortex of cats (9). These findings indicate a possible cortical mechanism that enables neurons responding to unique stimuli to simultaneously broadcast their message to higher cortical levels (26). Such a mechanism facilitates the "binding" of local stimulus details into larger, global feature aspects. Attempting to mathematically model these findings, Kammen, Holmes, and Koch proposed and tested two algorithms for phase locking artificial cortical columns (15). These concepts are discussed in greater detail in Chapter II of this thesis.
1.1.3 Gabor Functions Modeling Neuronal Responses Several biological researchers also recorded neuronal receptive field responses that mapped to the general form of Gabor functions (Figure 2 ) $(4,11,12)$. This may be a highly significant finding, as a Gabor elementary function might model a transfer function of a neuron being stimulated within a linear region of operation (14).

An elementary Gabor function consists of a sinusoidal function multiplied (or windowed) by a Gaussian function. A Gabor function is consequently characterized by the frequency of the sinusoidal cofactor and the variance of the Gaussian cofactor. The Gaussian function localizes, or truncates, the sinusoid. The sinusoid discriminates frequency. (1)

Independent research by Ayer and Fretheim implemented 2-D spatial Gabor functions in segmenting image features. Both researchers correlated image scenes with multiple Gabor functions of differing spatial frequencies and variances (1, 6). It is possible that the visual cortex employs a similar correlation process in discerning texture information on an image (14).
1.1.4 "Axo-Axonic" Neuronal Connections In addition to the well-known "axo-dendritic" neural connection model depicted in Figure 3, neurophysiological research also indicates the existence of "axo-axonic" synapses in biological nearal


Figure 2. Examples of 2-D Gabor Functions (1:3)
networks (19:2). These connections suggest processing interactions, or modulations, among neuron outputs. The "axo-axonic" connection serves as a model for highorder artificial neural networks discussed later in this document (19).
1.1.5 Theory The pursuit of this thesis work required tandem consideration of previously developed artificial neural network algorithms and the cited biological observations of neural functioning in cat visual cortex. In the visual cortex, phase synchronous firing of stimulus-specific groups of neurons may indeed temporally unite their conveyed messages. This would enable simultaneous summation and processing of these dynamic neuronal responses at higher cortical levels (26). However, in implementing a software model of a network, computer memory storage essentially freezes time by holding calculated numerical outputs of artificial neurons. A subsequent step then sums these stored values in other artificial neurons (typically in a higher layer). Software modeling thus removes the temporal aspect of neuronal oscillatory firing by storing numerical output values that represent firing,
rate. This skirts the need for synchronizing outputs of software neurons, whereas phase locking phenomena seem crucial in biological neural networks with transient oscillatory outputs. Similarly, it is questionable whether biologically measured temporal latency, an aspect of phase deley, would prove valuable in software models of neural networks (23). This concept is discussed further in Chapter II.

Results from cited researchers also allude to neuronal stimulus specificity that functionally responds in the semblance of unique Gabor spatial mappings. It is widely believed that neurons in the visual cortex operate as Gabor detectors, responding to unique combinations of pitch and orientation to segment localized image textures (14). This implication influenced the direction of this thesis work.

### 1.2 Background

1.2.1 Artificial Neural Networks For several decades, researcheis have been developing and testing a variety of artificial neural network algorithms for use on certain classes of problems. These algorithms, whether supervised, unsupervised, or hybrid models, are capable of "learning" functional relationships among data sets. Network learning, also referred to as "training," occurs as the network is presented with examples of vector feature data. For some classes of networks, the training process drives iterative mathematical adjustments of node connection "weights," or functional multipliers, until network convergence. Following training, a viable network should be able to "generalize," or solve a problem, with new, unknown data inputs. (23)

Unlike conventional eiectronic digital computer serial processing, neural network algorithms employ densely interconnected nodes modeling massive parallelism. As seen in biological neural networks, massively parallel architectures yield a more robust system; characterized by graceful degradation rather than being prone to total failure due to oue malfunctioning computational element ( 18,23 ). Ultimately, software-developed neural networks may be holographically based or implemented
electronically on silicon chips.
Emulating some of the observed aspects of biological neurons (Figure 3) and neural networks, artificial neural networks have been designed to soive classification, identification and optimization problems, perform functional estimation and prediction, exhance signai-to-noise zatios, and serve in a variety of other applications ( 3,23 ). Image and speech recognition and prediction of chaotic time series are specific examples of potential applications of artificial neural networks.
1.2.2 High-Order Artificial Neural Networks High-order neural network algoritisms have been shown to surpass the performance of "classical" multilayer feedforward networks for some applications $(\delta, 19,20)$. By feeding polynomial functional combinations of vector data coinponents into a single layer of artificial neurons, these networks may efficiently "carve out" complex, functional decision regions in multidimensional feature spaces. High-order networks can thus tackle problems that are not linearly separable. Compared to multilayer first-order networks, tests of these high-order models indicated faster convergence and greater probability of attaining solutions for some problems ( $8,19,20$ ).

Multilayer first-order networks (Figure 4) also functionally adapt to nonlinearities by implicitly implementing higher orders in their hidden node layers. However, the added network layers and additional weight modifications may yield sluwer, and less probable, convergence to solutions. For these reasons, bigh-order network algorithms have been pursued in solving more complex, noalinearly-separable problems. $(8,21)$

### 1.9 Problem Statement

There existed a need to perform a consolidated literature review of biological and artificial neural network research. Incorporating the concepts and phenomena culled from this integrated literature survey, there was a subsequent need to expand


Figure 3. Emulating the Biological Neuron (5:8)


Figure 4. Example of Multilayer Network of Artificial Neurons (23)
the state of the art of existing neural network algorithms.

### 1.4 Objective

This thesis work sought to survey, integrate, and document a subset of biological and artificial neural network research. Having initially reconciled this body of knowledge, this thesis subsequently aimed to develop and test a software model consistent with the cited research findings. This entailed emulating some of the biological observations of cortical functioning. The intent was to employ high-order networks and implement Gabor functions and the concept of phase synchrony to create a better model for solving certain classes of engineering problems, including image processing. The model ultimately employed Lambertization and contrast normalization of windowed image regions, correlations with multiple Gabor functions, a phase synchronizing local averaging routine, and a feedforward network classification layer. Details are covered in Chapter III.

### 1.5 Scope and Limitations

This work did not attempt to provide a comprehensive, unified explanation of cortical processing. Rather, this thesis intended to describe and emulate some of the observed characteristics of neuronal functioning in the visual cortex, and extend previously developed artificiai neural network models. This work did not address the validity of biological observations and proposed cortical phenomena by cited researchers. This thesis did not assess whether some of the described cortical measurements may have been artifacts.

This research focused or a subset of observed neural characteristics, specifically citing work by Ervin (4), Gray and Singer (9), and Jones, Stepnoski, and Palmer (11, 12). Attempting to unify the biological observations of these researchers, this thesis subsequently sought to develop an artificial neural network model consistent with the cited aspects of neurophysiology. This model was related to current network
algorithms and applied to the target recognition problem for forward-looking infrared (FLIR) images.

### 1.6 Definitions

1-D One-dimensional.
2-D Two-dimensional.
Artifact An observed measurement not related to a process or phenomena of interest, typically resulting from a random or systematic error in experimental or measurement procedures.

Artificial Neural Network (Net) Software or hardware emulation of simple, observable characteristics of biological neural networks.

Artificial Neuron A computational element that mathematically models a biological neuron.

Chaotic Time Series A deterministic function that is seemingly random (23).
Gabor Function A sinusoidal function multiplied (or windowed by) a Gaussian function, characterized by the frequency of the sinusoidal cofactor and the variance of the Gaussian cofactor (1).

Neuron Nerve cell.
Node A single computational element of a neural network.
Receptive (Visual) Field The visual region over which a specific neuron responds (in the visual cortex) (10:109).

Segment To distinguish features or aspects of interest from background.
Spatial Frequency Pitch (periodicity) and angular orientation of a function or structure of interest, such as an image.

Striate Cortex Section of cortex that receives mapped visual information, also known as visual cortex, V1, or Area 17 (14).

Weights Multiplicative factors between nodes or between injuts and nodes, analogous to the strength of synaptic ronnections between neurons (17). Also called "connection weights."

Wetware Biological cell computational elements (23).

### 1.7 Sequence of Presentation

This introductory chapter discussed the problem and background concepts for this thesis. Chapter II provides the literature review for this research. Chapter III presents the research approach, discussing methods and algorithms. Results and recommendations are covered in Chapter IV and Chapter V, respectively.

## II. Literature Review

Several of the published research findings cited in this thesis depict various experimental observations of neuronal processes in the striate (visual) contex. These observations of apparent corticai functioning include stimulus-specific responsiveness and phase synchrony of neuronal firing, the semblance of Gabor functions in characterizing neuronal receptive fields, and "axo-axcinic interconnections" (19) in biological neural networks. A key aspect of this thesis work, addressed in this chapter, aimed to reconcile the different cited experimental observations. The subsequeat research goal sought the development of biologically-motivated neural network algorithms for solving certain classes of engineering problems. For this thesis work, the problern of interest was image processing.

### 2.1 Neurophysiological Research

2.1.1 Ervin Research published by Ervin in 1965 (4) provides a solid basis for stimulus specificity of neuronal response, phase synchronicity in groups of firing neurons, and use of Gabor functions in characterizing neuronal receptive field profiles. Ervin's paper helps unify these aspects of cortical processing into a coherent view supported by more current research articles. For this reason, his relatively early discoveries are discussed along with recently published research. Ervin's experimental observations followed Hubel and Wiesel's widely acknowledged research characterizing neuronal receptive fields and firing responses in cat visual cortex (10).

Using a computer display to generate a varicty of visual stimuli in front of the eyeball of an immobilized cat, Ervin experimentally tracked response outputs in the cat's visual cortex. This was done with a microelectrode and a gross electrode, both inserted into the visual cortex and positioned relatively close together. Limited in size, the microelectrode measured firing output of a single neuron responding to each visual stimulus. The larger gross electrode, piercing through many neurons in
the surrounding cortical region, measured the average evoked response to the same visual stimulus. Data were stored by computer. (4)

Unfortunately, Ervin's article did not explicitly state whether or not the cat was anesthetized. In assessing the validity of measured neuronal responses, this may be a significant factor, as neurons in an anesthetized subject might not display typical behavior (13).

While monitoring the firing rate of a single neuron with the microelectrode, Ervin initially measured the neuron's output response as a function of position in its visual receptive fieid. A small spot of light, analogous to an impulse input, was shifted point by point across the visual field. The neuronal firing rate was measured for each field position of the coristant-intensity spot of light (4). Ervin employed this initial procedure to locate the "visual field center" (4:37), pinpointing the location in the neuron's receptive field where the light spot induced the greatest firing response. Over twenty years later, Jones and Palmer performed a similar experimental procedure to characterize the spatial receptive field response of neuroas in cat striate cortex (11).

Having located the visual field center, Ervin employed it as a center point for visual stimuli. Applied stimuli included lines of varying angular orientation, circles, squares, and triangles of different sizes, and multiple point patterns. Each unique stimulus flashed before the cat's eye for a duration of 400 ms . The microelectrode and gross electrode recorded the firing responses for each test neuron and its currounding region, respectively. (4:36-38)

For each specific stimulus, Ervin plotted the individual neuron's firing rave, the average evoked response of the area surrounding the neuron, and the stimulus duration, all versus time (Figure 5). Actually, he divided the time axis into discrete 20 ms interval bins. For each interval, the number of firings of the test neuron were counted and plotted (4:39-40). The resulting histogram effectively conveys firing frequency versus time, though in an indirect way.


Figure 5. Neuronal Firing Histogram (Top), Stimulus Duration (Middle), and Average Evoked Response (Bottom) Plots with 20ms Bins (4:40)

Comparisons of the resulting one-dimensional plots revealed a startling discovery. A myriad of different plot patterns for varying stimuli indicated stimulus-specific responses in neurons ( $4,9,10,11,12,26$ ). Each stimulus generated a unique pattern of "phasic," "tonic," and inhibitory components along the time scale (4:40). As used by Ervin, phasic components referred to relatively transient peaking points on the firing rate plots, while tonic components described plateau regions (4). Ervin's observations of stimulus specific responsiveness followed previous work by Hubel and Wiesel, who claimed "shape, position, and orientation" (10:151) of stimuli affect neuronal firing responses.

Ervin conveyed another crucial concept by juxtaposing the plotted response of each neuron with the average evohed response of its surrounding region. In general, the plot patterns for both the individual neuron and the average evoked response were similar (4:40). Figure 5 conveys this idea. This may indicate synchronous oscillatory activity of groups of neurons ( $4,9,26$ ). Such an inference, if true, may be of tremendous significance in understanding higher cortical processes. Recent research by Gray and Singer further suggested this phenomena (9).


Figure 6. 1-D Plots of Neuronal Receptive Field Responses (4:43)

Similar to his procedure for initially determining a neuron's visual field center, Ervin collected additional data to spatially characterize a neuron's entire receptive field for different phasic components of its firing response. This process essentially froze time at the occurrence of a phasic component on a neuron's plot of firing rate versus time. Firing rate was then plotted as a function of spatial position across the neuron's 2-D visual receptive field (4:42-44). Ervin illustrated this relationship on both 1-D and 2-D spatial coordinate plots (Figure 6). It is interesting to note that these plots resemble the envelopes of 1-D Gabor functions. This finding is in accord with later work by Jones and Palmer (11). Ervin observed that different phasic components (early and late) resulting from a single stimulus produced unique receptive field response mappings (4:42).

Ervin's plots of firing rate versus time also indicated that responses to simultaneous stimuli at multiple points in a neuron's receptive field did not necessarily sum (4:45). This suggests that, lacking the property of superposition, a neuron is not obliged to respond linearly to stimuli. This should preclude unrestricted use of a previously characterized impulse response to predict cell, or system, output (13,21).

Depending on a given neuron's "choice" of specific stimulus, however, it might linearly add the correct combination of inputs $(13,21)$. For example, a neuron with a "preference" for edges at a given orientation may respond linearly to two points of light extrapolating to a line following this "preferred" orientation. Otherwise, if two light points form a segment of different orientation in the visual field, this same neuron may be inhibited and behave nonlinearly. Ervin suggests this idea of orientational preference (4:50). Furthermore, the linearity assumption for neural response may be valid for limited ranges of stimuli (14).
2.1.2 Jones and Palmer In 1987, Jones and Palmer employed a procedure they termed "reverse correlation" (11) to characterize the 2-D spatial receptive field responses of neurons in cat striate cortex. Similar to Ervin's results, their clear, 2-D mappings of the visual receptive field response closely approximated the form of Gabor functions.

Fourteen anesthetized, adult cats were exposed to visual stimuli on an oscilloscope screen. The stimuli consisted of small, rectangular, bright and dark spots presented for varying time durations, typically 50 or $100 \mathrm{~ms}(11)$. The reverse correlation process electronically stored, and later matched, measured neuron spike outputs with the appropriate stored stimuli generated on the oscilloscope screen (11:1191). Receptive field functions for bright and dark stimuli were then plotted separately (firing response versus spatial field position). To fuse the receptive field plots for both bright and dark stimuli, Jones and Palmer subtracted the dark stimulus output functions from corresponding light stimulus output functions. Thus the dark


Figure 7. 2-D Spatial Plots of Neuronal Receptive Field Responses (11:1196)
stimulus output patterns emulated inhibition of brightness in the 2-D spatial domain (11:1192). As noted by Jones and Palmer (11), the resulting receptive field response functions appeared to be Gabor functions (Figure 7).

As Jones and Palmer indicated, previous work by other researchers attempting to map neuronal receptive fields with one-dimensional measurements might prove invalid if the overall response functions were not Cartesian separable (11:1188). Rather than independently sweep across length and width axes, Jones and Palmer characterized the receptive fields in two spatial dimensions. This method provided accurate 2-D representations of the field mappings, regardless of their functional Cartesian separability (11:1188). In fact, Jones and Palmer ascertained that approximately half of the neurons investigated displayed 2-D receptive field functions that were not * Cartesian separable (11:1208).


Figure 8. Varying Delay Times for 2-D Spatial Piots of Neuronal Receptive Field Response (11:1197)

Jones and Palmer further employed the reverse correlation process to assess the time delay between stimuli and corresponding output spikes in the test neuron. They varied the delay time at values of $0,50,100$, and 150 ms in the reverse correlation algorithm. Their graphical results showed that at a time delay of 50 ms after stimulus presentation, a distinguishable functional form oi the neuronal receptive field response emerged (Figure 8). At time delays of 0,100 , and 150 ms after stimulus presentation, the receptive field plots depicted mostly noise with no apparent response function. (11:1195-1197)

Jones' and Palmer's observations can be reconciled with Ervin's findings. For a given test neuron and a specific applied stimulus, emergence of a receptive field response, in the form of a Gabor function, occurred 50 ms after stimulus presentation (11:1195-1197). This point in time marked what Ervin cailed a phasic component, or transient raxima of neuronal firing, indicating the time until appearance of the receptive field function. In light of Ervin's findings, the unique receptive field response profile and its 50 ms delay are both probably unique to the stimulus
presented and the test neuron $(4,11)$.
It would be interesting to see an extension of Jones' and Palmer's results through continued use of their reverse correlation process beyond a 150 ms delay time. Jones and Palmer observed the emergence of a receptive field response, in the form of a Gabor function, 50 ms following the visual stimulus. They discontinued the reverse correlation process after a 150 ms delay (11:1197). For the applied stimulus, there may yet have existed additional, later phasic components for the neuronal response, as Ervin observed on firing rate versus time plots (4:40). These later components, perhaps emerging at delays of 200 ms and beyond, may give rise to different receptive field response mappings, although still perhaps in the general form of Gabor functions. It is possible that different combinations of test neurons and stimuli might yield unique delay times for one or more phasic components, each with unique 2-D Gabor field mappings. Extending the reverse correlation procedure in this manner could confirm Ervin's observations and expand understanding of stimulus specificity in neuronal responses.
2.1.3 Jones, Stepnoski, and Palmer Beyond the previously described research characterizing 2-D spatial receptive field responses of neurons, Jones, Stepnoski, and Palmer examined the 2-D spestral response of 36 neurons in cat visual cortex (12:1212). Their experimental procedure was similar to that of the Jones and Palmer experiment cited earlier. In this experiment, however, the visual stimuli were sinusoidal gratings drifting across the neuronal receptive field (12:1212).

Varying the spatial frequency and orientation of these 2-D sinusoidal intensity functions, Jones et al measured and graphically depicted neuronal response (spiking) as function of spatial frequency and orientation appearing in the visual receptive field (12). Jones et al noted that $\approx$ cortical cell's response to the drifting gratings yielded "a rectified sinusoidal modulation of the spike frequency" where "the degree of rectification varied fiom cell to cell, but for each cell, the form of


Figure 9. 2-D Spectral Plot of Neuroual Receptive Field Response (12:1222)
the response was constant irrespective of stimulus spatial frequency, orientation, or contrast" (12:1212).

Examining the plots in this article, these neuronal spectral responses appeared in the form of Fourier transforms of Gabor functions, manifested as two, separate 2-D Gaussian functions (Figure 9). This is consistent, since Gabor functional forms in the spatial receptive field should correspond to Fourier transforms of these functious in the spectral domain. Mathematically described, a sinusoid multiplied by a Gaussian function Fourier transforms to two impulses in the frequency domain convolved with a Gaussian (22). This convolution yields two Gaussians. Figure 10 illustrates this mathematical process. It should also be noted that the spectral response plots were polar and were obtained assuming polar separability of the orientation ( $\theta$ ) and spatiai frequency ( $p$ ) one-dimensional functions (12:1223).

These results further support the idea of stimulus specificity of neurons in the visual cortex ( $4,9,10,11,12,26$ ). Responses to varying sinusoidal grating stimuli indicate that neurons segment on the image features of spatial frequency and orientation (12). Jones et al apparently define spatial frequency as pitch distance between edges. In this definition, they do not include the angular orientation of the parallel grating edges, considering orientation a separate feature (12).


Figure 10. 2-D Plots Depicting Fourier Transforming of a Gabor Function; F Models Neuronal Spectral Response (6)
2.1.4 Gray and Singer In 1988, Gray and Singer documented experimental data suggesting that "local neuronal populations in the visual cortex engage in stimulus-specific synchronous oscillations" (9:1698). Their findings, in accord with other research cited here, were obtained from cortical measurements on 15 adult cats and 12 kittens, all anesthetized (9:1698). Stimuli exposed to the visual receptive fields consisted of illuminated line segments at varying orientations, velocities, and direction of movement (9:1699).

Gray and Singer observed stimulus-specific responses in the test neurons (9). Perhaps even more impressive was their observation that, for a give: stimulus, "adjacent neurons" fired "simultaneously and in synchrony" (9:1701). Equally significant was their observation that different groups of firing neurons, "spatially separated" (9:1702) on the cortex by up to 7 mm , oscillated in phase, provided they selected for the "same orientation specificity" (26:298).

Assessing Gray and Singer's results, Stryker summarized, "receptive fields of the neurons at the two sites had a common orientation specificity and were aligned so that they could be stimulated by a single long bar of light" (26:298). Stryker further suggested that the "global property of the stimulus" ( $26: 298$ ) affected firing correlations between spatially separated groups of neurons. He concluded this since one long light bar, rather than two separate light bars of the sarne orientation, yielded synchronous firings of spatially separated cortical areas (26:298). Evidently, the two separate bars "did not bridge the gap between the two receptive fields" (26:298).

Gray and Singer suggested that "adjacent neurons" firing "simultaneously and in synchrony" for a specific stimulus are "confined approximately to a single orientation column" (9:1701). They also stated that, based on measurements with multiple electrodes, "synchronization across spatially separate columns does occur" (9:1702). Stryker deduced that many "neurons in the visual cortex," responding simultaneously to the same stimulus, can better convey their message to higher cortical areas by broadcsisting "in unison" (26:297). Such phenomena may provide ideas for an
enhanced neural network model as "the phase of the oscillatory response may be used as a further dimension of coding" (9:1702). The concept of phase synchrony essentially "binds" local stimulus details into larger, global feature aspects.

### 2.2 Biologically-Motivated Neural Network Models

2.2.1 Kammen, Holmes, Knch Based on Gray and Singer's observations of cortical processes, Kammen, Hiolmes, and Koch subsequently proposed two algorithmic models to mathernatically simulate phase locking among groups of neurons (15). Their first model incorporated a "one-dimensional array" of symbolic cortical columns, each "coupled" to its two "nearest neighbors" (15:I-182). Their second model connected each cortical column to "a common comparator which feeds back a function of the average phase" (15:I-182). See Figure 11 for these representations.

Analyzing their first model, the one emulating "nearest neighbor couplings," Kammen et al determined that it did not successfully phase lock mathematical inputs (cortical columns) "separated by large numbers of inactive (unstimulated) units" (15:I-182). Increasing the number of cortical units, or lengthening the onedimensional array, can be expected to exacerbate the problem. It is apparent that this algorithm did nct accurately model the biological phenomena observed by Gray and Singer (15).

The second model, however, successfully coupled the phase and firing frequency of the excited (stimulated) cortical columns, and moved them out of phase (and off frequency) with the unstimulated columns (15:I-182). More succinctly, Kammen et al determined that "not only do the excited units fire at the same rate, but they remain exactly in phase regardless of their geometrical arrangement or separation" (15:I182). Recall that this model implemented a common comparator for average phase feedback (15:I-182). These results offer further direction for a phase-synchronous, enhanced hardware neural network model.


Figure 11. Phase Synchronous Models: Nearest Neighbor and Common Comparator (15:I-183)
2.2.2 Daugman Recognizing the importance of Gabor functions in modeling neuronal receptive field responses, Daugman developed a three-layer neural network to output Gabor transform coefficients for input images. The image inputs were 2-D intensity functions mapped across an array of pixels. (3)

According to Daugman, typical images are characterized by localized regularities in texture, brightness, and edge continuation. These consistencies make such images good candidates for minimizing their coding information. Daugman's neural network accomplishes this by transforming a ?-D pixel array intensity function into Gabor coefficients. This algorithm reduces the amount of electronic data storage neeried to describe and reproduce an image. (3)

### 2.2.3 High-Order Artificial Neural Networks

2.2.3.1 Basic Theory High-order networks feed vector inputs via highorder polynomial functions into a single layer of artificial neurons. Compared to standard multilayei networks, high-order networks more efficiently "carve out" complex, functional decision regions within feature spaces for some problems. Standard first-order backpropagation networks implicitly implement higher orders in their hidden layers of artificial neurons. However, the standard feedforward networks' added layers and additional weight modifications may result in slower convergence toward problem solutions. $(8,21)$
2.2.9.2 Meador Assuming the existence of axon-to-axon connections in biological neural networks, Meador developed single-layer, high-order, artificial neural networks to model modulations, or multiplicative interactions, among axons. Meador indicated that axo-axonic interconnections are physiologically documented, yet have not been widely discussed in artificial neural network literature. For relative simplicity, Meador limited the scope of his models to implement the widely recognized "axo-dendritic" and the lesser acknowledged "axo-axo-dendritic
synapses." (19)
Limiting his mathematical algorithms, Meador modeled second-order connections in his networks, although higher order connections are possible to implement (28). Meador's first algorithm, an axo-axonic model with adjustable weights for linear and second-order polynomial input functions, appeared as the following equation (19:3):

$$
\begin{equation*}
n e t_{i}=\sum_{j=1}^{I} d_{i j}\left(1+\sum_{k=1}^{I} a_{i j k} x_{k}\right) x_{j} \tag{1}
\end{equation*}
$$

In Meador's equation shown above, $1 \leq i \leq N$, where $I$ is the number of inputs, $N$ is the number of neurons, each $x$ is an input vector componert value, $d_{i j}$ the linear connection weights, and $a_{i j k}$ the higher order (axo-axonic) weight factors. Meador revised this equation to an equivalent form he termed "a second-order quadratic interconnect" (19:4):

$$
\begin{equation*}
\text { net }_{i}=\sum_{j=1}^{I} D_{i j} x_{j}+\sum_{j=1}^{I} \sum_{k=1}^{I} A_{i j k} x_{k} x_{j} \tag{2}
\end{equation*}
$$

In comparison to the first equational model, this equation is characterized by a different weight space where $D_{i j}=d_{i j}$ and $A_{i j k}=d_{i j} a_{i j k}$ (19:4). To modify the network weights, Meador used a gradient-descent method. This mathematical rule minimized the squared error (difference) between the desired output and the actual output for input vectors.

Testing the high-order networks on three quadratically separable problems (including the XOR problem), Meador found that the axo-axonic weight set converged to solutions faster than the model implementing quadratic interconnect weights. However, both of these single-layer, high-order detworks converged faster, and with greater probability, than a standard, multilayer backpropagation network with no high-order inputs (19:15).
2.2.3.3 Tenorio and Lee Similar to Meador's model, Tenorio and Lee developed a "Self Organizing Neural Network" (28). This algorithm modified internal weights, and selected appropriate linear and higher order functions to solve identification and classification problems (28:57). They tested the algorithm with a MacKay-Glass differential equation (28).

Tenorio and Lee did not use a mean-square error method for weight adjustment. Instead, supervised network learning was achieved with a "modified Minimum Description Length (MDL) criterion," also referred to as "Structure Estimation Criterion (SEC)" (28:58). This weight modification scheme mathematically selected a network function baend on simplicity and best estimate. The transfer function of the network was coinposed of a combination of linear and higher order functional inputs. (28:58)

As the mathematical basis for their algorithm, Tenorio and Lee cited the Kolmogorov-Garbor polynomial, as shown in the following equation (28:57):

$$
\begin{equation*}
y=a_{0}+\sum_{i} a_{i} x_{i}+\sum_{i} \sum_{j} a_{i j} x_{i} x_{j}+\ldots \tag{3}
\end{equation*}
$$

Variables $x$ and $y$ represent system input and output, respectively (28:58). Note the mathematical similarity to Meador's previously cited approach (19). Like Meador, Tenorio and Lee opted to simplify their model by limiting high-order functions to quadratic polynomials (28:58).

To update weights, the model was trained with the following equation for MDL (28:60):

$$
\begin{equation*}
M D L=-\log f(x \mid \theta)+0.5 k \log N \tag{4}
\end{equation*}
$$

"where $f(x \mid \theta)$ is the estimated probability density function of the model, $k$ is the number of parameters, and $N$ is the number of observations" (28:60). Tenorio and Lee contended this was a viable model based on successful prediction of the MacKayGlass equation (a chaotic time series). They also noted the trade-off between level
of complexity and modeling accuracy for the algorithm (28:63).
2.2.3.4 Zhang and Miller Zhang and Miller proposed a high-order network scheme aimed at improving a model developed in 1987 by Heilenberg. Heilenberg's model was designed "to explain how sensory maps could enhance resolution through orderly arrangement of broadly tuned receptors" (29:444). In essence, the model was intended to mathematically emulate the phenomenon of hyperacuity, a condition attained by a system resolving inputs to detail finer than "inter-receptor spacing" (29:444-445).

While Heilenberg's model employed only linear weights, Zhang and Miller included Hermitian polynomial weighting functions, converting the Heilenberg algorithm to a higher order version (29:445-446). They showed that the improved algorithm successfully modeled hyperacuity for an array of receptor inputs with a defined inter-receptor spacing (29).

The general form of the Hermitian polynornial, $H_{p}(t)$, where $p$ is the order of the polynomial, is represented as:

$$
\begin{equation*}
H_{p}(t)=(-1)^{p} e^{t^{2}} \frac{d^{p}}{d t^{p}} e^{-t^{2}} \tag{5}
\end{equation*}
$$

2.2.3.5 Namatame Namatame presented a unique high-order network employing Chebychev polynomials as inputs to a multilayer system (Figure 12). The network was designed to learn nonlinear continuous functions. Namatame contended that "first-order multi-layer networks and the high-order flat networks without hidden units ... are inadequate to generalize and to learn the nonlinear structures underlying the continuous mappings" (20:I-682). Namatame demonstrated the use of nonmonotonic Chebychev polynomials feeding three layers of artificial neurons (20:I682).

Namatame is in accord with previously cited research regarding the improved


Figure 12. A Multilayer High-Order Neural Network (20:I-683)
capabilities of high-order networks over standard first-order, multilayer models. However, Namatame's use of multiple layers in conjunction with high-order functional inputs deviates from the "classical" single slab versions of high-order implementations. As the results suggest, for learning and predicting nonlinear continuous functions, the added aspect of multiple layers may prove a superior approach for high-order networks. (20)

The Chebychev polynomials (Figure 13), of order i, are defined for $0 \leq x \leq 1$ in the following general equation (20:I-681):

$$
\begin{equation*}
g_{i}(x)=\frac{\cos (i \arccos (2 x-1))+1}{2} \tag{6}
\end{equation*}
$$



Figure 13. Examples of Chebychev Polynomials
2.2.3.6 Le Cun An image recognition algorithm, tested ou handwritten aumerical digits, was developed by Le Cun et al. The algorithm employed multiple layers of nodes in a network scheme designed for "extracting local features and combining them to form higher-order features" (16:44). Handwritten digits for the data set were obtained from zip code numerals off addressed envelopes processed by the US Postal Service. The training set was comprised of 7291 digit exemplars while 2007 digits were segregated for the test set (16:41).

Each input image was mapped on a 16 -by- 16 pixel array. The first layer of nodes was organized into twelve groups of 8 -by- 8 node arrays. Weights were constrained for each group of nodes, with each node "viewing" a 5 -by- 5 pixel block from the input image. With 64 constrained weights per node group, and anconstrained thresholds, weight updating was performed via backpropagation using a computed average error (16). 'This archiiecture is similar to Fukushima's hierarchical neocoguitron except that it is supervised and net binary (7).

The next layer of nodes consisted of twelve groups of 4-by-4 node arrays, each node being fed from a 5 -by- 5 node block from the previous layer. Outputs from this layer were fully connected to a layer of thirty hidden nodes, each subsequently feeding all ten output nodes (16). Figure 14 diagrams the network architecture developed by Le Cun et al. Following training, this network achieved $95 \%$ accuracy on the test data (16:45). This algorithm also inspired, in part, the proposed image recognition network developed in this thesis and detailed in Chapter III.

### 2.3 Literature Review Summary

Neurophysiological researchers cited in this literature review have observed a variety of functional measurements in the neomammalian visual cortex. Their observations lend credence to the proposed phenomena of stimulus specificity and phase synchronous firing of groups of neurons, and the potential use of Gabor functions in modeling neuronal (spatial) receptive field profiles. Meador, whose high-order


Figure 14. Le Cun's Digit Recognition Network (16:44)
networks outperformed standard first-order networks, also cited biological literature supporting axon-to-axon cornections among neurons. It is possible, however, that some of these biolugical measurements are artifacts representing some random or systematic noise in the experimental processes, rather than observations of actual cortical phenomena.

To segr lent image features, Ayer and Fretheim independently correlated image scenes with Gabor functions of differing spatial frequencies and variances $(1,6)$. The visual cortex may possibly employ a similar process for discerning texture (14).

Based on the assumption that the cited biological observations represented real processes in the "wetware," this thesis research sought to explore new aspects of neural network algorithms with ideas gained from measured cortical processes. This did not assume a comprehensive understanding of cortical functioning. Rather, this work attempted to unify a limited body of biological, mathematical, and network algorithmic knowledge to develop an improved model for solving certain classes of engineering problems.

This chapter discussed and integrated experimental work published by several biological and artificial neural network researchers. The following chapter covers the methodology and approach used in this thesis.

## III. Methodology

Citing the work of several neurophysiological researchers, Chapter II covered a subset of observed biological processes in the mammalian visual cortex along with recent research into artificial neural network algorithms. Specifically noted were the phenomena of stimulus-specific responsivenese and phase-synchronous firing of neurons in the visual cortex, the semblance of Gabor functions in characterizing neuronal receptive fields, and "axo-axonic interconnections" (19) in biological neural networks. This thesis work sought to emulate some of the simple aspects of these biological phenomena in software algorithms designed for feature extraction and image classification (target identification).

This chapter covers the development and testing of proposed software-based algorithms. One of the discussed solution methodologies employs multiple Gabor function correlations across image pixel arrays. This process, intended for feature extraction within an image, may emulate stimulus-specific responsiveness of some cortical neurons to unique local spacial frequencies. Also discussed is a local averaging routine intended to model phase-synchronous neuronal firing in the visual cortex.

The first section of this chapter outlines the design and testing of high-order classification engines. Operating on extracted features of segmented images, these classifiers are theoretically analogous in function to higher cortical associative processes employing axo-axonic connections amoug neurons.

### 9.1 Investigation of High-order Neural Network Classifiers

The first phase of this work entailed the development and testing of singlelayer, high-order artificial neural networks (see Appendix A for software code). This involved the software implementation of second and third-order network algorithms. Written in standard C programming language and compiled and run on two ELXSI


Figure 15. Two Segregated Classes of the 2-D XOR Problem

6400 computers, these networks were tested on three separate classification problems to assess their learning performance (speed of solution convergence and maximum achieved accuracies). The purpose of this segment of the research was to determine the potential usefulness of high-order neural networks as classifiers for a variety of problems, including image recognition.

The test problems consisted of data sets for the 2-D exclusive-or (XOR) problem (Figure 15), the 2-D "mesh" problem (Figure 16). and Ruck's calculated moments of pixel data fror military vehicle images. The mesh data, consisting of 1000 vectors, was obtained froin Tarr, whose previous work at AFIT used the data to test multilayer perceptron classifiers. The image moment data, consisting of 81 vectors, was computed by Ruck from pixel data and used in testing the capabilities of multilayer perceptrou ciassifiers by Ruck and Tarr at AFIT. The computed moments were position, scale, and rotation invariant.


Figure 16. Four Segregated Classes of the 2-D Mesh Problem (24:60)
3.1.1 Algorithm for the High-order Classifiers' The networks developed for the second and third-order classifiers were similar with a few exceptions. The secondorder network fed linear and second-order combinations of feature inputs, each multiplied by separate weighting factors, to the sigmoid function comprising each artificial neuron. The third-order network fed linear, second-order, and third-order combinations of feature inputs to each artificial neuron. The Kolmogorov-Garbor polynomial, shown in Equation 3, depicts a generalized mathematical version of the summation of these high-order input combinations. The polynomial summation, added to a threshold value $(\theta)$ for each artificial neuron, was fed to the sigmoid function internal to each artificial neuron.

Second and third-order combinations of feature inputs are simply the multiplied exponential and cross-product combinations of the vector components. The sigmoid functions to which the summation of these first, second, and third-order combinations were fed may be represented by:

$$
\begin{equation*}
y_{n}=\frac{1}{1+e^{-\left(\alpha+\theta_{n}\right)}} \tag{7}
\end{equation*}
$$

where $y_{\mathrm{n}}$ is the sigmoid output and $\theta_{\mathrm{n}}$ the threshold for the $n$th artificial neuron. The variable $\alpha$ represents a truncated form of the Kolmogorov-Garbor polynomial. For the seccnd-order network algorithm:

$$
\begin{equation*}
\alpha=\sum_{i} w_{i} x_{i}+\sum_{i} \sum_{j} w_{i j} x_{i} x_{j} \tag{8}
\end{equation*}
$$

For the third-order network algorithm:

$$
\begin{equation*}
o=\sum_{i} w_{i} x_{i}+\sum_{i} \sum_{j} w_{i j} x_{i} x_{j}+\sum_{i} \sum_{j} \sum_{k} w_{i j k} x_{i} x_{j} x_{k} \tag{9}
\end{equation*}
$$

The array variable $x$ represents the vector components, or feature inputs, and $w$ is a corresponding array of weight factors for feature inputs and second and rhird-order
multiplied combinations of the feature inputs.
The software programs were written allowing the user to specify key parameters for each compiled run. These variable parameters included the number of output classes for the problem, the number of exemplar vectors, training vectors, and components (features) per vector as dictated by the data set, the number of training iterations run between each accuracy test of the network, and the total number of training iterations to be run and plotted. Since these networks consisted of a single layer of artificial neurons, the number of output classes, number of output neurons, and total number of neurons were all equal.

The user also specified the learning rate, $\eta$, and the name of the data file to be accessed by the program. There was also a "switch" in the program which could be set to divide the learning rate by the fan in, or number of inputs fed to each artificial neuron's sigmoid function. Dividing $\eta$ by the fan in may aid network learning when relatively large numbers of inputs are fed to the artificial neurons (21). When not selected, the fan in variable was bard set to one so that $\eta$ was not divided by the number of inputs. This was the case for test running the 2-D XOR and mesh problems. For the twenty-two-dimensional Ruck data, however, $\eta$ was divided by the fan in due to the vastly increased number of sigmoid inputs created by the higher dimensionality of the data vectors.

After opening the data file and loading into storage arrays the flag (index) number, feature component values, and desired output class for each vector, a program module calculated the number of second-order and third-order multiplicative combinations for each vector's components. These calculated numbers, used for dynamically allocating storage arrays for second and third-order input combinations, are functions of the number of features per vector. Having correctly allocated the array sizes, the program multiplied out the second and third-order combinations of the features and stored these high-order input values in the arrays.


Figure 17. Second-order Network Algorithm with Two Feature Inputs
To save memory, the algorithm avoids the commutative redundancy of multiplied input combinations. For example, for two feature components, $x_{1}$ and $x_{2}$, the second-order network stores and uses the inputs $x_{1}, x_{2}, x_{1}^{2}, x_{2}^{2}$, and $x_{1} * x_{2}$ (Figure 17). Each squared exponential is calculated and used only once and the multiplied combination $x_{2} * x_{1}$ is not calculated. By eliminating the redundancy of commutativity, the algorithm saves a huge number of floating-point operations and substantial memory, particularly when operating on data vectors of high dimensionality.

Initial testing of the network algorithms on the mesh problem data resulted in erratic fluctuations of accuracy during the learning process. This occurred using learning rates of 0.35 and 1.0 . The seemingly random vacillations in learned accuracy indicated that perhaps the networks were not iearning to any degree. It was postulated that the disappointing results were due to data inputs that were not normalized, including the higher-order multiplied combinations derived from the first-order inputs. Second and third-order multiplications of fraciional input values yield relatively small high-order inputs. Miniscule high-order inputs may contribute little to weight updating and learning, thus the need for normalization.

Normalization program modules were subsequently developed and inserted into the networks to vertically normalize the first, second, and third-order vector data arrays. The mean, $\mu$, and standard deviation, $\sigma$, were calculated for each feature component column of the exemplar vectors. All first, second, and third-order vector components, $x_{i}$, for exemplar and test vectors, were then vertically normalized using the equation (21):

$$
\begin{equation*}
x_{i}(\text { normalized })=\frac{x_{i}-\mu}{\sigma} \tag{10}
\end{equation*}
$$

After completing the initialization routine of the high-order algorithms, the array of $\theta$ values, one for each neuron, and the arrays of weight values, one for each first, second, and third-order input for each neuron, were filled with random floating point numbers between -0.5 and 0.5 . These values lie within the region of greatest change in the sigmoid function. For each network run, the random function generator was itself randomly seeded using the computer's time clock. This ensured a new set of initial weights and thresholds for the start of each learning run.

During the training loops of the second and third-order algorithms, exemplar vectors from the data set were selected in random sequence for exposure to the network. For each exemplar vector shown to the network, inputs consisting of the vector's components and their higher-order combinations were multiplied by corresponding weight factors and fed to the sigmoid functions comprising each neuron. Based on the input vector, this yielded a unique output value, $y$, for each neuron. A desired output, $d$, was assigned to each neuron such that $d=1$ only for the neuron corresponding to the output class of the presently run exemplar vector. For the other neurons in the layer, each of which selected for other classes, the algorithm set $d=0$. For these single-layer networks, the number of neurons equaled the number of output classes for a problem. A neuron would output high to indicate network selection of its corresponding output class.

The error, $\Delta w$, was calculated for each neuron using the actual neuron output,
$y$, and its desired output, $d$, for each exemplar vector. The well-knowa gradient error equation for the sigmoid function is:

$$
\begin{equation*}
\Delta w=y *(1-y) *(d-y) \tag{11}
\end{equation*}
$$

For each neuron, each weight value, $w_{i}$, was updated via the equation:

$$
\begin{equation*}
w_{i}(\text { updated })=w_{i}+\eta * \Delta w * x_{i} \tag{12}
\end{equation*}
$$

where $x_{i}$ represents the corresponding input for the weight (including higher-order inputs for updating higher-order weights). As previously mentioned, $\eta$ may be divided by the fan in to aid network learning, particularly when many inputs are fed to the artificial neurons (21). Threshold values ( $\theta$ ) for each neuron were updated using the same equation, where the value of $x_{i}$ was set to one.

Through successive training iterations, or sequential random exposures to exemplar vectors, the process of weight updating serves to train a network. If a paradigm is capable of using the input vectors' features to converge to a network transfer function that accurately distinguishes each class, the network has successfully learned the problem.

To assess the degree of learning achieved by the networks on each prublem, a test loop sequentially accessed all designated test vectors from the data set. The test vectors were originally segregated from the training vectors and were thus "unseen" by the network during training. This was required to truly determine the generalizing capability of the trained network.

During testing, each test vector's components and higher-order combinations were fed once through the network algorithm. This entailed multiplying each input by its corresponding weight factor stored in memory, summing the results, adding corresponding neuron threshold values, and feeding the summation through the sig-
moid function of each artificial neuron. This process was mathematically identical to determining the output, $y$, for each neuror from the exemplar vectors during training. However, in this case, there was no subsequent updating of weights to further train the net. During testing, the resulting outputs of the network for all test vectors were tallied to determine the number of correct class selections, yielding a percent accuracy for the present state of the network (determined by its stored weights). Following a testing session, which culminated with a stored value for network accuracy, the program returned to the training loop to continue updating the weights based on additional exposures to exemplar vectors.

For testiag purposes, the criteria for determining a correct network response to a test vector required that the in-class node cutput a value greater than 0.8 and all other nodes (corresponding to different classes) output less than 0.2. This criteria is based on the networks' estimation of the conditional probability densities (25). Note that for the employed sigmoid function the output range was between 0 and 1 . Network accuracy was calculated by dividing the total number of test vectors into the number of correct network responses.

Each full network run yielded a series of accuracy values for training iteration intervals, reflecting network learning as a function of exposures to training data. The software programs averaged the results of ten separate learning runs of each network on each problem to create the plotted results shown in Chapter IV. For the third-order network operating on a statistically normalized version of Ruck's moment data set, results were averaged from only five runs to limit the extensive computation. Averaging the results from several runs served to smooth any unique convergence results caused by a specific combination of initial random weights for any one training session.

### 3.2 Development of an Image Classification Network

Several versions of a biologically-motivated image classification network were developed and tested in the second phase of this thesis. The network algorithm was inspired by the biological research observations of cortical functioning detailed in Chapter II and, in part, by research conducted by Le Cun et al (16). The network operated on a data set consisting of segmented pixel arrays of forward-looking infrared (FLIR) images of tanks, trucks, target boards, and clutter. The first layer of the network essentially correlated each image with four Gabor functions of differing angular orientations. This process was intended to emulate, in a highly simplified model, the stimulus-specific responsiveness of biological neurons in the visual cortex to varying spatial frequencies, or textures. Chapter II discussed neurophysiological evidence of cortical neurons functioning as Gabor function detectors.

The second layer of the image classification network performed a local averaging routine on the outputs of each Gabor "orientation column." In a simplistic way, this process mathematically modeled phase synchronous firing of neurons in the visual cortex, an oi served biological phenomena discussed in Chapter II. This higher layer was employed to glean larger global properties from an input image, rather than smaller stimulus details and noise extracted in the first layer of the network.

Processed outputs from the second layer, serving as extracted features of the input pixel data, were fed to the final output layer of the network for classification. The output layer consisted of four sigmoidal nodes, each representing one of the four desired output classes. Subsequent versions of the network modified the final output layer to find a preferred classification scheme. Two network variations employed high-order networks at the output layer to determine if various second-order combinations of extracted features could successfully separate the data. Another version implemented a multilayer perceptron with a variable number of hidden layer nodes. Final network versions statistically normalized the features extracted from the Gabor wavelet correlations and local averaging routine, feeding tine results to
the output classification layer. A diagram of the basic feature extraction algorithm (without details of each output layer variation for each network version) is depicted in Figure 18.
3.2.1 Production of the Image Data Set A data set was developed for testing the image classification network. The data set consisted of integer gray-scale values from pixel arrays representing 88 separate FLIR images. Using software developed and modified by Ayer (1) to window and excise pixel arrays of images contained within larger scenes, 21 tanks, 23 trucks, 23 target boards, and 21 clutter images were segmented from FLIR scenes used by Roggemann in earlier work at AFIT. Ayer's software was run on VMS machines in the AFIT Graphics Laboratory to extract the 88 images and convert each to a list sequence of integer gray-scale pixel values ranging from 0 to 255 . Each image was windowed within a rectangular pixel array of 63 rows by 128 cclumns, yielding 8064 integer component values per irıage. Images were selected to minimize variations in size and were rougbly centered and positioned upright within the extraction window.

Each of the 88 segmented images was assigned a unique index number, from 0 through 87, inserted before the first of the 8064 pixel values comprising each image's list. A class identification number was then appended to the tail of each image's numerical list to identify the image class: 0 for target board, 1 for clutter, 2 for tank, or 3 for truck. Each image's completed sequence of numbers consisted of 8066 integers including an index number, 8064 gray-scale pixel values, and a class identification number, in that order. The 88 separate numerical sequences representing the 88 segmented images were finally ported io one of AFIT's ELXSI 6400 computers and concatenated into one large file comprising the data set. The numerical d ta set for the FLIR images was thus structured in a "vector-style" format for insertion into the network software.
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Figure 18. Biologically-Motivated Image Classification Network Algorithm
3.2.2 The Biologically-Motivated Image Classification Algorithm The software code for the image classification algorithm was written in C programming language and compiled and run on two ELXSI 6400 computers at AFIT. Programs were written allowing the user to readily vary the number of exemplar versus training images designated from the input data set, the number of training iterations run between network accuracy tests, the total number of training iterations, and the learning rate, $\eta$. Based on the FLIR image data set produced for this thesis, the number of numerical components per input image was hard set at 8064. The number of exemplar vectors and test vectors were both set at 44. Learning rates used for various program runs were either 0.35 or 1 . The software did not store and average results from multiple runs due to the computationally intense nature of the algorithm and time constraints on the project.

Program arrays for the index, class, and image gray-scale pixel values were first loaded from the data set. For each program run, the random function was seeded from the computer's time clock. Arrays for weights and thresholds were filled with random floating point values between -0.5 and 0.5 , as values in this range fall within the region of greatest change for the sigmoid function. To preclude saturation of the sigmoid function, these weights and thresholds, along with the learning rate $\eta$, were subsequently divided by the node fan in, counteracting the "explosive" effect of huge numbers of node inputs. Also, as detailed in a separate section of this chapter, four arrays of constrained hard-wired weights for the first processing layer were filled with 2-D discrete Gabor functions.

Training and testing loops contained identical network propagation routines. The training loop, randomly selecting image exemplars for network propagation, additionally contained standard backpropagation routines for updating weights. The testing loop sequentially accessed designated test images, all "unseen" by the network during training, and determined if the network's propagated outputs matched the desired classes. Correct test outputs were tallied and divided by the number of
test images, yiclding a percentage for network accuracy. A correct network output was defined by an in-class node output greater than 0.8 and all other node sutputs less than 0.2 (for the output layer). Printouts for each network run displayed a series indicating the cumulative number of training iterations and the corresponding network accuracies. Specific details regarding the software are contained in Appendix B.

The proposed propagation algorithm was intended to emulate, in a simple way, observed cortical phenomena that might relate te the processing of visual information in the brain. Each input image was "blocked off" into 8 -by- 8 pixel arrays to mimic the limited receptive fields processed by neurons in the visual cortex. Using a $50 \%$ overlap in both image dimensions among these "receptive fields," an input image of 63 rows by 128 columns of pixels was segregated into 434 overlapping "receptive fields" ( 14 rows by 31 columns). Each 8 -by- 8 pixel "receptive field" was processed by a separate node in the first processing layer of the network. This was meant to imitate a receptive field "viewed" by a biological neuron within a cortical orientation columy of the risual cortex.

An engineering judgement choosing the 8 -by- 8 size of the segregated pixel blocks was made based on the observed size of physical features in inages from the data set. Ideally, the "receptive field" sizes were intended to capture local texture changes withia the different images that might aid the network in discerning the classes. Also, due to the computationally intense nature of the proposed network, the $50 \%$ overlap among "receptive fields" was chosen to limit the number of processing nodes employed at higher levels of the algorithm. This $50 \%$ overlap could be used as the "mother wavelet' for a multiresolution hierarchy.

Processing an input image through the first processing layer of the network entailed the correlation of each separate "receptive field" with four discrete Gabor function wavelets. A correlation multiplied each of 64 constrained hard-wired weights representing a Gabor wavelct by the correspending pixel values in a "receptive field"
and summed the resulting 64 products. Details regarding these Gabor function representations of the constrained weight sets are discussed in a later section of this chapter. It is also noteworthy that each "receptive field" was first Lambertized and contrast normalized prior to correlation with the Gabor functions. Details of the contrast normalization routine, along with justification for employing it in the algorithm, are also covered in a later section of this chapter.

The correlated result of each "receptive field" with each Gabor function was fed to a unique sigmoidal node. The network structure of this processing layer thus consisted of 434 nodes for each of the four Gabor functions. Grouping 434 nodes, one per "receptive field", for each Gabor function mimics the organization by "orientation columns" of neurons in the visual cortex. From this layer, the sigmoid outputs from each Gabor orientation group fed a subsequent layer of nodes, aiso segregated into four groups to separately process each Gabor orientation. This subsequent layer of nodes, linear rather than sigmoidal functions, served to emulate the phenomena of fase synchronization of neuronal firing discussed in Chapter II.

The phase synchronization layer, with four groups of nodes uniquely processing the corresponding four Gabor orientation groups, contained 270 nodes per group. Each node in this layer served to average the outputs of 5-by-5 blocks of nodes from the Gabor function layer below. Just as the Gabor correlation layer preserved the 2-D locational nature of the image input data in its node arrays, the phase synchronization layer also preserved the 2-D locational information in processing 5-by-5 node blocks from the Gabor correlation layer. The 5-by-5 node blocks from the Gabor correlation layer, with maximum overlap (shifting one node in each dimension); yielded 10 rows by 27 columns of blocks per Gabor group. Each linear node in the phase synchronization layer averaged a separate block of 25 nodes by computing the arithmetic mean of their outputs. The resulting layer structure consisted of four groups of 270 nodes per group, each node computing a unique average ontput from the layer below. This creaied 1080 output values representing extracted fea-
tures tranisformed from the original pixel data for each image. These 1080 numerical outputs (per image) served as inputs to the final classification (output) layer of the network. Through its local averaging routine, the phase synchronization layer was intended to "bind" local details into larger, global features of an image. Figure 18 illustrates the propagation hierarchy through the network layers.

The final uutput layer of the network consisted of four sigmoidal classification nodes representing target board, clutter, tank, and truck. For each of these "top" nodes, outputs greater than 0.8 were considered high (in-class) and outputs less than 0.2 were considered low (out-of-class). Several different versions of the output classification layer were tested. These network variations were seeded to fully assess the capability of the biologically-motivated feature extraction algorithm.
3.2.2.1 Variations of the Output Classification Layer The first network version employed a single layer of nodes for output classification. The output layer consisted of four sigmoidal nodes fully connected to nodes from the phase synchronization layer. This configuration assumed linear separability of the features extracted from the images' pixel data.

In following the first part of this thesis work investigating high-order networks, two subsequent versions of the image classification network implemented high-order classification schemes. One of these versions multiplied second-order combinations of the 270 node outputs within each of the four separate orientation groups of the phase synchronization layer. The resulting 145,340 total multiplied combinations were fed, along with the unmultiplied features, into all four output classification nodes in the single-layer percepiron. The other high-order scheme multiplied second-order combinations of corresponding sode outputs, or locations, among the four groups cf the phase synchronization layer. With 2700 multiplied second-order combinations, this approach proved far less computationally intense than the previous high-order
network version. The high-order network versions assumed separability of secondorder combinations of extracted feature values.

For more thorough testing, the network was modified to employ a multilayer perceptron, with two layers of trained weights, as the output classification layer. The hidden layer of the multilayer perceptron allowed for a variable number of nodes while the ultimate output layer consisted of four nodes, one representing each class. Varying the number of hidden layer nodes provided more testing versatility by altering the order of mathematical computation of the classifier. The intent was to variably scale the computational complexity of the network to eventually achieve solution convergence. Software code implementing the various network versions is included in Appendix B.

Noting the initial failure of these classification schemes in achieving solution convergence on the extracted features, it was postulated that these features might require statistical normalization to enable successful classification. Following the Gabor wavelet correlations and the local averaging algorithm, a vertical normalization routine was used to normalize, by column, the extracted feature components, $x_{i}$, of all 88 image vectors. The mean, $\mu$, and standard deviation, $\sigma$, for eacl feature component column were calculated using only the exemplar vectors. All image vector components were then vertically normalized using the equation (21):

$$
\begin{equation*}
x_{i}(\text { normalized })=\frac{x_{i}-\mu}{\sigma} \tag{13}
\end{equation*}
$$

Feeding the statistically normalized feature values into the multilayer perceptron, the most versatile of the classification schemes, the network exhibited learning with increased training iterations. The statistically normalized features were also fed to the high-order network version multiplying second-order combinations of crrresponding node positions among the four orientation groups. This high-order network version also exhibited learning on the normalized features. Detailed result of network
testing are covered in Chapter IV.

### 3.2.2.2 Lambertization and Contrast Normalization of Pixel Values To

 ensure network learning of relative differences among pixel values, rather than of absolute pixel values in an image, a normalization routine was implemented to operate on 8 -by- 8 grouped blocks of pixel values prior to network processing. The 8-by-8 pixel array blocks were those sectioned off as "receptive fields" for the Gabor function detectors in the first network layer. To simplistically emulate biological retinal preprocessing, normalization of the gray-scale pixel data was accomplished using Lambertization and contrast normalization algorithms (13, 14).Employing each 8 -by- 8 "receptive field" as a 2 -D windowed region of pixels within the image, Lambertization was accomplished by computing the average brightness, A, of the 64 pixel values within each window such that:

$$
\begin{equation*}
A=\frac{1}{64} * \sum_{i=1}^{64} x_{i} \tag{14}
\end{equation*}
$$

where $x_{i}$ represents each pixel value in the 8 -by- 8 window. A local contrast, $x_{i}^{L C}$, was then computed for each of the 64 pixel values by finding the difference between the average window brightness and each pixel value:

$$
\begin{equation*}
x_{i}^{L C}=x_{i}-A \tag{15}
\end{equation*}
$$

The Lambertization algorithm was used to preserve local changes in image intensity while eliminating systematic brightness variations. $(13,14)$

Following Lambertizatios, coutrast normalization was used to mathematically convert vector length ("energy"), E, to unity. First, vector length was calculated by:

$$
\begin{equation*}
E=\sqrt{\sum_{i=1}^{64}\left(x_{i}^{L C}\right)^{2}} \tag{16}
\end{equation*}
$$

Each normalized pixel value, $\boldsymbol{\Xi}_{i}$ (normalized), was then calculated by:

$$
\begin{equation*}
x_{i}(\text { normalized })=\frac{x_{i}^{L C}}{E} \tag{17}
\end{equation*}
$$

This contrast normalization procedure was used to enhance contrast where it was too low within the image and reduce contrast where it was too high. $(13,14)$

### 3.2.2.3 Discrete 2-D Gabor Functions Comprising First Layer Weights

 The network's first layer of nodes, consisting of four groups of 434 sigmoids per group, processed correlations of four unique Gabor functions with each of the 434 "receptive fields" sectioned off within each image. The 2-D Gabor functions chosen for implementing the first processing layer of the network were 8 -by- 8 , discretized wavelets possessing the same periodicity but characterized by different angular orientations ( $0,45,90$, and 135 degrees). The 64 values corresponding to each discrete Gabor function served as constrained, hard-wired weight factors for inputs feeding the sigmoids within each Gabor orientation group. The four discrete Gabor functions were mathematically generated in software to fill four arrays of constrained weights with values between -0.5 and 0.5 . This limited the Gabor function weight values to the region of greatest change for the sigmoid function. The following well-known Gabor equation (14), with selected $\sigma$ values, was used to generate each function, $g\left(x, y, f_{x}, f_{y}\right):$$$
\begin{equation*}
g\left(x, y, f_{x}, f_{y}\right)=0.5 * \exp \left[-\pi *\left(\frac{x^{2}}{3}+\frac{y^{2}}{3}\right)\right] * \cos \left[2 * \pi *\left(f_{x} * x+f_{y} * y\right)\right] \tag{18}
\end{equation*}
$$

where parameters $f_{x}$ and $f_{y}$ represent spatial frequencies covering two dimensions and input variables $x$ and $y$ were each discretely varied from -0.7 to 0.7 in increments of 0.2 to fill the 8 -by- 8 Gabor function weight arrays. Figure 19 depicts a plotted example of a Gabor function generated in this manner.

The four different Gabor orientations were uniquely produced by varying the


Figure 19. Plotted Example of a Mathematically Generated 8-by-8 Discrete Gabor Function
combination of the $f_{x}$ and $f_{y}$ parameters inserted in the function. For a wavelet of 0 degree orientation, $f_{x}=1$ and $f_{y}=0$, whereas a wavelet of 90 degree orientation was produced by $f_{x}=0$ and $f_{y}=1$. Wavelets at 45 degrees and 135 degrees, possessing the same spatial periodicity as the 0 degree and 90 degree wavelets, were generated by conbinations of $\dot{f_{x}}=1.4142$ with $f_{y}=1.4142$, and $f_{x}=1.4142$ with $f_{v}=-1.4142$, respectively.

This chapter covered the details of the proposed high-order and image classification neiwork algorithms. The following chapter discusses the testing results and Ferformance of these networks.

## IV. Results

## 4. 1 High-order Network Porfarmance Results

Chapter III covered details of the algorithrns for the second and third-order network classifiers. The following plots depict the learning performance results for both of these networks applied to the three test classification problems. Results for the second and third-order networks, each tested using two different $\eta$ values, were plotted separately. Based on previous neural network research at AFIT, $\eta=0.35$ and $\eta=1.0$ were selected as leärning rates for testing each network (21). The following plots show the :veraged results from multiple runs for each network on each test problem.
4.1.1 2-D XOR Probiem Network learning performance results for the XOR data are depicted in the following plots. While both networks eventually converged to $100 \%$ accuracy, the second-order network outperformed the third-crdel network, reaching maximum accuracy in far fewer training iterations for a given $\eta$. Also, for either network, a greater $\eta$ yielded mose rapid solution convergence.

It is noteworthy that, for the XOR problem, the kigher-order networks did not seem to outperform standard feedforward, multilayer perceptrons trained through backpropagation. Research by Tarr shewed that, for the XOR problem, a raultilayer perceptron network achieved $100 \%$ accuracy in 1300 training iterations. Tarr's algorithms employed sigmoidal nodes and a learning rate of $\eta=0.3$ for backpropagation training. Tarr's criteria for correct network class selections required an output greater than 0.8 for the in-class output node and outputs less than 0.2 for cut- of-class output nodes. (27)
4.1.2 2-D Mesil Problem The following plots illustrate network learning for the mesh problem. Neither network proved capable of learning the mesh test data to


Figure 20. Second-order Network Learning XOR Data (Eta=0.35)


Figure 21. Second-order Network Learning XOR Data (Eta=1.0)

## Third-order Network Resuits for XOR Eta-0.35; Fan In Hard Set to 1



Figure 22. Third-order Network Learning XOR Data (Eta=0.35)


Figure 23. Third-order Network Learning XOR Data (Eta=1.0)
$100 \%$ accuracy. Even after one million training iterations, the second-order network, for $\eta=0.35$ and $\eta=1.0$, achieved maximum accuracies of $64 \%$ and $66 \%$, respectively. For both learning rates, the network actually approached approximate final accuracies within 500,000 training iterations.

The third-order network yielded nearly identical results. Through one million training iterations, the network maintained $65 \%$ accuracy for $\eta=0.35$ and $67 \%$ accuracy for $\pi=1.0$. As with the second-order network, the third-order network also converged to approximate final accuracies long before the millionth iteration was reached. Research by Ruck showed that a multilayer perceptron network trained via backpropagation could achieve nearly $70 \%$ accuracy on the mesh data in 8000 training iturations, outperforming the higher-order networks investigated (24:61). The following plots convey the convergence properties of the higher-order networks and their limited maximum learning accuracies for the mesh problem.
4.1.3 22-D Moments of Pixel Data (Ruck Data) The following plots depict network learning performance on Ruck's twenty-two-dimensional computed moments from pixel data of military vehicle images. As with the mesh data, this problem proved beyond the learning capabilities of both high-order networks, neither achieving $100 \%$ accuracy. The second-order network, for learning rates of 0.35 and 1.0 , maintained approximate maximum accuracies of $31 \%$ and $33 \%$, respectively, through one million training iterations. The third-order network maintained these same final accuracies through 500,000 training iterations. As depicted in the result plots, both networks actually converged to their maximum learned accuracies within a few hundred-thousand training iterations. Tarr's research showed that a multilayer perceptron network (with $\eta=0.3$ ) achieved approximately $75 \%$ accuracy in 50,000 training iterations on Ruck's data (27). It was apparent that the higi-order multiplied combinations of the moment features were not suitable for separating the classes.


Figure 24. Second-order Network Learning Mesh Data (Eta $=0.35$ )

## Second-order Network Results for Mesh Eta-1; Fan In Hard Set to 1



Iterations denoted in THOUSANDS

Figure 25. Second-order Network Learning Mesh Data (Eta=1.0)

Third-order Network Results for Mesh Eta-0.35; Fan In Hard Set to 1


Iterations denoted in THOUSANDS

Figure 26. Third-order Network Learning Mesh Data (Eta $=0.35$ )

## Third-order Network Results for Mesh Eta1; Fan In Hard Set to 1
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Figure 27. Third-order Network Learning Mesh Data (Eta=1.0)

## Second-order Network Results for Moments Eta-0.35/Fan In
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Figure 28. Second-order Network Learning Ruck Data (Eta=0.35)

## Second-order Network Results for Moments Eta-1.0/Fan In
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Figure 29. Second-order Network Learuing Ruck Data (Eta=1.0)

## Third-order Network Results for Moments Eta-0.35/Fan In



Iterations denoted in THOUSANDS

Figure 30. Third-order Network Learning Ruck Data (Eta=0.35)

## Third-order Network Results for Moments Eta-1,0/Fan In
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Figure 31. Third-order Network Learning Kuck Data (Eta=1.0)

### 4.2 Imare Classification Network Performance Results

Chapter III discussed details of the proposed image classification algorithm and the implemented variations of its output classification layer. Testing results for the initial versicn of the network, employing a single layer of percepirous as the output classification layer, indicated that this scheme was unable to separate the features extracted (without statistical normalization) from the Gabcr correiations and phase synchronous summations. Successful learning by this network version would have required linearly separable extracted features. All network versions vere tested with learning rates of 0.35 and 1.

Both high-order versions of the image classifier also proved inable to achieve solution convergence on unnormalized features through one million training iterations. As with the previous network variaticn, these versions employed a single layer of perceptrons for the output classification layer. However, the high-order network implementations fed second-order multiplicative combinations of the extracted features to the output sigmoids. Learning success for these network versions consequently required separability of the second-order combinations of the unnormalized features.

Another network version employed a multilayer perceptron with a variable number of hidden layer nodes at the output classification level. Network testing with this versatile classifier was intended to exhaust research troubleshooting possibilities at the highest processing level of the algorithm. Solution convergence was not achieved through 200,000 training iterations, empiuying ten, thirty, and fifty nodes in the hidden layer of the perceptron, and using $\eta=1.0$. Following the initial failure of this version of the network, it was postulated that extracted features might require statistical normalization prior to processing by the classification scheme. A subsequent version of this network, performing statistical normalization on extracted features before ieeding them to the multilayer perceptron, exhibited definite learn:ng with increased training iterations. The number of nodes in the hidden layer of
the perceptron classifier were varied using two, three, five, ten, thirty, and fifty hidden nodes. Learning performance results from some of the single program runs are depicted in Figure 32, Figure 33, Figure 34, and Figure 35.

The statistically normalized features were also fed to a high-order network version muitiplying second-order combinations of corresponding node locations among the four orientation groups. High-order network runs learued and converged, within a few thousand trainiag iterations, to maximum accuracies less than $10 \%$. This limited periormance indicated that second-order combinations of the features were poorly suited for separating the problein classes.

The multilayer perceptron version of the network achieved a $43.2 \%$ maximum accuracy, better than the high-order classifier, yet still limited in learning carabiiity. It is likely that the Gabor functions correlated with the input images did not possess the optimum parameters for extracting features to distinguish the problem classes. An ideal set of Gabor functions, with optimum orientations, periodicities, dilations, and window sizes, may yield a significantly higher maximum learned accuracy for the image data set. This is discussed further along with other recommendations in the final chapter.

This chapter covered performance results of the neural network algorithms developed for this thesis project. The following chapter discusses conclusions and recommendations.

## Image Classification Network Results Using 2 Hidden Layer Nodes
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Figure 32. Image Classification Network Results: 2 Hidden Layer Nodes


Figure 33. Image Classification Network Results: 10 Hidden Layer Nodes


Figure 34. Image Classification Network Results: 30 Hidden Layer Nodes


Figure 35. Image Classification Network Results: 50 Hidden Layer Nodes

## V. Conclusions and Recommendations

The previous chapter detailed testing and performance results for the neural network alforithms developed in this thesis project. This chapter offers conclusions and recommendations for continued research in this area.

### 5.1 Investigation of the High-Order Neural Network Classifiers

The software-based algorithms for the second and third-order neural networks successfully implemented and tested both bigh-order classification paradigms. For both networks, learning accuracy increased with sequential training iterations until reaching a maximum accuracy for each problem. For the three classification problems tested in this research, the second-order network generally converged to a maximum learned accuracy in fewer training iterations, while both high-order networks achieved the same approximate maximum learned accuracies for the test problems. Consequently, for the classification problems investigated, the third-order network seemed to offer no advantage over the second-order network. Furthermore, the third-order network was more computationally intense and required significantly more computer run time than the secoad order network. However, furiher research may prove the third-order network more capable for solving some classification problems.

Both networks converged to a learned accuracy of $100 \%$ for the XOF problem, the second-order network learning the pioblem much faster (in fewer iterations) than the third-order network. The high-order networks achievec maximum learned accuracies of approximately $66 \%$ on the mesh problem and approximately $32 \%$ on the Ruck data. Increasing the learning rate, $\eta$, merely reduced the number of iraining iterations required for solution convergence.

Developing high-order algorithms beyond the third-order may produce networke more capable of solving these classification problems, although each added
order vastly increases computational requirements. This is due to explosive growth in the number of cross-product and exponential combinations of data features that must be calculated and subsequently fed to the sigmoid functions in each node. Also, it is apparent that a high-order network, of a specific order, is limited with respect to the classification problems it can solve.

A lesson learned during the early developmental stages of the high-order algorithms was the need to normalize all inputs fed to the artificial neurons. These included the higher-order multiplied combinations of the data feature values (cross products and expcrentials) as well as the data set features. If data set feature values are relatively small (between 0 and 1 ), their higher-order multiplied combinations are even smaller. Miniscule high-crder inputs may not contribute to weight updating, thus precluding network learning. Prior to normalizing the high-order inputs, network learning accuracies widely vacillated even after many training iterations, never settling to a maximum learned accuracy. These erratic fluctuations in network accuracy were eliminated following insertion of normalization code modules for the high-order network inputs.

The high-order networks did not outperform feedforward multilayer perceptrons developed by Rack and Tarr and tested on the same classification problems. In selecting a general classification network for learning a data set, the multilayer perceptror may prove superior in many cases. The multilayer perceptron allows for "rying the number of nodes in its hidden layers to "match" the order of a problem and achieve maximum learning. A good, easily modified classifier should be able to separate output classes for many different problems, even with no a priori knowledge of the organizaition of the input feature data. For example, examining a plot of the segregated class regions of the 2-D mesh data (Figure 16), it seems likely that using radial basis functions or $\log \rho, \theta$ inputs in a network might readily solve this specific problem (13). Yet while a priori knowledge of a specific problem may be highly useful in developing a network solution, such information is not always available,
particularly for data sets consisting of higher dimensional vectors.

### 5.2 Investigation of the Image Classification Algorithm

The inability of the initial version of the image classification network to achieve solution convergence prompted the development of subsequent variations in the output classification layer. These network variations, which included two high-order implementations and a multilayer perceptron with a variable number of hidden nodes, were employed to thoroughly test and verify inadequacy of the feature extraction scheme by exhausting possibilities of deficiencies in the output classification layer(s). After employing statistical normalization on extracted features prior to classification, the multilayer perceptron and a high-order network were capable of converging to solutions as learning followed increased training iterations.

To extract data features more suitable for distinguishing designated output classes, future optimization of the algorithm may vary aspects of the feature extraction scheme, including the discrete wavelet correlations and phase synchronizing local averaging routine. Worthy of further exploration would be the use of discrete Gabor functions characterized by different periodicities, orientations, dilations, and window sizes relative to the four Gabor wavelets employed in this research. Varying these aspects in the correlation process would extract different features from the image pixel data. Tarr proposed a methodology in his draft dissertation for selecting optimum Gabor function parameters for image feature extraction (27). The phase synchronization scheme may also be modified to implement inhibition among the four phase synchronized groups derived from the four different Gabor function correlations. Successful future algorithms could implement an energy thresholding scheme in the Lambertization and contrast normalization routine, possibly optimizing the program (13). Varying the degree of overlap for pixel windows in the input plane and node blocks processed by the local averaging routine may also serve to optimize the feature extraction algorithm. The classifier may ultimately be modified
to recognize probiem classes with position, scale, and rotation invariance.
This research project employed ELXSI 6400 computers, with single network programs often ruaning for days, and sometimes weeks. Due to the computational intensity of these image classification algorithms operating on pixel data, it may be useful in the future to run software models on a Cray computer. Furthermore, care should be taken to avoid exceeding machine memory capacity when runring intensive processes. This problem is exacerbated when using double precision variables to preserve criticai small differences in interim program values.

A recommendation that may improve the tallying of network convergence entails the use of less stringent criteria for defining correct network class responses during testing. This thesis research defined correct network responses from the output layer as the in-class node firing greater than 0.8 and all other nodes (out-of-class) firing less than 0.2. A less exacting requirement for determining a correct class response might be simply declaring the highest output node as the in-class node.

The FLIR image data set, consisting of tanks, trucks, target boards, and clutter, proved to be a challenging classification problem. Reducing the output classes, or running the image classification network on a more easily separable data set, may also facilitate optimization of the algorithm.

Appendix A. High-order Network Code

```
/* Single-layer, second-order neural network algorithm with
    automatic vertical normalization of all input combos.
    Results averaged over 10 runs. */
/* Name: NORMNET2.C */
#include <stdio.h>
*include <math.h>
#define numneur 4 /* Specify total number of neurons across slab */
    /* Number of neurons = number of classes */
#define numexvec 58 /* Specify number of exemplar vectors */
#define numttvec 23
#define numfeat 22
#define numruns 1000
#define numtrn 1000
#define eta 1.0 /* Specify training factor */
char *malloc(); /* Must define for use of malloc thru program */
    /*Need for this statement is compiler-dependent*/
main()(
/* flag[] holds ID number of each data vector, class[] holds training
int *flag;
int i, j, n, randnum, numquad, qcount, fanin;
int row, col, avgrun;
int neurtcnt, numright, bigloop, trnloop, testvec, itnum;
float d, y, error, neweta, accuracy, addup;
float *x, *class, *wquad, *quadin;
float theta[numneur], wlin[numneur*numfeat], avrun[10][numruns];
float finglavg[numruns];
float sum, linsum, quadsum, mean, s, sumsqdif;
/* This module opens an input file and reads data into the
    arrays flag[], class[], and x[][] */
FILE *fp;
fp=fopen("ruckdata","r"); /* Insert correct data file name here */
if(fp-NULL) exit(0);
/* Dynamic alloc of arrays prior to loading in data file values */
flag = (int *) malloc((numexvec+numttvec) * sizeof(int)):
class = (float *) malloc((numexvec+numttvec) * sizeof(float:);
x = (float *) malloc((numexvec+numttvec)*mumfeat * sizeof(float));
```

```
for(i=0; i<(numexvec+numttvec); ++i)(
fscanf(fp,"%d",&flag[i]);
    for(j=0; j<numfeat; ++j)(
    fscanf(fp,"%f",&x[i*numfeat+j]);
    ) /* end inner loop */
fscanf(fp, "%f",&class[1]);
) /* end outer loop */
fclose(fp);
/* This test module prints out input data containing first two and
    final feature components of each vector; checks the above file
    opening module (comment out for final program) */
/* for(i=0; i<(numexvec+numttvec); ++i)(
printf("For flag=%d, class=%f, check features are %f %f off\n",
flag[1], class[i], x[i*numfeat+0], x[i*numfeat+1],
x[i*numfeat+(numfeat-1)]);
} */
```

```
/* This module establishes numbers of second-order
```

/* This module establishes numbers of second-order
combos of feature inputs FOR EACH VECTOR (without commutative
combos of feature inputs FOR EACH VECTOR (without commutative
redundancy). Will be used for array allocation. */
redundancy). Will be used for array allocation. */
numquad=0;
numquad=0;
for(i=l; i<=numfeat; i+t)(
for(i=l; i<=numfeat; i+t)(
numquad=numquad+1;
numquad=numquad+1;
J
J
/* Fill 2-D arrays for second order input combos:
/* Fill 2-D arrays for second order input combos:
quadin[numexvec+numttvec][numquad] */
quadin[numexvec+numttvec][numquad] */
quadin=(float *) malloc((numexvec+numttvec)*numquad*sizeof(float));
quadin=(float *) malloc((numexvec+numttvec)*numquad*sizeof(float));
for(row=0; row<(numexvec+numttvec); row++)(
for(row=0; row<(numexvec+numttvec); row++)(
qcount=0;
qcount=0;
for(i=0; i<numfeat; i++)(
for(i=0; i<numfeat; i++)(
for(j=i; j<numfeat; j++)(
for(j=i; j<numfeat; j++)(
quadin[row*numquad+qcount]=x[row*numfeat+i]*x[row*numfeat+j];
quadin[row*numquad+qcount]=x[row*numfeat+i]*x[row*numfeat+j];
qcount=qcount+l;
qcount=qcount+l;
)
)
)
)
)
/* Test printout module */
/* Test printout module */
/* for(row=0; row<(numexvec+numttvec); row++)(
/* for(row=0; row<(numexvec+numttvec); row++)(
for(col-0; colonumquad; col++)(
for(col-0; colonumquad; col++)(
printf("For rowm\&d col=td quadin=%f\n",row,col,
printf("For rowm\&d col=td quadin=%f\n",row,col,
quadin(rovknumquad+col]);
quadin(rovknumquad+col]);
)
)
) */

```
) */
```

```
/* Begin VERTICAL NORMALIZATION of x, quadin arrays */
/* Vertically normalize x[numexvec+numttvec][numfeat] */
for{col=0; col<numfeat; col++)(
sum=0.0;
    for(row=0; row<numexvec; row++)(
    sum=sum+x[row*numfeat+col];
    )
mean=sum/(float)(numexvec);
sumsqdif=0.0;
    for(row=0; row<numexvec; row++)(
    sumsqdif=sumsqdif+(x[rownumfeat+col]-mean)*(x[row*numfeat+col]-mean);
    )
s=(float)(sqrt(sumsqdif/(float)(numexvec)));
    for(=ow=0; row<(numexvec+numttvec); row++)(
    x[row*numfeat+col]=(x[row*numfeat+col]-mean)/s;
    )
} /* End column incrementing loop */
/* Test printout loop */
/* for(row=0; row<(numex: c+numttvec); row++)(
    for(col=0; col<numfeat; coliे+)(
    printf("For row=%d col=%d normxvalue=%ff\n",row,coi,
    x(row*numfeat+col});
    )
) */
```

```
/* Vertically normalize quadin[numexvec+numttves][numquad] */
```

/* Vertically normalize quadin[numexvec+numttves][numquad] */
for(col=0; col<numquad; col++)(
for(col=0; col<numquad; col++)(
sum=0.0;
sum=0.0;
for(row=0; row<numexvec; row++)(
for(row=0; row<numexvec; row++)(
summsum+quadin[row*numquad+col];
summsum+quadin[row*numquad+col];
)
)
mean=sum/(float)(numexvec);
mean=sum/(float)(numexvec);
sumsqdif=0.0;
sumsqdif=0.0;
for(row=0; row<numexvec; rowt+)(
for(row=0; row<numexvec; rowt+)(
sumsqdif=sumsqcif+
sumsqdif=sumsqcif+
(quadin[row*numquad+col]-mean)*(quadin[row*numquad+col]-mean):
(quadin[row*numquad+col]-mean)*(quadin[row*numquad+col]-mean):
)
)
s=(float)(sqrt(sumsqdir/(float)(numexvec)));
s=(float)(sqrt(sumsqdir/(float)(numexvec)));
for(row=0; row<(numexvec+numttvec); row++)l
for(row=0; row<(numexvec+numttvec); row++)l
quadin[rowknumquad+col]=(quadin[row*numquad+col]-mean)/s;
quadin[rowknumquad+col]=(quadin[row*numquad+col]-mean)/s;
)
)
) /* End column incrementing loop */
) /* End column incrementing loop */
/* Test printout loop */
/* Test printout loop */
/* for(row=0; row<(numexvec+numttvec); row++)\
/* for(row=0; row<(numexvec+numttvec); row++)\
for(col-0; colsnumquad; col++)(
for(col-0; colsnumquad; col++)(
printf("For row=8d col=%\mp@code{d normquadvalue-tif\n",row,col,}
printf("For row=8d col=%\mp@code{d normquadvalue-tif\n",row,col,}
quadin(row*numquad+col]);
quadin(row*numquad+col]);
)
)
) */
) */
/* End of vertical normalization */

```
/* End of vertical normalization */
```

```
for(avgrun=0; avgrun<10; avgrun++)( /* 10 runs thru program for avg */
srandom((unsigned)time(NULL)); /* Init random() seed off clock */
/* Loop to initialize theta array (one for each neuron) with random
    floating point value between -0.5 and 0.5 %/
for(1m0; i<numneur; 1++)(
theta[1]=(float)(random() & 101)/100.00-0.5;
/* printf("For i=%d theta=%f\n",i,thetalij); */
J
/* Loop to initialize linear input weights array wlin[numneur][numfeat]
    with random floating point values between -0.5 and 0.5 %/
for(n=0; n<numneur; n++)(
/* printf("For neuron * %d\n",n); */
    for(i=0; i<numfeat; i++)(
    wlin[n*numfeat+i]=(flost)(random() & 101)/100.00-0.5;
    /* printf("For i=%d wlin=%f\n",i,wlin[n*numfeat+i]); */
    )
1/* end of nested loop */
fanin = numfeat + numquad;
/* fanin = 1; */
neweta = (float) eta / (float) fanin;
/* printf("neweta= %f\n",neweta); */
/* Loop to initialize quadratic input weights array
    wquad[numneur][numquad] with random floating point values between
    -0.5 and 0.5 */
wquad = (float *) malloc(nMmneur*numquad*sizeof(float));
for(n=0; n<numneur; n++)(
/* printf("For neuron # *d\n",n); */
    for(i=0; i<numquad; i++){
    wquad[n*numquad+i]=(float)(random() & 101)/100.00-0.b;
    /* printf("For i=%\mp@code{d quadweight"&%f\n",i,wquad[n*numquad+i]); */}
    )
) /* end of nested loop */
/* End of initialization; Begin loops for training and testing */
for(bigloop=1; bigloop<=numruns; bigloop++)(
/* Begin training loop */
for(trnloop=0; trnloop<numtrn; trnloop++)(
/* Randomly select an exemplar vector row (flag *) */
randnum=(random() numexvec);
/* printf("Randomly selected vector flag number is &d\n",randnum); */
for(n=0; n<numneur; n++)( /* Loop to update weights for each neuron */
linsum=0.0;
    for(i=0; i<numfeat; 1++)(
    linsum=linsum+wlin[n*numfeat+i]*x[randnum*numfeat+i];
    J
```

```
quadsum=0.0;
    For(i=0; i<numquad; i+t)(
    quadsum*quadsum+wquad[n*numquad+1]*quadin[randnum*numquad+i];
    )
sum=11nsvm&quadsum;
if ([sum+cheta[n])<-20.0) (y=0.0;)
    else if ([sum+theta[n])>20.0) (y=1.0;)
        else (y={float)(1.0/(1.0+exp(-(sum+theta[n]))));}
/* Criteria for training each class to fire a specific neuron */
if (class[randnum]=(flost)(n)) (d=1.0;)
else {d=0.0;)
error=y*(1.0-y)*(d-y);
/* printf("error=%f\n",error); */
    for(i=0; i<numfeat; i++)(
wlin[n*numfeat+i]=wlin[n*numfeat+i]+neweta*errordx[randnum;numfeat+i];
    /* printf("FOz i=%d wlin=%f\n",i,wlin[n*numfeat+ij); */
    )
    for(i=0; i<numquad; i+t)(
    wquad[n*numquad+i]=wquad[n*numquad+1]+
    neweta*error*quadin[randnum*numquad+i];
    /* printf("For i=%d quadweight=%f\n",i,wquad[n*numquad+i]); */
    }
theta[n]=theta[n]+neweta*error;
/* printf("For neuron * &d theta+%f\n",n,theta[n]); */
) /* end of weight training loop for each neuron's weights */
) /* end of complete training loop */
/* Begin test loop to run thru each test vector */
numright=0;
for(testvec=numexvec; testvec<(numexvec+numttvec); testvec++)(
/* printf("testvecmod\n",testvec); */
neurtcnt=0;
    for(n=0; n<numneur; n++)(
    IInsum=0.0;
        for(1=0; 1<numfeat; i++)(
        linsum=1insum+wlin[n*numfeat+1]*x[testvec*numfeat+1];
        )
    quadsum=0.0;
        for(1-0; 1<numquad; 1++)(
        quadsum=quadsum+wquad[n*numquad+i]*quadin[testvec*numquad+i];
        )
    sum=linsum+quadsum;
    if ((sum+theta[n])<-20.0) (y=0.0;)
        else if ((sum+theta[n])>!0.0) (y=1.0;)
            else (y=(float)(1.0/(1 0+exp(-(sum+theta[n]))));)
    /* printf("ym&f class[tesi:vec]=&f\n",y,class[testvec]); */
```

```
    /* Test decision criteria for identifying classes */
    if ((y>0.8) && (cless[testvec]-(flost)(n))) (neurtcnt-neurecnt+l.)
    if ((y<0.2) (class[testvec]!-(f]oat)(n))) (neurtcnt-neurtcnt+1.)
    )/* end of neurons (n) correct test loop */
1f (neurtcntm-numeur) (numrightmaneight+1;)
) /* end of cesting loop running thru cach test vector (restvec) */
itnum=bigloop*Tumerm;
accuracy=(float)numright/(float) numetvec;
/*printf("Training iteration #: &d Accuracy=ff\n".icnun,accaracy).*/
avrun[avgrun][bigloop-1]-accurecy;
) /t end of bigloop */
) /* end of 10-run loop for averaging */
/* Final averaging routine */
for(col=0; col<numruns; col++)(
addup=0.0;
    for(rowm0; row<10; row++)|
    addup=addup+avrun[row][col];
    ) /* end row cdd up loop */
finalavg[col]=addup/l0.0;
printf("Training Epoch *: %d Average Accuracy=%f\n",
(col+1)*numtrn.finalavg[col]);
} /* end of column loop */
) /* end of main */
```

```
/* Single-layer, third-order neurai network algorithm with
    automeむic vertical normalization of all input combos.
    Resiits averaged over 10 runs. */
/* Name: NORMNET3.c */
#'nclude <stdio.h>
*include <math.h>
#define numneur 2 /* Specify total number of neurons across slab */
    /* Number of neurons m number of classes */
#define numexvec 4 /* Specify number of exemplar vectors */
#define numttvec 4 /* Specify number of test vectors */
#define numfeat 2 /* Specify number of features per vector */
    /* numfent also represents # FEATURE COLUMNS */
    /* Specify number of result plot points */
#define numruns 300 / * Specify number of result plot poine numirn 10 /* Specify # training iters between test/plot */
#define eta 0.35 /* Specify training factor */
char *malloc(): /* Must de:tne for use of malloc thru program */
/*Necd ror this statement is compiler-dependeric*/
main()(
* flag[] holds ID number of each data vector, class[] holds training
    class sEcnclated with each data vector, x[][] holds feature
    components of data vectors, quadin[][] holds second-orier multiplied
    combos of x values, cubein[][] holds third-order multiplied combos
    of x values, vlin!][], wquad[][], and wcube[][] hold weights for all
    inputs (土n:" Iing higher order combos), theta[] holds threshold
    values :or each neuron */
int *flag;
int i, j, n, randnum, numquad, numcube, qcount, cubcount, fanin;
int startcnt, upcount, row, col, avgrun;
int neurtcnt, numright, bigloop, trnioop, testvec, itnum;
float d, y, error, neweta, accuracy, addup;
float *x, *class, *wquad, *wcube, *quadin, *cubein;
float theta[numneur], wlin[numneur*numfeat], avrun[10][numruns];
float finalavg[numruns];
float sum, linsum, quadsum, cubesum, mean, s, sumsqdif;
/* This module opens an inplt file and reads data into the
    arrays flag[], class[], and x[][] */
FILE *fP;
fp=fopen("xordata","r"); /* Insert correct data file name here */
if(fp-NULL) exit(0);
/* Dynamic alloc of arrays prior to loading in data file values */
flag = (Int *) malloc((numexvec+numttvec) * sizeof(int));
class = (float *) malloc((numexvec+numttvec) * sizeof(float));
x = (float *) malloc((numexvec+numttvec)*numfeat * sizeof(float));
```

```
for(i=0; i<(numexvec+numttvec); ++i)(
fscanf(fp,"&d",&fla&[1]);
    for(j=0; j<numfeat; ++j)(
    fscanf(fp,"%f",&x[i*numfeat+j]);
    }) /* end inner loop */
fscanf(fp, "&f",&class[1]);
) /* end outer loop */
fclose(fp);
/* This test module prints out input data containing first two and
    final feature components of each vector; checks the above file
    opening module (comment out for final program) */
/* for(i=0; i<(numexvec+numttvec); ++1)(
printf("For flag=%d, class=%f, check features are of %f &f\n",
flag[i], class[i], x[i*mumfeat+0], x[i*numfeat+1],
x[i*numfeat+(numfeat-1)]);
} */
/* This module establishes numbers of second-order and third-order
    combos of feature inputs FOR EACH VECTOR (without commutative
    redundancy). Will be used for array allocation. */
```

```
numquad=0;
```

numquad=0;
numcube=0;
for(i=1; 1<=numfeat; i++)(
numquad=numquad+i;
numcube=numcube+numquad;
}

```
```

/* Fill 2-D arrays for second and third order input combos:

```
/* Fill 2-D arrays for second and third order input combos:
    quadin[numexvec+numttvec][numquad] and
    quadin[numexvec+numttvec][numquad] and
    cubein[numexvec+numttvec][numcube] */
    cubein[numexvec+numttvec][numcube] */
quadin=(float *) malloc((numexvec+numttvec)*numquad\starsizeof(float));
quadin=(float *) malloc((numexvec+numttvec)*numquad\starsizeof(float));
for(row=0; row<(numexvec+numttvec); row++)(
for(row=0; row<(numexvec+numttvec); row++)(
qcount=0;
qcount=0;
    for(i=0; i<numfeat; i++)(
    for(i=0; i<numfeat; i++)(
            for(j=1: j<numfeat; j++)\
            for(j=1: j<numfeat; j++)\
            quadin[row*numquad+qcount]=x[row*numfeat+i]*x[row*numfeat+j];
            quadin[row*numquad+qcount]=x[row*numfeat+i]*x[row*numfeat+j];
            qcount=qcount+1;
            qcount=qcount+1;
            )
            )
    )
    )
)
)
/* Test printout module */
/* Test printout module */
/* for(row=0; row<(numexvec+numttvec); row++)(
/* for(row=0; row<(numexvec+numttvec); row++)(
    for(col=0; col<numquad; col++)(
    for(col=0; col<numquad; col++)(
    printf("For row=8d col=&d quadin=%f\n",row,col,
    printf("For row=8d col=&d quadin=%f\n",row,col,
    quadin(rown}numquad+col])
    quadin(rown}numquad+col])
    )
    )
) */
```

) */

```
```

cubeln=(float *) malloc((numexve=+numttvec)*numcube*sizeof(float));
{cr(row=0; row<(numexvec-numttwec); row++)(
cubcountm);
startcnt=0;
upcount=numfeat:
for(ir0; i<numfeat; i++)(
for(fmstartcne; j<numquac; j++)(
cubein[row*numcwbe +cubccinnt]=x[row*numfeat+j]*quadin[row*numquadt j];
cubcount=cubcuunt+1;
l
startcrt=stertent+upcount;
upcount-upcount-1;
)
}
/* Test printort loor */
/* for(rownC; row<(numexvec+rumttvec); row++)(
foricol=0; col<numcube; col++)(
printf("For row=%d col=%d cubein=%f\n",row,col,
cubein[rowknumcubs+col]);
)
] */
/* Begin vertICAL NORMALIZATION of x, quadin, cubein arrays */
/* Vertically normalize x[numexvec+numttvec][numfeat] */
for(col=0; col<numfeat; col++)(
sum=0.0;
for(row=0; row<numexvec; row+t)(
sum=sum+x[row*numfeat+col];
)
mean=sum/(floet)(numexvec);
sumsqdif=0.0;
for(row=0; row<numexvec; row++)(
sumsqdif=suinsqdif+(x[row*numfeat+col]-mean)*(x[row*numfeat+col]-mean);
)
s=(float)(sqrt(sumsqqdif/(float)(numexvec)));
for(row=0; row<(numexrec+numttvec); row+r)(
x[row*numfeat+col]=(x[rownnumfeat+col]-mean)/s;
}
) /* End column incrementing loop */
/* Test printout loop */
/* for(row=0; row<(numexvec+numttvec); row++)(
for(col=0; col<numfeat: col++)(
printf("For row=%d col=%d normxvalue=%f\n",row,col,
x[rowtnumfeat+col]):
)
) */

```
```

/* Vertically noimalize qusiln[numexvec+numttvec][numquad] */
for(col=0; col<numquad; colt+){
sum=0.0;
for(row=0; row<numexvec; rcw++)(
sum=sum+quadin[row*numquad+col]:
}
mean=sum/(float;(numexvec);
sumsqdif=0.0;
for(row=0; zow<numexvec; row+t)(
sumsqdif=sumsqdif+
(quadin[rowknumquad+col]-mean)*(quadin[rowtnuraquad+col]-mean);
}
s=(float)(sqrt(sumsqdif/(float)(numexvec)));
for(row=0; row<(numexvec+numttvec); row++) (
quadin[row*numquad+col]=(quadin[rowknumquad+co]]-mean)/s;
)
)/* End column incrementing loop */
/* Test printout loop */
/* for(row=0; row<(numexvectnumttvec); row++)(
for(col=0; col<numquad; col++)(
printf("For row=id colm\&d normquadvalue=%f\n",row,cel,
quadin[rowknumquad+col]);
)
) */

```
```

/* Vertically normalize cubein[numexvcc+numteve:][numcube] */

```
/* Vertically normalize cubein[numexvcc+numteve:][numcube] */
for(col-0: col<numcube; col++)(
sum=0.0;
    for(row=0; row<numexvec; row++)(
    sum=sum+cubein[row*numcube+col];
    )
mean=sum/(float)(numexvec);
sumsqdif=0.0;
    for(row=0; row<numexvec; row++)(
    sumsqdifmsumsqdif+
    (cubein[row*numcube+col]-mean)*(cubein[row*numcube+col]-mean):
    )
s=(float)(sqrt(sumsqdif/(float)(numexvec)));
    for(row=0; row<(numexvec+numttvec); ro%++)(
    cubein[row\starnumcube+col]=(cubein[row\starnumcube+col]-mean)/s;
    )
) /* End column incrementing loop */
/* Test printout loop */
/* for(row=0; row<(numexvec+numttvec); row++)(
    for(col-0; col.<numcube; col++)(
    printf("For rovm&d col=%d normcubevaluemf\n",row,col,
    cubein[row*numcube+col]);
    }
) */
/* End of vertical normalization */
```

```
for(avgrun=0; avgrun<10; avgrun++)( /* 10 runs thru program for avg */
srandom((unsigned)time(NULL)): !* Init raniom() seed off clock */
* Loop to initialize theta array (one for each neuron) with random
    floating point values between -0.5 and 0.5 %/
for(i=0; 1-numneur; i++)(
theta[1]-(float)(random() % 101)/100.00-0.5;
/* printf("For i=%d theta=%f\n",1,theta[i]); */
)
/* Loop to initialize linear input weights array wlin[numneur][numfeat]
    with rendom floating point values between -0.5 and 0.5 */
for(n=0; n<numneu:; n++)(
/* printf("For neuron # &d\n",n); */
    for(i=0; i<numfeat; i++)(
    wlin[n*numfeat+i]=(float)(random() & 101)/100.00 - 0.5;
    /* printf("For {=%ेd wlin=%ิf\n".i,wlin[n*numfeat+i]); */
    J
} i* end of nested loop */
/* fanin = numfeat + numquad + numcuie; */
fanin = 1;
neweta = (float) eta / (float) fanin;
/* printf("newets= %f\n",neweta); */
/* Loop to initialize quadratic input weights array
    wquad[numneur][numquad] with random fiosting point values between
    -0.5 and 0.5 */
wquad = (flost *) malloc(numneur*numquad*sizeof(floai));
for(n=0; n<numneur; n++)(
/* printf("For neuron # &d\n",n); */
    for(i=0; i<numquad; i++)(
    wquad[n*numquad+i]=(float)(random() & 101)/100.00 - 0.5;
    /* printf("For i=8d quadweight=&f\n",i,wquad[n*numquad+j]); */
    }
; /* end of nested loop */
/* J.oop to initialize cubic input weights array wcube[numneur][numcube]
    with random floating point values between -0.5 and 0.5 */
wcube = (float *) malloc(numneur*numcube*sizeof(float));
for(n=0; n<numneur: n++)(
/* printf("For neuron # (d\n",n); */
    for(i=0; i<numcube; 1++)(
    vcube[n*numcube+1]=(float)(random() & 101)/100.00 - 0.5;
    /* printf("For i=&d cubeweight=&f\n",1,wcube[n*runculi=+i]); */
    )
) /* end of nested loop */
```

```
/* End of instialization; Begin loops for training and testing */
for(bi;loopm1; bigloop<-numruns; bigloop++)(
/* Begin training loop */
for(trnloop=0; trnloop<numtrn; trnloop++)(
/* Randomly select an exemplar vector row (flag #) */
randnumm(random() % mumexvec):
/* printf("Randomly selected vector flag number is %d\n",randnum); */
for(n=0; n<numneur; n++)( /* Loop to update weights for each neuron */
1insum=0.0;
    for(i=0; i<numfeat; 1++)(
    linsummlinsum+wlin[n*numfeat+i]*x[randnum*numfeat+i]:
    }
quadsum=0.0;
    for(i=0; 1<numquad; it+)(
    quadsum=quadsum+wquad[n*numquad+i]*quadin[randnum*numquad+i] ;
    )
cubesum=0.0;
    for(i=0; i<numcube; i++)(
    cubesum=cubesum+wcube[n*numcube+i]*cubein[randnum*numcube+i];
    )
sum-1 insum+quadsum+cubesum;
if ((sum+theta[n])<-20.0) (y=0.0;)
    else if ((sum+theta[n])>20.0) {y=1.0;}
        else (y=(float)(1.0/(1.0+exp(-(sum+theta[n]))));)
/* Criteria for training each class to fire a specific neuron */
if (class[randnum]=(float)(n)) (d=1.0;)
else (d=0.0;)
errormy*(1.0-y)*(d-y);
/* printf("error=%f\n",error); */
    for(is0; i<numfeat; i++)(
    wlin[n*numfeat+i]=wlin[n*numfeat+i]+neweta*error*x[randnum*numfeat+i];
    /* printf("For i=%d wlin=%f\n",i,wlin[n*numfeat+i]); */
    }
    for(i=0; i<numquad; 1++)(
    wquad[n*numquad+1]mquad[n*numquad+1]+
    neweta*error*quadin[randnum*numquad+1];
    /* printf("For i=&d quadweight=%f\n",1,wquad[n*numquad+i]); */
    J
    for(1=0; 1<numcube; 1++)(
    wcube[n*numcube+i]-wcube[n*numcube+i]+
    neweta*error*cubein[randnum*numcube+1];
    /* printf("For i=%d cubeweight=%f\n".1,wcube[n*numcube+i]); */
    )
theta[n]=theta[n]+neweta*error;
\(/ \star\) printf("For neuron \# id thetamif \(\backslash n ", n\), theta[n]); */
    /* end of weight training loop for each neuron's weights */
    /* end of complete training loop */
```

```
/* Begin test loop to run thru each test vector */
numrightm0;
for(testvec=numexvec; testvec<(numexvec+mumttvec); testvec++)(
/* printf("testvec=o夂d\n",testvec); */
neurtcnt=0;
    for(n=0; n<numneur; n++)(
    1insum=0.0;
        for(i-0; i<numfeat; i++)(
        linsum=linsum+wlin[n*numfeat+1]*x[testvec*numfeat+i];
        }
    quadsumm0.0;
        for(i=0; i<numquad; i++)(
        quadsum=quedsum+wquad[n*mumquad+i]*quadin[testvec*numquad+i];
        )
    cubesum=0.0;
        for(1=0; 1<numcube; 1+t)(
        cubesum=cubesum+wcube[n*numcube+i]*cubein[testvec*numcube+i];
        )
    sum=l insum+quadsum+cubesum;
    if ((sum+theta[n])<-20.0) (y=0.0;)
        else if ((sum+theta[n])>20.0) (y=1.0;)
            else (y=(float)(1.0/(1.0+exp(-(sum+theta[n]))));)
    /* printf("y=%f class[testvec]=&f\n",y,class[testvec]); */
    /* Test decision criteria for identifying classes */
    if ((y>0.8) && (class[testvec]=(Eloat)(n))) (neurtcnt=neurtcnt+1;)
    if ((y<0.2) &r& (class[testvec]i=(float)(n))) (neurtent=neurtcnt+1;)
    ) /* end of neurons (n) correct test loop */
if (neurtcnt=mumneur) (numright=numright+i;)
) /* end of testing loop running thru each test vector (testvec) */
itnum=bigloop*numtrn;
accuracy=(float)numright/(float)numttvec;
/*printf("Training iteration #: %d Accuracy=%f\n",itnum,accuiacy);*/
avrun[avgrun][bigloop-1]=accuracy;
) /* end of bigloop */
)/* end of 10-run loop for averaging */
/* Final averaging routine */
for(col=0; col<numruns; col++)(
addup=0.0;
    for(row=0; row<10; row++)(
    addup=addup+avrun[row][col];
    } /* end row add up loop */
finalavg[col]maddup/10.0;
printf("Training Epoch *: &d Average Accuracy=8f\n",
(col+1)*numtrm,finalavg[col]):
) /* end of column loop */
) /* end of main */
```

Appendix B. Image Classification Network Code

```
/* Image classification network. Thi% algorithm processes input
    data sets consisting of al: index number, a class number, and
    8064 components per vector (for 63 x 128 image pixel arrays).
    Input "recsptive field" windows sre set at }8\times8\mathrm{ yixels. There
    are two hidden layers feeding four output nodes representing
    tanks, tracks, earget boards, and clutter. Name: IMagENET.C */
#include <stdio.h>
#include cmath.h>
#include <struct.h>
#def!ne nunemvec 44 /* Specify number of exemplar vectors */
#define numttvec 44 /* Specify number of test vectors */
#define numfeat 8064 /* Specify number of features per vector */
*defina numruns 60 /* Specify number of result plot points */
#define numicn 1900 /* Specify * training epochs ketween test/plot */
#define eta 0.35 /* Specify learning.rate */
#define pi 3.14159265350979
/* Structure creating 4-D weight array feeding output neurons:
    outnode[1].block2[j].1ayotwgt[k] */
struct tagl (
    double layotwgt[270];
);
struct {
    struct t.agl block2[4];
) outnode[4];
char *malloc();
main()(
int *flag, *x, *class, neיrrent, itnum, gabcount;
int i, j, k, n, bigloop, tmloop, testvec, numright, randnum, bshift;
Int rowstpix, colstpix, rowsthl, colsth1, Index, laylposn, Lay2posn;
double rfarray[64], absum, avbright, esum, energy, lay2wgt:
double outtheta[4], sum, fx, fy, a, b;
double laylout[4][434], lay2out[4][270], pharray[25], y[4];
double gabor[4][64];
double d[4], errorout[4]:
flost accuracy;
/* Open and read in data file to arrays flag[], classi], x[|[] *,
FILE *fp;
fp=fopen("bigimage","r");
if(fp=NULL) exit(0);
flag = (int *) malloc((numexvec+numt=vec) * sizeof(int));
class = (int *) malloc((numexvec+numttvec) * sizeof(int));
x = (int *) malloc((numexvec+numttvec)*numfeat * sizeof(int));
```

```
for(i=0; i<(numexvec+numttvec); i+t)(
iscanf(fp,"%d",&flag[1]):
    for(jm0; j<rumfeat; j++)(
    fscanf(fp,"&d",&x[i*numfeat+j]);
    |
Iscanf(fp,"&i",Gclass[I]);
)
fclose(fp);
/* Test printout module: */
/* for(i=0; i<(numexvec+numttvec); i++)(
printf("Flag=%d\n",flag[i]);
} */
srandom((unsigned)time(NULL)): /* Init random() seed off clock */
/* Initialize output theta and weight arrays */
for(i=0; i<4; i++)(
outtheta[i]=(double)(random() of 101)/100.00 - 0.5;
}
for(i=0; i<4; i++): /* Normalize initial values by fan in */
outtheta[i]=outtheta[i]/1080.00;
J
for(i=0; i<4; i++)(
    for(j=0; j<4; j++)(
        for(k=0; k<270; k++)(
            outnode[i].tlock2[j].layotwgt[k]=
            (double)(random() & 101)/100.06 . 0.5:
        )
    )
)
for(i=0; 1<4: i++)( /* Normalize initial values by fan in */
    for(j=0; j<4, i++)(
        for(k=0; k<270; k++)(
        outnode[i].block2[j] layotwgt[k]=
                            (outnode[1].block2[f].layotwgt[k])/1.080.00;
        }
    )
)
1ay2wgt=1.0/25.0; /* Constant meight for all 2nd hidden layer nodes */
/* Initialize four Gabor function wejght arrays for first layer
    (naximum value of each function is 0.5 to aid sigmoid computation) */
fx=0.0;
fy=1.0;
gabcount=0;
EOr(1=0; 1<=7; 1++)(
    for(j=0; j<=7; j++)(
    a= 0.2*(float)i - 0.7;
```

```
    b= 0.2*(float)j - 0.7;
    gabor[0][gabcount]=
            0.5*exp(-pi*(a*e/3.0+b*b/3.0))*cos(2.0*pi*(fx*a+fy*b));
    gabcount=gabcount:+1;
    }
)
fx=1.0;
fy=0.0;
gabcount=0;
for(1=0; i<=7; 1++)(
    for(j=0; j<=7; j++)(
    a=0.2*(float)i - 0.7;
    b= 0.2*(float)j - 0.7;
    gabor[1][gabcount]=
                                    0.5*exp(-pi*(a*a/3.0+b*b/3.0))*\operatorname{cos}(2.0*pi*(fx*a+fy*b));
    gabcount=gabcount+1;
    )
)
fx=1.4142136;
fy=1.4142136;
gabcount=0;
for(i=0; i<=7; i+t)(
    for(jm0; j<=7; j++)(
    a= 0.2*(flcat)i - 0.7;
    b= 0.2*(float)j - 0.7;
    gabox[2![gabcount]=
                0.5*exp(-pi*(a*a/3.0+b*b/3.0))*\operatorname{cos(2.0*pi*(fx*a+fy*b));}
    gabcount=gabcount+1;
    J
)
fx=1.4142136;
fy=0.0-1.4142136;
gabcourt=0;
for(1=0; i<=7; i++)(
    for(j=0; j<=7; j++)(
    a=0.2*(float)1 - 0.7;
    3=0.2*(float)j - 0.7;
    gabor[3][gabcount]=
                0.5*exp(-pi*(a*a/3.0+b*b/3.0))*cos(2.0*pi*(fx*a+fy*b));
    gabcount=gabcount+l;
    )
)
/* End of inicialization; begin loops for training and testing. */
for(bigloop=1; bigloop<=numruns; bigloop++)l
/* Begin training loop */
for(trnloop=0; trnloop<numtrn; trnlooptt)(
randnum=(xandom() of numexvec);
```

```
/* Begin propagation thru network */
/* Begin receptive field window shifting loop :/
laylposn=0;
for(rowstpix=0; rowstpix<m656; rowstpixwrowstpix+5!2)(
    for(colstpix=rowsipix; colstpix<=rows:pix+120; colstpix=cols:pix+4)(
    index=0;
        for(i=colstpix; i<==olstpix+896; i=i+128)(
            for(j=1: j<=(i+7), j++)(
            rfarray[index]=(double)x[(randr.un*8064)+j];
            index=index+1;
            )
        )
    LAMBERTIZATION AND CONTRAST NORMALIZATION MODULE (processes each
    receptive field window) */
absum=0.0;
for(i=0; 1<64; 1++)(
absum=absum+rfarray[i];
}
avbright=absum/64.0;
for(i=0; 1<64; i++)(
rfarray[1]=rfarray[i]-avbright;
}
esum=0.0;
for(i=0; 1<64; it+)(
esum=esum+(rfarray[i]*rfarray[i]):
)
energy=sqrt(esum);
if (energy l= 0.0) ( /* Do not normalize if efuergy=0.0 */
    for(i=0; 1<64; i++)(
    rfarray[1]=rfarray[1]/energy;
    )
) /* end normalization module */
/* Propagate thru to first hidden layer outputs */
for(i=0; 1<4; i++)( /* Load each lst layer block from single window n,
summ0.0;
    for(j=0; j<64; j++)(
    sum = sum + gabor[1][j]*rfarray[j];
    ) /* Finished calculating one block, one posirion (first layer) */
if(sum<-20.0) (laylout[i][laylposn]=0.0;)
else if(sum>20.0) (laylout[i][laylposn]=1 0;)
else (laylout[{][laylposn]-(double)(1.0/(1.0+exp(-sum)));)
} /* Finished calculating four blocks, one position (first layer) */
laylporn=laylposn+1;
    J
) /* end of receptive fleld window shifting loops (all positions) */
```

```
/* Propagate thru second layer */
for(bshift=0; bshift<4; bshift++)(
lay2posn=0;
for'rowsthl=0; rowsthl<=279; rowsthl=rowsthl+31)(
    for(colsth3mrowsthl; colsthl<mrowsth).+26; colsth'r+)(
    index=0;
        for(i=colsth1; i<=cc: sthl+124; i=i+31)(
            EOr(j=1; j<=(i+4); j++){
            pharray[index]-nleylour[bshift][j];
            1)dex=index+1;
            )
        }
        summ0.0;
        for(i=0; 1<25; i++)(
        sum=sum+pharray[i];
        }
        lay2out[bshift][lay2posn] = sum*lay2wgt;
        lay2posn = lay2posn + 1;
    )
}
)
/* Propagate rhru output layer */
for(1m0; 1<4; 1++)(
sum=0.0;
    for(j=0; j<4; j++)(
        for(k=0; k<270; k++)(
        sum = sum + outnode[i].block2[j].layotwgt[k]*lay2out[j][k];
        }
    J
if((sum+outtheta[i])<-20.0) (y[i]=0.0;)
else if((sum+outtheta[i])>20.0) (y[1]=1.0;)
else (y[i]=(double)(1.0/(1.0+exp(-(sum+outtheta[1]))));)
} /* End calcuiation for all FOUR output nodes y[4] */
/* End propagation thru network */
/* Backpropagation to update output weights */
for(n=0; n<4; n++)(
if (class[randnum] - n) (d[n]=1.0;)
else {d[n]=0.0;)
) /* Filled desired output values, d[4], based on given class */
for(n~0; n<4; n+t)(
errorout[n]=y[n]*(1.0-y[n])*(d[n]-y[n]);
)
for(1=0; 1<4; 1++)(
    for(1=0; j<4; j++)(
            for(k=0; k<270; k++)(
            outnode[i].block2[1].layotwgt[k] =
                                    outnode[1].block2[}].ls otwgt[k] +
                                    (\epsilonta/1080.0)*errorous[[i]*lay2ouE[j][k];
```
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        )
    )
}
For(n=0; n<4; n++)(
outtheta[n] = outtheta[n] + (eta/1080.0)*errorout[n];
)
/* end of backprop */
) /* end of training loop (trnloop) */
/* Begin test loop to run thru each test vector */
numright=0;
for(testvec=numexvec; testvec<(numexvec+numttvec); testrec++)(
/'s Jegin propagation thru network */
/* Begin receptive field window shifting loop */
laylposn=0;
for(rowstpix=0; rowstpix<=6656; rowstpix=rowstpix+512)(
    for(colstpix= owstpix; colstpix<=rowstpix+120; colstpix=colstpix+4)(
    Index=0;
        for(i=colstpix; i<=colstpix+896; i=i+128)(
            for(j=1; j<=(i+7); j++)(
            rfarray[index]=(double)x[(testvec*8064)+j];
            index-index+1;
            )
        )
/* LAMBERTIZATION AND CONTRAST NORMALIZATION MODULE (processes each
    receptive field window) */
absum=0.0;
for(1m0; 1<64; 1++)(
absumaabsum+rfarray[1];
)
avbright=absum/64.0;
for(1=0; 1<64; 1++)(
rfarray[i]-rfarray[i]-avbright;
)
e sum=0.0;
for(i=0; 1<64; 1++)(
esummesum+(rfarray[i]*rfarray[1]):
)
energy=sqr=(esum);
if (energy 1= 0.0) 1 /* Do not normalize if energy=0.0 %/
    for(1-0; 1<64; 1++)(
    rfarray[1]=rfarray[1]/energy;
    )
) /* end normalization module */
```

```
/* Propagate thru to first hidden layer outputs */
for(i=0; i<4; i++)( /* Load each lst layer block from single window */
sum=0.0;
    for(f=0; j<64; j++)(
    sum = sum + gabor[i][j]*rfarray[j];
    } /* Finished calculating one block, one position (first layer) */
if(sum<-20.0) (1aylout[i][1aylposn]-0.0;)
else if(sum>20.0) (laylout[1][laylposn]=1.0;)
else [laylout[I]!laylposn]=(double)(1.0/(1.0+exp(-sum)));)
) /* Finished calculating four blocks, one position (first layer) */
laylposn=laylposn+1;
    )
) /* end of receptive field window shifting loops (sll positions) */
/* Propagate thru second layer */
for(bshift=0; bshift<4; bshift++)(
lay2posn=0;
for(rowsthl=0; rowsthl<=279; rowsth1=rowsth1+31)(
    for(colsthl=rowsthl; colsthl<=rowsthl+26; colsrhl++)(
    index=0;
        for(i=colsthl: i<mcolsthl+124; i=i+31)(
            for(j=1; j<=(i+4); j++)(
            pharray[index]=laylout[bshift][j];
            index=index+1;
            )
        }
        sum=0.0;
        for(i=0; 1<25; 1++){
        sum=sum+pharray[1];
        }
        1ay2out[bshift][1ay2posn] = sum*lay2wgt;
        lay2posn m lay2posn + 1;
    )
)
)
/* Propagate thru output layer */
for(i=0; i<4; i++)l
sum=0.0;
    for(f=0; j<4; j++)(
        for(k=0; k<270; k++){
        sum = sum + outnode[i].block2[j].layotwgt[k]*lay2out[j][k];
        )
    )
```

if ( (sum+outtheta[1])<-20.0) $\{y[1]=00 ;\}$
else if( (sum+outheta[i])>20.0) (y[i]=1.0;)
else (y[1]=(double)(1.0/(1.0+exp(-(sum+outtheta[1]))));)
) /* End calculation for all FOUR output nodes y[i] $* /$
/* End propagation thru network */

```
/* Decision criteria for correct classification */
neurtcont=0;
for(n=0; n<4; n++)(
if((y[n]>0.8) && (ciass[testvec]mm)) (neurtcnt=neurtont+1;)
if((y[n]<0.2) &&̈ (class[testvec]lmn)) (neurtent=neurtent+1;)
) /* End loup for checking all four output neurons */
if(neurtent=-4) (numrightmumeright+1;)
) /* end of testing loop (testvec) */
itnum = bigloop*numtrn;
accuracy = (float)numright/(float)numttvec;
printf("Training Epoch #: %d Accuracy=%f\n", itnum, accuracy);
} /* end of bigloop */
) /* end of main */
```

```
    Imsge cjusolficatirn netxoxk with hioh-order (second-order)
        network as output layer, Passes DOUBLE precision values to
        NORMALIZING routine for second-order processing. 'This
        rexsion exceecicd machine memory capacity and was scrapped
        before completion. See later program versions.
        Name: IMAGNETR.C*/
#inclurle <stdio.h>
#include <math.h>
#include <struct.h>
#define numexvec 44
#define numttvec 44
#define numvec 88 /* Specify total number of vectors */
#define numfaat 8064 /* Specify number of features per vector */
#define p1 3.14159265358979
struct !
        double x2[4][270];
    double xquad[4][36585];
) vector[88];
char *malloc();
main(){
int *flag, *x, *class, gabcount;
int i, j, n, bigloop, tshift, row, qcount, block;
int rowstpix, colstpix, rowsth1, colsth1, index, laylposn, lay2posn;
do`ble rfarray[64], absum, avbright, esum, energy, lay2wgt;
double sum, fx, fy, a, b, sumsqdif, s, mean;
double laylout[4][434], lay2out[4][270], pharray[25];
double gabor[4][64];
/* Open and read in data file to arrays flag[], class[], x[]|] */
FILE *fp;
fp=fopen("bigimage","r");
if(fpm=NULL) exit(0);
flag = (int *) malloc(numvec * sizeof(int));
class = (int *) malloc(numvec * sizecf(int));
x = (int *) malloc(numvec * numfeat * sizeof(int));
for(1=0; i<lumrvec; 1++)(
fscanf(fp,"&d",&flag[1]);
    for(j=0; j<numfeat; j++)(
    fscanf(fp,"ed",6x[{*numfeat+j]);
    l
fscanf(fp,"%d",&class[1]);
)
fclose(fp):
```

```
/* Test printout module: */
/* for(1-0; i<numvec; 1++)(
printf("Flagwsd Classmod\n",flag[1],class[i]);
} */
/* Establish constant "weight" values for Gabor function orientations
    and "phase synchronizing" stmmation layer */
lay2wgt=1.0/25.0; /* Constant weight for all 2nd hidden layer nodes */
/* Initialize four Gabor function weight arrays for first layer
    (max*mum value of each fuaction is 0.5 to aid sigmoid computation) */
fx=0.0;
fy=1.0;
gabcount=0;
for(1=0; 1<=7; 1++)(
    for(j=0; j<=7; j++)(
    a=0.2*(float)i - 0.7;
    b= 0.2*(float)j . 0.7;
    gabor[0][gabcount]=
            0.5*exp(-pi*(a*a/3.0+b*b/3.0))*\operatorname{cos(2.0*pi*(fx*a+fy*b));}
    gabcount=gabcount+1;
    )
}
fx=1.0:
fy=0.0;
gabcount=0:
for(i=0; i<=7; i++)(
    for( }j=0;j<=7; j++)(\
    a=0.2*(float)1 - 0.7;
    b=0.2*(fIoat)j - 0.7;
    gabor[1][gabcount]=
                                    0.5*exp(-pi*(a*a/3.0+b*b/3.0%)*cos(2.0*pi*(fx*a+fy*b));
    gabcount=gabcount+1;
    j)
)
fx=1 4142136;
fy=1.4142136;
gabcount=0;
for(1-0; 1<=7; i++)(
    fer(j=0; j<=7; j++)(
    a=C.2*(float)1 - 0.7;
    b= 0.2*(float)j - 0.7;
    gabor[2][gabccunt]=
        0.5*exp(-pi*(a*a/3.0+b*b/3.0))*\operatorname{cos(2.0*pi*(fx*a+fy*cb));}
    gabcount-qabcount+1;
    )
)
```

```
fx=1.4142136;
fy=0.0-1.4142136;
gabcount=0;
for(1=0; 1<<7; 4++)(
    for(j=0; j<-7; j++)(
    n=0.2*(E108t) 1 - 0.7.
    b= 0.2*(float) 1 - 0.7;
    gabor[3][ga'3count]=
                0.5*exp(-pi*(a*a/3.0+b*b/3.0))*cos(2.0*pi*(fx*a+fy*0));
    gabcount=gabcount+1;
    )
)
/* End of module establishing veights. Begin loop thru all ve=tors. */
for(bigloop=0; bigloop<numvec; bigloof++)(
/* Begin propagation thru network */
/* Begin receptive field window shifting loop */
laylposn=0;
for(rowstpix=0; rowstpix<=6656; rowstpix=rowstpix+512)(
    for(colstpix=rowstpix; colstpix<=rowstpix+120; colstpix=colstpix+4)(
    index=0;
            fo=(i=colstpix; i<=colstpix+896; i=i+128)(
            for(j=1; j<=(i+7); j++)(
            xfarray[index]=(double)x[(bigloop*8064)+f];
            index=1ndex+l;
            ]
            )
/* LAMBERIIZATION AND CONTRAST NORMALIZATION MODULE (processes each
    receptive field window) */
absum=0.0;
for(i=0; 1<64; 1++)(
absum=absum+rfarray[1];
}
avbrightmabsum/64.0;
for(1=0; 1<64; 1++)(
rfarray[i]-rfarray[i]-avbright;
}
eaum=0.0;
for(1-0; 1<64; 1++)(
esum=esum+(rfarray[1]*rfarray[i]);
)
energy=sqrt(esum);
if (energy l=0.0) ( /* Do not normalize if energy=0.0 */
    for(i=0; 1<64; i++)(
    rfarray[1]-rfarray[i]/energy;
    )
) /* end normalization module */
```

```
/* Propagate thr` to first hidden layer outputs */
for(1=0; 1<4; i+t)( /* Load each ist layer block from single window */
sum=0.0;
    for(j=0; j<64; j++)(
    sum = sum + gabor[1][1]*rfarray[j];
    )/* Finished calculating one block, one position (first layer) */
If(sum<-20.0) [laylout[1][laylposn]=0.0;]
else if(sum>20.0) (laylout(i)[laylposn]-1.0;)
else (laylout[i][laylposn]m(double)(1.0/(1.0+exp(-sum)));)
) /* Finished calculating four blocks, one position (first layer) */
laylposn=laylposn+1;
    )
) /* end of receptive field window shifting loops (all positions) */
/* Propagate thru second layer */
for(bshiftm(); bshift<4; bshift++)(
lay2posn=0;
for(rowsthl=0; rowsthl<=279; rowsthl=rowsthl+31)(
    for(colsthl=rowsth1; colsthl<=rowsth1+26; colsthl++)(
    index=0;
        for(i=colsthl; i<=colsthl+124; i=i+31)(
            for(j:=1; j<=(i+4); j++)(
            pharray[index]=1aylout[bshift][j];
            index=1ndex+1;
            }
        )
        sum=0.0;
        for(1=0; 1<25; 1++)(
        sum=sum+pharray[1];
        )
        lay2out[bshift][lay2posn] = sum*lay2wgt;
        lay2posn = 1ay2posn + 1;
    )
)
)
/* End propagation of one vector thru output of summation layer */
/* For each run thru bigloop (over each new vector), fill structure
    array vector[88].x2[4][270] with propagated results from outputs
    of sumation layer. The filled x2 array will be the input for
    the final, high-order layer. */
for(i=0; i<4; 1++)(
    for(y=0; j<270; j++)(
    vector[bigloop].x2[i][j] = lay2out[i][j];
    I
)
|/* end of bigloop */
```

```
/* Begin high-order modules */
/* Fill arrays for second-order input combos
    vector[88].xquad[4][36585] */
for(row=0; row<numvec; row++)(
    for(block=0; block<4; block++)(
    qcount=0;
        for(1m0; 1<270; 1++)(
            for(j-1; j<270; j++)(
            vector[row].xquad[block][qcount]=
                vector[row].x2[block][i] * vector[row].x2[block][j];
            qcount=qcounr+1;
            )
        )
    }
)
) /* end of main */
```

```
/* Image classification network with high-order (second-order)
    network as output layer. Passes DOUBLE precision values
    for second-order processing. Eecond-order combinations
    are mul:iplied among the 270 nodes within each of the
    four separate orientation groups of the phase
    synchronization layer outputs.
    Name: IMAGNET3.C */
#include <stdlo.h>
#include <math.h>
#include <struct.h>
#define numexvec 44
#define numttvec 44
#define numvec 88 /* Specify total number of vectors */
#define numfeat 8064 /* Specify number of features per vector */
#define numruns 60 /* Specifiy number of result plot points */
#define numtrn 1000 /* Specify # training iters between test/plot %;
#define eta 0.35
#define pi 3.14159265358979
struct (
    double x2[4][270];
) vector[88];
struct (
    double linwgt[4][270];
    double quadwgt[4][36585];
) neuron[4];
char *malloc();
main()(
int *flag, *x, *class, gabcount, fulloop, trnloop, randnum, neurtcnt;
int i, j, n, bigloop, bshift, row, qcount, block, testvec, numright;
Int rowstpix, colstpix, rowsthl, colsthl, index, laylposn, lay2posn;
int itnum:
double rfarray[64], absum, avbright, esum, energy, lay2wgt;
double sum, fx, fy, a, b, linsum, quadsum, y, d, error;
double laylout[4][434], lay2out[4][270], pharray[25];
double gabor[4][64], theta[4], xquad[4][36585];
float accuracy;
/* Open and read in data file to arrays flag[], class[], x[][] */
FILE *fp;
fp-fopen("bigimage","r");
if(fp-NULL) exit(0);
```

```
flag m (int *) malloc(numvec * sireof(int));
class = (int *) malloc(numvec * sizeof(int));
x = (lnt *) malloc(numvec * numfeat * slzeof(int)):
for(i=0; i<numvec; it+)(
fecanf(fp, "我",&flag[i]);
    Eor(jm0; j<numfeat; j++)(
    fscanf(fp, "&d",&x[i*numfeat+j]):
    )
fscanf(fp,*td",&class[1]);
)
fclose(fp);
/* Test printout module: */
/* for(i=0; i<numvec; 1+r)(
printif("Flagmed Class=%d\n",flag[i],c]ass[I]);
] */
/* Establish conctant "weight" values for Gabor function orientations
    and "phase synchronizing" summation layer */
lay2wgrw1.C/25.0; /* Constant: weight for all 2nd hidden layer nodes *;
/* Initialize four Gabor frnnction veight arrays For first layer
    (maximum value of each function is 0.5 to aic sigmoid computation) */
```

```
fx=0.0;
```

fx=0.0;
5y=1.0;
5y=1.0;
gabcount=0;
gabcount=0;
for(i=0; i<=7; i++)(
for(i=0; i<=7; i++)(
for(j=0; j<=7; j++)(
for(j=0; j<=7; j++)(
a=0.2*(float)i - 0.7;
a=0.2*(float)i - 0.7;
b= 0.2*(float)j - 0.7;
b= 0.2*(float)j - 0.7;
gabor[0][gabcount]=
gabor[0][gabcount]=
0.5*exp(-pi*(a*a/3.0+b*b/3.0))*\operatorname{cos(2.0*pi*(fx*a+fy*b));}
0.5*exp(-pi*(a*a/3.0+b*b/3.0))*\operatorname{cos(2.0*pi*(fx*a+fy*b));}
gabcount=gabcount+1;
gabcount=gabcount+1;
)
)
)
)
fx=1.0;
fx=1.0;
fy=0.0;
fy=0.0;
gabcount=0;
gabcount=0;
for(1=0; 1<=7; 1++)(
for(1=0; 1<=7; 1++)(
for(j=0; j<=7; j++)(
for(j=0; j<=7; j++)(
a= 0.2*(float)1 - 0.7;
a= 0.2*(float)1 - 0.7;
b= 0.2*(float)j - 0.7:
b= 0.2*(float)j - 0.7:
gabor[1][gabcount]=
gabor[1][gabcount]=
0.5*exp(-pi*(a*a/3.0+b*b/3.0))* cos(2.0*pi*(fx*a+fyrtb));
0.5*exp(-pi*(a*a/3.0+b*b/3.0))* cos(2.0*pi*(fx*a+fyrtb));
gabcount=gabesunt+1;
gabcount=gabesunt+1;
)
)
}

```
}
```

```
fx=1.4142136;
fy=1.4142136;
gabcount=0;
for(1-0; 1<=7; 1++)(
    for(j=0; j<=7; j++)(
    a= 0.2*(float)i - 0.7.
    b= 0.2*(float)j - 0.7;
    gabor[2][gabcount]=
                0.5*exp(-pi*(a*a/3.0+b*b/3.0))*\operatorname{cos}(2.0*pi*(fx*a+5y*b));
    gabcount-gabcnunt+1;
    )
}
fx=1.4142136;
fy=0.0-1.4142136;
gabcount=0;
for(im0; i<<7; i++)i
    for(j=0; j<=7; j++)(
    a= 0.2*(float)i - 0.7;
    b= 0.2*(float)j - 0.7;
    gabor[3][gabcount]=
                                    0.5*exp(-pi*(a*a/3.0+b*b/3.0))*\operatorname{cos(2.0*pi*(fx*a+fy*b));}
    gabcountogabrount+1;
    )
|
/* End of module establishing weights. Begin loop thru all vectors. */
For(bigloop-0; bigioop<numvec; bjgloop++)(
/* begin propagation thru network */
/* Begin receptive field window shifting loop */
laylposn=0;
for(rowstpix=0; rowstpix< =6556; rowstpix=rowstpix+512)(
    for(colstpix=rowstpix; colstpix<=rowstpix+120; colstpix=colstpix+4)(
    index=0;
            for(i-colstpix; i<mcolstpix+896; i-i+128)(
                for(j=1; j<<=(i+7); jr+)(
                rfarray[Index]=(double)x[(bigloop*8064)+j];
                index=index+1;
            )
            J
/* LAMBERTIZATION AND CONTRAST NORMALIZATION HODULE (processes each
    receptive field vindow) */
absumm0.0;
for(1=0; 1<64; 1++)(
atsum=absum+rfarray[i];
)
avbrightmabsum/64.0;
for(1-0; 1<64; 1++)(
rfarray[1]mrfarray[i]-avbright;
)
```
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esumw0.0;
for(1-0; 1<64; i++)(
esummesum+(rfarray[1]*xfarray[i]);
}
energy=sqrt(esum);
if (energy i=0.0) ( '* Do not noxmalize if energy=0.0 */
    for(i=0; 1<34; it+)(
    Ifarray[ij=rfarray[i]/energy;
    l
) /* ead noxmalization module */
/* Propagate thru to first hidden lajer outputs */
fur(i=0; &<4; i+t)( /* Load euch lst sayer block from single window */
surm-6;
    EOr(j=0; j<64; j++)(
    sum s sum + gqbor[i][j]*rfarray[j];
    )/* Finished calculating one block, one fosition (first layer) */
If(sum<-20.0) {layloucij][1aylposn]=0.0;}
else if(sum>?0.0) (laylout[i][1aylposn]=1.0;)
e: `e (laylout[i][laylposn]: (double)(1.0/(1.0fexp(-sum)));)
} /* Finished calculating four blocks, one position (first layer) */
laylposn=laylposn+1;
    )
) /* end of receptive field window shifting loops (all positions) */
/* Propagate thru second layer */
for(bshift=0; bshift<4; bshifi++){
lay2posn=0;
for(rowsthle0; rowsthl<<279; rowsthl=rowsth1+31)(
    for(colsthl=rowsthl; colsthl<=rowsthl+26; colsthl++){
    index=0;
        for(i=colsth1; i<mcolsth1+124; i=1+31)(
            for(j=1; j<=(i+4): j++)(
            pharray[index]=laylout[bshift][j];
            index=index+1;
            )
            )
            Eumm0.0;
            for(1-0; 1<25; 1++)(
            sum=sum+phurray[1];
            J
            lay2out[bshift][1ay2posn] sum*lay2wgt;
            lay2posn = lay2posn + 1;
    )
)
)
/* End propagation of one vector thru output of summation layer */
```

```
/* For each run thru bigloop (over each new vector), fill structure
    array vector[88].x2[4][270] with propagated results from outputs
    of summation layer. The filied x2 array will be the input for
    the Einal, high-order layer. */
for(1=0; 1<4; 1++)(
    for(j=0; j<270; j++){
    vector[bigloop].x2[i][j] = lay2out[i][j];
    }
)
)/* end of bigloop */
/* Begin high-order modules */
/* Initialization */
srandom((unsigned)time(NULL)); /* Init random() seed off clock */
for(n=0; n<4; n+t)(
    for(block=0; block<4; block++)(
        for(j=0; j<270; j++){
        neuron[n].linwgt[block][j]=(double)(random() % 101)/100.00 - 0.5;
        neuron[n].linwgt[block][j]= neuron[n].1in*gt[block][j]/147420.00;
        )
    )
}
for(n=0; n<4; n++)(
    for(block=0; block<4; block++)(
            for(j=0; j<36585; j++)(
            neuron[n].quadwgt[block][j]=(double)(random() & 101.),100.00 - 0.5;
            neuron[n].quadwgt[block][j]=neuron[n].quajwgt[block][j]/147420.00;
            )
    )
)
for(n=0; n<4; n+4){
theta[n] = (double)(random() & 101)/100.00-0.5;
theta[n] = theta[n]/147420.00;
)
\prime* End of initialization; Begin training and testing loops */
for(fulloop=1; fulloop<-numruns; fulloop++)(
for(trnloopm0; trnloop<numtrn; trnloop++)(
randnum=(random() numexvec); /* Select random exemplar vector */
/* Multiply out second-order combinations for present exemplar */
for(block=0; block<4; block++)(
qcountwo;
    for(1=0; 1<270; 1++)(
        for(j-1; 1<270; j++)!
        xquad[block][qcount]=
                vactor[randnum].x2[block][1] * vector[randnum].x2[block]|f|:
        qcount=qcount+1;
        )
    I
)
```
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For(n=0; n<4; nr+)( /* Loop to change neuron */
1insum=0.0;
    for(block=0; block<4; blnck++)(
            for(j=0; j<270; j++)(
            lins的= linsum +
                                    neuron[n].linwgt[block][j]*vector[randnum].x2[block][j];
            )
    ) /* end block */
quadsum=0.0;
    for(block=0; block<4; block++)(
        for(j=0; j<36585; j++)(
        quadsum = quadsum + neuron[n].quacwgt[block][j]*xquad[block][j];
        )
    | /* end of bleck */
sum = linsum + quadsum;
If ((sum+theta[n])<-20.0) (y=0.0;)
else if ((sum+theta[n])>20.0) {y=1.0;}
else (y=(double)(1.0/(1.0+exp(-(sum+theta[n]))));)
/* Criteria for training each class to fire a specific neuron */
if (class[randnum]=-n) (d=1.0;)
else {d=0.0;}
error=y*(1.0-y)*(d-y);
/* Update weights */
for(block=0; block<4; block++)(
    for(j=0; j<270; j++)(
    neuron[n].linwgt[bloch][f] = neuron[n].11nwgt[block][f] +
                                    (eta/147420.0C)*error*vector[randnum] x2[block][j];
    J
)
for(block=0; block<4; block+t)(
    for(j=0; j<36585; j++)(
    neuron[n].quadwgt[block][j] = neuren[n].quadwgt[block][j] +
                                    (eta/147420.00)*error*xquad[block][j];
    )
)
thetain] = theta[n] + (eta/14;420.00)*error:
) /* End of neuron (n) changling loop */
! /* End of trnloop */
/* Begin test loop to run thru each test vector */
numright=0;
for(testvec-numexvec; testver<numvec; testvec++)(
neartent=0:
/* Rultiply out second-order ccmbinations for present test vector */
for(block=0; block<4; bicck++)l
qcountm0;
    for(1-0; 1<270; 1++)!
        for(j=1; j<270; j++)(
```
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        xquad[block][qcount] =
                    vector[testvec].x2[block][1] * vector[testvec].x2[block][j];
        qcount=qcount+1;
        )
    )
)
for(n=0; n<4; n++)( /* Loop to change neuron */
Iinsumm0.0;
    for(block=0; block<4; blockt+)(
        For(j-0; j<270; j++)(
        linsum = 1insum +
                        neuron[n].linwgt[block][j]*vector[testvec].x2[block][j];
        }
    ) /* end block */
quadsum=0.0;
    for(blockm0; block<4; block++)(
        for(j=0; j<36585; j++){
        quadsum = quadsum + neuron[n].quadwgt[block][j]*xquad[blockj[j];
        )
    )/* end of block */
sun = linsum + quadsum;
if ((sum+theta[n])<-20.0) (y=0.0;}
else if ((sum+theta[n])>20.0) (y=1.0;)
else {y=(double)(1.0/(1.0+exp(-(sum+theta[n];)));}
/* Test decision criteria for identifying classes */
if ((y>0.8) && (class[testvec]==n)) (neurtcntmneurtcnt+1;)
if ((y<0.2) && (class[testvec]!=n)) (neurtcntmeurtcnt+1;)
) /* End of neuron (n) changing loop */
if. (neurtcnt=-4) (numright=numright+1;)
} /* End of test loop running thru each test vector (testvec) */
itnum=fulloop*numtrn;
accuracy=(float)numright/(float)numttvec;
Frintf("Training Epoch *: &d Accuracy=&f\n", itnum, accuracy);
1/* Pnd of fulloop */
) /* end of main */
```
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/* Image classification niatwork with high-order isecond-order)
    network as ointput layer. Passes DOUBLE precision values
    for second-order processing. Multiplies out second-order
    combos among the four orientations for each of the 270
    nodes (per orientation) feeding final layer.
    Name: IMAGNET4.C */
#include <stdio.h>
#include <math.h>
#include <struct.h>
#define numexvec 44
#define numttvec 44
#define numvec 88 /* Specify total number of vectors */
#define numfeat 8064 /* Specify number of features per vector */
#define numruns 1000 /* Specify number of result plot points */
*define numtrn 1000 /* Specify # training iters between test/plot */
#define eta 1.0
#define pi 3.14159265358979
struct (
    double x2[4][270];
) vector[88];
struct (
    double linwgt[4][270];
    double quadwgt[270][10];
) neuron[4];
char *malloc();
main()(
Int *flag, *x, *class, gabcount, fulloop, rmloop, randnum, newrtcnt;
int 1, j, n, biglcop, bshift, row, qcount, block, testvec, numright;
int rowstpix, colstpix, rowsthl, colsthl, index, laylposn, lay2posn;
int itnum, blocki, blockj, spot;
double räarray[64], absum, avbright, esum, energy, lay2wgt;
double sum, fx, fy, a, b, linsum, quadsum, y, d, error;
double laylout[4][434], lay2out[4][270], pharray[25];
double gabor[4][64], theta[4], zquad[270j[10];
float accuracy;
/* Open and read in data file to axrays flag[], class[], x[][] */
FILE *fp;
fp=fopen("bigimage","r");
If(fp=NULL) exit(0);
```

```
flag = (int *) malloc(numvec * sizeof(int));
class = (int *) malloc(numvec * sizeof(int));
x (lnt *) malloc(numvec * numfeat * sizeof(int));
for(i=0; i<numvec; i++)(
fscanf(fp,"&d",&flag[i]);
    for(j-0; j<numfeat; j++)(
    fscanf(fp,"%d",&x[i*numfeat+j]);
    J
fscanf(fp,"%d",&class[i]);
}
fclose(ff);
/* Test printout module: */
/* for(i=0; i<numvec; i++)(
printf("Flag=%d Classmofd\n",flag[i],class[1]);
} */
/* Establish constant "weight" values for Gabor function orientations
    and "phase synchronizing" summation layer */
lay2wgt=1.0/25.0; /* Constant weight for all 2nd hidden layer nodes */
/* Initialize four Gabor function weight arrays for first layer
    (maximum value of each function is 0.5 to aid sigmoid computation) */
fx=0.0;
fy=1.0;
gabcount=0;
for(I=0; i<=7; 1++)(
    for (j=0; j<=7; j++)(
    a=0.2*(float)i - 0.7:
    b=0.2*(float)j - 0.7;
    gabor[0][gabcount]=
                                    0. 5*exp(-pi*(e*a/3.0+b*b/3.0))* cos(2.0*pi*(fx*a+fy*b));
    gabcount=gabcount+1;
    )
}
fx=1.0;
fy=0.0;
gabcount=0;
for(i=0; 1<=7; 1+4)(
    for(j=0; j<=7; j+t)(
    a=0.2*(float)1-C.7;
    b= 0.2*(flost)j - 0.7;
    gabor[1][gabcount]=
                0.5*exp(-pi*(a*a/3.0+b*b/3.0))*cos(2.0*pi*(fx*a+fy*b));
    gabcount-gabcount+1;
    )
)
```

```
Fxm=1.41.42136;
fy=1.4242136;
gabcount=0;
for(1=0; i<<7; 1++)(
    for( }\textrm{g}=0;0; j<=7; j++)
    a-0.2*(Eloat)1 - 0.7;
    b= 0.2*(float)j - 0.7;
    gabor[2][gabcount]m
                0.5*emp (-qi*(a*a/3.0+b*b/3.0))*\operatorname{cos}(2.0*pi*(fx*a+fy*b));
    gabcount=gabcount+1;
    1
)
fx=1.4142136;
fy=0.0-1.41421.36;
gabcount=0;
{0r(i=0; i< = 7; i++)(
    for(y=0; j<=7; j++)(
    a=0.2*(float)1 - 0.7;
    b=0.2*(fioat)j - 0.7;
    gabor[3][gabcour:t]=
                                    0.5*exp(-pi*(a*a/3.0+b*b/3.0))*\operatorname{cos(2.0*pi*(fx*a+fy*b));}
    gabcount=gabcount+1;
    )
1
/* End of module establishing weights. Begin loop thru all vectors. */
For(bigloop=0; bigloop<numvec; bigloop++)(
/* Begin propagation thru network */
/* Begin receptive field window shifting loop */
laylposn=0;
for(rowstpix=0; rowstpix<=6656; rowstpix=rowstpix;512)(
    for(colstpix=rowstpix; colstpix<=rowstpix+120; colstpix=colstpix+4)(
    index=0;
        for(i=colstpix; i<=colstpix+896; i=i+128)(
            EOr(j-1; j<=(i+7); j++)(
            xfarray[index]=(double)x[(bigloop*8064)+f];
            Index=index+1;
            J
        )
/* LAMBERTIZATION AND CONTRAST NORMALIZATION MODULE (processes each
    zeceptive field window) */
absum-0.0;
for(1-0; 1<54; 1++)(
absummabsum+rfarray[l];
)
avbrightmabsum/64.G;
for(1=0; 1<64; 1++):
rfarrey[1]mrfarray[i]-awbright;
)
```
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esum=0.0;
{or(i=0; 1<64; i++)(
esum=esum+(rfarray[1]*rfarray[1]);
}
energy=sqrt(esum):
if (energy i= 0.0) ( /* Do not normalize if energy=0.0 */
    for(i=0; i<64; i++)(
    rfarray[1]-rfarray[1]/energy;
    )
) /* end normalization module */
/* Propagate thru to first hidien layer outputs */
for(im0; 1<4; i++)( /* Load each lst layer block from single window */
sum=0.0;
    for(j=0; j<64; j++)(
    sum = sum + gabor[1][j]*rfarray[j];
    } /* Finished calculating one bloci, one position (first layer) */
if(sum<-20,0) (laylout[1][1ay]posn]=0.0;)
else if(sum>20.0) (laylout[i][laylposn]=1.0;)
else (laylout[i][laylposn]=(double)(1.0/(1.0+exp(-sum)));)
) /* Finished calculating four blocks, one position (first layer) i/
laylposn=laylposn+1;
    )
) /* end of receptive field window shifting loops (all positions) */
/* Propagate thru second layer */
for(bshift=0; bshift<4; bshift++)(
lay2posn=0;
for(rowsthl-0; rowsthl<-27!; rowsthl-rowsthl+j1)(
    for(colsthl=rowsthl; colsthl<-rowsthl+26; colsthl++)(
    index=0;
        for{i=colsthl; i<mcolsthl+124; i-i+31)(
            for(j=i; j<=(i+4); j++)(
                pharray[index]=laylout[bshift][j];
                Index=index+1;
                )
            )
            sum=0.0;
            for(1-0; 1<25; i++)(
            sum=sum+pharcay[1];
            )
            lay2out[bshift][lay2posn] = sum*lay2wgt;
            lay2posn = 1ay2posn + 1;
    )
)
)
/* End propagation of one vector thru output of summation layer */
```
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/* For each run thru bigloop (over each new vector), fill structure
        array vector[88].x2[4][270] with propagated results from output3
        of summation layar. The fillod x2 array will be the input for
        the final, high-order layer. */
for(1=0; 1<4; 1++)(
    for(f=0; 1<270; j++)(
    vector[bigloop].x2[1][j] = lay2out[1][f];
    )
J
J /* end of bigloop */
/* Begin high-order modules */
/* Initialization */
srandom((unsigned)time(NULL)); /* Init random() seed off clock */
for(n=0; n<4; n++)(
    for(block=0; block<4; block++)(
        for(j=0; j<270; j++)(
        neuron[n].linwg{[block][j] = (double)(random() & 101)/100.00-0.5;
        neu:on[n].1inwgt[block][j] = neuron[n].1inwgt[block][j]/147420.00;
        )
    )
)
for(n=0; n<4; ni++)(
    for(spot=0; spot<270; spot++)(
        for(j=0; j<10; j++)(
        neuron[n].quadwgr[spot][j]=(double)(random() & 101)/100.00-0.5;
        neuron[n].quadwgt[spot][j]-neuron[n].quadwgt[spot][j]/147420.00;
        )
    )
)
for(n=0; n<4; n++)(
theta[n] = (double)(random() % 101)/100.00 - 0.5;
theta[n] = theta[n]/147420.00;
)
/* End of initialization; Begin training and testing loops */
for(fulloop=1; fulloop<-1umruns; fulloop++)(
for(trnlcopm0; trnloop<numtrn; tenloop++)(
randnumm(random() ( numexvec); /* Select zandom mxemplar vector */
/* Multiply out zecond-order combinations for p=eseat exmmpiar */
Eor(spot=0; Epot<270; spot++)(
qcount=0;
    foriblockim0; bloc'xi<4; blocki++)(
        for(blockj=blocki; blockj<4; blockj+4):
        xquad[sprt][qcount] -
        vector[randnum].x2[blocki][spot] * vector[randnum].x2[blockj][spot];
            qcount=qcount+1;
        }
    )
)
```
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for(nm0; n<4; n++)( /* Loop to change neuron */
linsumm0.0;
    for(block=0; block<4; block++)(
            for(j=0; j<270; j++)(
        linsum m Iinsum +
                                neuron[n].linwgt[block][j]*vector[randnum].x2[block][j];
        l
    } /* end block */
quadsum=0.0:
    for(spot=0; spot<270; spot++)(
        for(j=0; j<l0; j++)(
        quadsum = quadsum + neuron[m].quadwgt[spot][j]*xquad[spot][j];
        )
    J
sum = linsum + quadsum;
if ((sum+theta[n])<-20.0) (y=0.0;)
else if ((sum+theta[n])>20.0) (y=1.0;)
else {y=(double)(1.0/(1.0+exp(-(sum+theta[n]))));}
/* Criteria for training each class to fire a specific neuron */
if (class[randnum]m=n) (d=1.0;)
else (d=0.0;)
error=y*(1.0-y)*(d-y);
/* Update weights */
for(block=0; block<4; block++){
    for(j=0; j<270; j++)(
    neuron[n].linwgt[block][j] = neuron[n].linwgt[block][j] +
                                    (eta/147420.00)*error*vector[randnum].x2[block][j];
    )
}
for(spot=0; spot<270; spot++)(
    for(j=0; j<10; j++)(
    neuron[n].quadwgr[spot][j]= neuron[n].quadwgt[spot][j] +
                                    (eta/147420.00)*error*xquad[spot][j];
    )
)
theta[n] = theta[n] + (eta/147420.00)*error;
) /* End of neuron (n) changing loop */
) /* End of trnloop */
/* Begin test loop to run thru each test vector */
numright=0;
for(testvec=namexvec; testvec<numvec; testvect+)(
neurtent=0;
/* Multiply out second-order combinations for present test vector */
for(spot=0; spot<270; spot++)(
qcount=0;
    for(blocki=0; blocki<4; blocki++)(
        for(blockj-blocki; blockj<4; blockj++)(
```

```
        xquad[spot][qcount] =
        vector[testvec].x2[blocki][spot] * vector[testvec].x2[blockj][spor];
            qcount=qcount+1;
        J
    }
)
for(n=0: n<4; n++)( f* Loop to change neuron */
linsum=0.0;
    for(block=0; block<4; block++)(
        for(j=0; j<270; j++)(
        linsum = linsum +
                neuron[n].linwgt[block][j]*vector[testvec].x2[block][j];
        )
    ) /* end block */
quadsum=0.0;
    For(spot=0; spot<270; spot++)(
            for(j=0; j<l0; j+rr)(
            quadsum = quadsum + neuron[n].quadwgt[spot][j]*xquad[spot][j];
        )
    )
sum = linsum + quadsum;
if ((sum+theta[n])<-20.0) (y=0.0;)
else if ((sum+theta[n])>20.0) (y=1.0;)
else (ym(double)(1.0/(1.0+exp(-(sum+theta[n]))));)
/* Test decision criteria for identifying clesses */
if ((y>0.8) && (class[testvec]-n)) (neurtcntmeurtont+1;)
If ((y<0.2) && (class[testvec]l-n)) (neurtcnt=neurtent+1;)
) /* End of neuron (n) changing loop */
if (neurtcnt=4) (numright=numright+1;)
|/* End of test loop running thru each test vector (testvec) */
itnum=fulloop*numtrn;
accuracy=(float)numright/(float)numttvec;
fzantf("Training Epcich #: &i Accuracy=sf\n", itnum, accuracy);
1/* End of fulloop */
| /* end of main */
```
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/* Image classification network using multilayer perceptron for final
    output processing; variable number of hidden layer nodes.
    Name: IMAGNET5.C */
#include <stdio.h>
#fnclude <math.h>
#define numexvec 44 /* Specify number of exemplar vectors */
#define numttvec 44 /* Specify number of test vectors */
#define numfeat 8064 /* Specify number of features per vector */
#define midnodes 30 /* Specify number of hidden layer nodes */
#define numruns 50 /* Specify number of resuit plot points */
#define numtrn 1000 /* Specify # training epochs between test/plot */
#define eta 1.0 /* Specify learning rate */
*define pi 3.14159265358979
char *malloc();
main()(
Int *flag, *x, *class, neurtent, itnum, gabcount, loadent;
int i, j, k, n, bigloop, trnloop, testvec, numright, randnum, bshift;
int rowstpix, colstpix, rowsth1, colsth1, index, laylposn, lay2posn;
double rfarray[64], absum, avbright, esum, energy, lay2wgt;
double outtheta[4], midtheta[midnodes], sum, fx, fy, a, b, errsum;
double laylout[4][434], lay2out[4][270], pharray[25];
double gabor[4][64], input[1080], outwgts[4][m1dnodes];
double midwgts[midnodes][1080]:
double d[4], errorout[4], errormid[midnodes], yout[4], ymid[midnodes];
float accuracy;
/* Open and read in data file to arrays flag[], class[], x[][] */
FILE *fp;
fp=fopen("bigimage","r");
if(fpm-NULL) exit(0);
flag = (Int *) malloc((numexvec+numttvec) * sizeof(int));
class = (int *) malloc((numexvec+numttvec) * siseof(int));
x = (int *) malloc((numexvec+numttvec)*numfeat * sizeof(int));
for(i-0; 1<(numexvec+numttvec); 1++)(
fscanf(fp,"&d",&flag[1]);
    for( }\textrm{j}=0\mathrm{ ; j<numfeat; j++)(
    fscanf(fp,"md",&x[i*numfeat+j]);
    )
fscanf(fp,"#d",&cless[1]);
)
fclose(fp);
/* Test printcut module: */
/* for(i=0; 1<(numexvec+numttvec); 1++)(
printf("Flag=&d\n",flag[1]);
) */
```

```
srandom((unsigned)time(NULL)); /* Init random() seed off clock */
/* Initixlize output theta and weight errays */
for(i=0; 1<4; i++)(
outthera[i] = (double)(random() 101)/100.00 - 0.5;
outtheta[i] = outtheta[1]/(double)midnodes;
l
for(im0; i<midnodes; i++)(
midtheta[1] = (double)(random() 101)/100.00-0.5;
midtheta[i] = midtheta[i]/1080.00;
}
for(1=0; 1<4; 1++)(
    for(j=0; j<midnodes; j++)(
    outwgts[f][j] = (double)(random() % 1.01)/100.00-0.5;
    outwgts[1][j]=outwgts[1][j]/(double)midnodes;
    )
)
for(i=0; i<midnodes; 1++)(
    for(j=0; j<1080; j++)(
    midwgts[i][j] = (Iouble)(random() & 101)/100.00-0.5;
    midwgts[i][f]= midwgts[i][j]/1080.00;
    }
}
```

lay2wgt=1.0/25.0; /* Constant weight for all 2nd hidden layer nodes $: /$
/* Initisiize four Gabor function weight arrays for fizst layer
(maximum value of each function is 0.5 to aid sigmoid computation) $w^{\prime}$
fx=0.0;
fy=1.0;
gabcount=0;
for ( $1=0$; $1<=7$; $1++$ ) (
for ( $j=0 ; j<=7 ; j++$ ) (
a= 0.2*(float) 1-0.7;
b=0.2*(flost) J - 0.7;
gabox[0][gabcount]=
$0.5 * \exp (-p i *(a * a / 3.0+b * b / 3.0)) * \cos (2.0 * p i *(f x * a+f y * b)) ;$
gabcount-gabcount +1 ;
)
)
fx=1.0;
fy-0.0;
gabcount=0;
for (1-0; 1<=7; 1++) (
for $(j=0 ; j<=7 ; j++)($
$a=0.2$ *(float) 1-0.7;
$\mathrm{b}=0.2$ (float) $\mathrm{f}-0.7$;
g*bor[1][gabcount]=
gabcount-gabcount +1 ;
)
1

```
Ex=1.4142136;
fy=1.4142136;
gebcountm0;
for(im0; 1<m7; 4++)(
    for( }j=0;{<-7; j+t)
    am 0.2*(float)i - 0.7;
    b=0.2*(float)f - 0.7;
    gabor[2][gabcount]=
                0.5*exp(-pi*(a*a/3.0+b*b/3.0))*cos(2.0*pi*(fx*a+fy*b));
    gabcountagabcount+1;
    J
l
fx=1.4142136;
fy=0.0-1.4142136;
gabcountw:0;
for(1=0; 1<-7; 1++)(
    for(j=0; j<=7; j++)i
    a=0.2*(float)1 - 0.7;
    b=0.2*(floet)j - 0.7;
    gabor[3][gabcount]m
        0.5*exp(-pi*(a*a/3.0+b*b/3.0))*\operatorname{cos}(2.0*pi*(fx*a+fy*b));
    gabcount=gabcount+1;
    )
)
```

/* End of inftialization; begin loops for trainizg and testing. */
for(bigloof $=1$; bigloops-numzurs; biglcoptt) (
/* Begin training loop */
for (trmloopm0; trnloopenumern; ernloopts)(
randnumm(random() is numexvec);

```
/s Eegin propagation thru networik *;
/* Begin receptive ileld window shifting lonf;/
lay!posin=0;
for(rowstpixm0; rowstpix<m6556; rowstpix=rowstplx+i12)(
    for(colstpix=rowstpix; colstplx<arowstpim+120; colstpls=colstpix+4)(
    Indexm0;
        for(imcolstpix; 1rucolstpix+996; 1-1+128)(
            for(j*1; j<=(I+7); jr+)!
            rfarray[Index]=(doutle)x[(randnum*B064)+1];
            index=1ndex+1;
            )
        l
```

```
/* LAMBERTIZATION AND CONTRAST NORMALIZATION MODULE (processes each
    receptive field window) */
absumm0.0;
for(1-0; 1<64; 1++)(
abs'mmabsum+rfarray[1];
)
avbright=absum/64.0;
for(i=0; i<64; i++){
rfarray[i]=rfarray[i]-avbright;
)
esums=0.0;
for(i=0; 1<64; i++)(
esum=esum+(xfarray[i]*rfarray[1]);
)
energymsgrt(esum);
if (energy l= 0.0) ( /* Do not normalize if energy=0.0 */
    for(1=0; 1<64; 1++)(
    rfarray[5]mefarcay[1]/energy;
    }
) /* end normalization module */
/* Propagate thru to first hidden layer outputs */
for(1=0; 1<4; 1++)(/* Load each lst layex block from single window */
sum=0.0;
    for(j=0; j<64; j++)(
    sum = sum + gabor[i][j]*rfarray[j];
    )/* Flnished calculating one block, one position (first layer) */
If(sum<-20.0) (laylout[i][laylposn]m0.0;)
else if(sum>20.0) (laylout[i][la;lposn]=1.0;)
else {laylouc[1][laylposn]=(double)(1.0/(1.0texp(-sum)));)
)/* Finished calculating four biocks, one position (first layer) %/
1aylposn=1ay1posn+1;
    )
) /* end of receptive field window shifting loops (all positions) */
/* Propagate thru second layer */
fcr(bshift=0; bshift<4; bshift++)(
lav2posnm0:
for(rowsthl=0; rowsthl<-279; rowsthl-rowsthl+31)(
    for(colsthl=rowsthl; colsthl<=rowsth1+26; colsthl++)(
    index-0;
        for(i-colsth1; i<-colsthi+124; i-i+31)(
            for(j-1; j<=(1+4); j+4)(
            pharray[Index]=laylout[bshift][}];
            index=1ndex+1;
            )
        )
        sum=0.0;
```

```
            for(1=0; 1<25; i++)(
            sum=sum+pharray[1];
            }
            lay2out[bshift][lay2posn] = sum*lay2wgt;
            lay2posn = 1ay2posn + 1;
    )
)
1
/* Load input array for multilayer perceptron */
loadent=0;
for(1=0; 1<4; 1++)(
    for(j=0; j<270; j++)(
    input[loadent] = lay2out[1][j];
    loadcnt=loa icnt+1;
    l
)
/* Test printout module for input array */
/*printf("flag=%d\n",flag[randnum]):
for(i=0; i<l080; i++)(
printf("input=8f\n",input[i]);
)
printf("class=%d\n",class[randnum]);*/
/* Propagate thru multilayer perceptron */
for(n=0; n<midnodes; n++)(
sum=0.0;
    for(1=0; i<1080; 1++)(
    sum sum + midwgts[n][i]*Input[i];
    )
if ((sum+midthetg[n])<-20.0) (ymid[n]=0.0:)
else if ((sum+midtheta[n])>20.0) (ymid[n]=1.0;)
else (ymid[n]=(double)(1.0/(1.0+exp(-(sum+midtheta[n]))));}
) /* End (n) loop changing hidden layer nodes */
for(n=0; n<4: n++)(
sum=0.0;
    for(1-0; 1<midnodes; 1++)(
    sum = sum + outvgts[n][1]*ymId[1]:
    l
1f ((sum+outtheta[n])<-20.0) (yout[n]-0.0;)
else if ((sum+outtheta[n])>20.0) (yout[n]-1.0;)
else (yout[n]-(double)(1.0/(1.0+exp(-(sum+outtheta[n]))));)
) /* End (n) loop changing output layer nodes */
/* End prop*gation thru network */
/* Backpropagation to update perceptron weights */
for(n-0; n<4; n++)(
If (cless[randnum] - n) (d{n]-1.0;)
else {d[nj-0.0;}
)
```

```
for(nm0; n<4; n++)(
errorout[n] = yout[n]*(1.0-yout[n])*(d[n]-yout[n]);
)
for(n=0; n<midnodes; n++)(
errsum=0.0;
    for(1-0; 1<4; 1++)(
    errsum = errsum + errorout[i]*outwgts[i][n];
    J
errormid[n] = ymid[n]*(1.0-ymid[n])*errsum;
J
for(1=0; i<4; 1++)(
    for(j=0; j<midnodes; j++)(
    outwgts[i][j] m outwgts[i][j] +
                                    (eta/(double)midnodes)*errorout[i]*ymid[j];
    )
)
for(1=0; 1<4; 1++)(
outtheta[i] = outtheta[i] + (eta/(double)midnodes)*errorout[1.];
)
for(i=0; i<midnodes; i++){
    for(j=0; j<1080; j++)(
    midwgts[i][j] = midwgts[i][j] + (eta/1080.00)*errormid[i]*input[j];
    }
}
for(i=0; i<midnodes; 1++)(
midtheta[i] = midtheta[i] + (eta/1080.00)*errormid[i];
)
/* end of backprop */
) /* end of training loop (trnloop) */
/* Begin test loop to run thru each test vector */
numright=0;
for(testvecmumexvec; testvec<(numexvec+numttvec); testvect&);
/* Begin propagation thru network */
/* Begin receptive field window shifting loop */
laylposn=0;
for(rowstpix=0; rowstpix<=6656; rowstpix-rowstpixi512)(
    for(colstpix=rowstpix; colstpix<-rowstpix+120; colstpix=colstpix+4)(
    index=0:
        for(i-colstpix; i<-colstpix+896; i-i+128)(
            for(j-1; j<-(i+7); j++)(
            rfarray[index]-(doubie)x[(testvec*8064) +j];
            Index=index+1.
            )
        )
```

```
/* LAMBERTIZATION AND CONTRAST NORMALIZATION MODULE (processes each
    receptive field window) */
absum=0.0;
for(i=0; i< <4; i++)(
absum=absum+rfarray[i];
)
avbright=absum/64.0;
for(i-0; 1<64; 1++)(
mfarray[i]=rfarray[i]-avbright;
}
esum=0.0;
for(i=0; 1<64; 1++)(
esummesum+(rfarray[i]*rfarray[i]);
)
energy=sqrt(esum);
If (energy 1= 0.0) ( /* Do not normalize if energy=0.0 %/
    for(1=0; 1<64; 1++)(
    rfarray[1]=rfarray[i]/energy;
    )
) /* end normalization module */
/* Propagate thru t:0 first hidden layer outputs */
for(i=0; i<4; 1++): /* Load each lst layer block from single window */
sum=0.0;
    for(j=0; j<64; j++) (
    sum = sum + gabor[li][j]*rfarray[f];
    ) /* Finished calculating one block, one position (first layer) */
if(sum<-20.0) (laylout[i][laylposn]-0.0;)
else if(sum>20.0) {laylout[i][laylposn]=1.0;)
else (laylout[i][laylposn]=(double)(1.0/(1.0+exp(-sum)));)
) /* Finished calculating four blocks, one position (first layer) */
laylposn=laylposn+1;
    J
) /* end of receptive fleld window shifting loops (all positions) */
/* Propagate thru second layer */
for(bshift=0; bshift<4; bshift++)(
1ay2pozn=0;
for(rowsthl=0; rowsthl<=279; rowsthl-rowsthl+31)(
    for(colsthl=rowsth1; colsthl<=rowsth1+26; colsthl++)(
    index=0;
        for(i-colsth1: !<-colsth1+124; 1-1+31)(
            for(j-1; j<-(1+4); j+t)l
            pharray[index]-laylout[bshift][j];
            index=index+1;
            )
        }
        sum=0.0;
```

```
        for(1m0; i<2b; i++)(
        sum=sum+pharray[1];
        }
        lay2out[bshift][lay2posn] = sum*lay2wgt;
        1ay2posn c lay2posn + 1;
    )
)
)
/* Load input array for multilayer perceptron */
loadent=0;
for(1m0; i<4; 1++)(
    for(j=0; j<270; j++)(
    input[loadent] = lay2out[i][j];
    loadent=loadent+1;
    )
)
/* Propagate thru multilayer perceptron :/
for(n=0; n<midnodes; n+t)\
sum=0.0;
    for(i=0; i<1080; i++)(
    sum = sum + midwgts[n][i]*input[i];
    )
if ((sum+midtheta[n])<-20.0) (ymid[n]=0.0;)
else if ((sum+midtheta[n])>20.0) {ymid[n]=1.0;)
else {ymid[n]=(double)(1.0/(1.0+exp(-(sum+midtheta[n]))));)
) /* End (n) loop changing hidden layer nodes */
for(n=0; n<4; n++){
sum=0.\dot{*}
    for(i=0; i<midnodes; i++)(
    sum = sum + outwgts[n][i]*ymid[I];
    )
if ((sum+outtheta[n])<-20.0) (yout[n]=0.0;)
else if ((sum+outtheta[n])>20.0) (yout[n]=1.0;)
else (yout[n]=(double)(1.0/(1.0+exp(-(sum+outtheta[n]))));)
} /* End (n) loop changing cutput layer nodes */
/* End propagation thru network */
/* Decision criteria for correct classification */
neurtentm0;
for(n=0; n<4; n++)(
if((yout[n]>0.8) && (class[testvec]=-n)) (neurtcnt=neurtcnt+1;)
if((yout[n]<0.2) && (class[testvec]!=n)) (neurtcnt=neurtcnt+1;)
1/* End loop for checking all four output neurons */
if(neurtent=4) (numright=numrightil;)
) /* end of testing loop (testvec) */
```

itnum = bigloop*numtrn;
accuracy = (float) numright/(float)numttvec;
printf("Training Epoch \#: od Accuracy=\%f\n", itnum, accuracy):
) $/ *$ end of bigloop */
) $/ *$ end of main $* /$

```
/* This preprocessing program propagates all image inputs from
    the input data set through two hard-wired layers of the
    biologicaliy-motivated image classification network. The
    program transforms input pixel data vectors to extracted
    feature vectors. The feature vectors, along with fiag
    and class designating integers, are written to an output
    file which can be accessed later by separate
    classification routine. Name: PREPROC.C */
#include <stdio.h>
*inciude <math.h>
*define numvec 88 /* Specify total number of vectors */
#define namfeat 8064 /* Specify number of features per vector */
#define pi 3.14159265358979
char *malloc();
main()(
int *flag, *x, *class, gabcount;
int i, j, bigloop, bshift;
int rowstpix, colstpix, rowsth1, colsthl, index, laylposn, lay2posn;
double rfarray[64], absum, avbright, asum, energy, lay2wgt;
double sum, fx, fy, a, b;
double laylout[4][434], lay20:st[4][270], pharray[25];
double gabor[4][64];
/* Open and read in data file to arrays flag[], class[], x[][] */
FILE *fp;
fp=fopen("bigimage","r");
if(fpm=NULL) exit(0);
flag = (int *) malloc(numvec * sizeof(int));
class = (int *) malloc(numvec * sizeof(int));
x = (int *) malloc(numvec * numfea: * sizeof(int));
for(im0; 1<numvec; 1++)(
fscanf(fp,"t%",&flag[1]):
    for(j=0; 1<numfeat; j++)(
    facanf(fp,"&d",&x[i*numfeat+j]);
    )
fscanf(fp,"&d",&ciess[1]);
J
fclose(fp);
/* Test printout module: */
**for(i=0; i<numvec; 1++)(
printf("Flag-td Classmed\n",flag[1], class[i]):
) */
```

```
/* Esteblish constant "welght" values for Gabor function orientations
    and "phase synchronizing" summation layer */
lay2wgt=1.0/25.0; /* Constant veight for 111 2nd hidden layer nodes i//
```

```
/* Initialize four Gabor function weight arrays for first layer
```

/* Initialize four Gabor function weight arrays for first layer
(maximum value cf each function is 0.5 to ald sigmoid computation) */
(maximum value cf each function is 0.5 to ald sigmoid computation) */
fx=0.0;
fy=1.0;
gabcount=0;
for(i=0; i<=7; i++)(
for(j=0; j<=7; j++){
a=0.2*(float)i - 0.7;
b= 0.2*(flost)j - 0.7;
gabor[0][gabcount]=
0.5*exp (-pi*(a*a/3.0+b*b/3.0))*\operatorname{cos(2.0*pi*(fx*a+fy*b));}
gabcount=gabcount+1;
)
J
fx=1.0;
fy=0.0;
gabcount=0;
for(1=0; i<=7; i++)(
for(j=0; j<=7; j++)(
a=0.2*(flcat)1 - 0.7;
b}=0.2*(f:Oat)j - 0.7
gabor[1][gabcount]=
0.5*exp(-pi*(a*a/3.0+b*b/3.0))*\operatorname{cos(2.0*pl*(fx*a+fy*b));}
gabcount=gabcount+1;
)
)
ẏx=1.4142136;
fy=1.4142136;
gabcount=0;
for(i=0; i<<7; i++)(
for( }j=0;j<=7; j++)
a=0.2*(float)j - 0.7:
b= 0.2*(float)j - 0.7;
gabcr[2][gabcount]=
0.5*exp(-pi*(a*a/3.0+b*b/3.0))*\operatorname{cos}(2.0*pi*(fx*a+fy*b));
gabcount=gabcount+1;
)
}
fx=1.4142136;
fy=0.0-1.4142136;
gabcoun==0;
for(1=0; 1<=7; 1++)(
for(j=0; j<=7; j++)(
e=0.2*(float)1 - 0.7;
b=0.2*(float)j - 0.7;
gabor[3][gabcount]=

```
```

                    0.5*cxp(-pi*(a*a/3.0+b*b/3.0))*\operatorname{cos}(2.0*pi*(fx*a+fy*b));
    gabcount=gubcount+1;
    }
    }
/* End of module establishing weights. Begin loop thru all vectors. */
for(bigloopm0; bigloop<numvec; bigloop++)(
/* Begin propagation thru nerworik */
/* Begin receprive field window shifring loop */
laylposn=0;
for(rowstpix=0; rowstpix<=6656; rowstpix=rowstpix+5l2)(
for(colstpix=rowstpix; colstpix<=rowstpix+120; colstpix=colstpix+4)(
index=0:
for{imcolstpix; i<=colstpix+896; i=i+128)(
for(j=1; j<=(i+7); j++)(
rfarray[index]=(double)x[(bigloop:*8064)+j];
index=index+1;
}
I
/* LAMBERTIZATION AND CONTRAST NORMALIZATION MODULE (processes each
receptive field window) */
absum=0.0;
for(1=0; 1<64; 1++)(
absum=absum+rfarray[i];
}
avbright=absum/64.0;
for(i=0; 1<64; 1++)(
rfarray[i]-rfarray[1]-avbright;
]
esumm0.0;
for(i=0; 1<64; i++)(
esum=esum+(rfarray[i]*rfarrag[i]);
}
energym=sqrt(esum);
if (energy l= 0.0) ( /* Do not normalize if energy=0.0 */
EOr(1-0; 1<64; 1++)i
rfarray[i]mrfarray[i]/energy;
)
) /* end normalization module */
/* Propagate thru to first hidden layer outputs */
for(1=0; 1<4; 1++)( /* Load each 1st layer block from single window */
sum=0.0;
for( }1=0;j<64; j++)
sum = sum \& gabor[i][j]*rfarray[j];
) /* Finished calculating one block, one position (first layer) m/

```
```

If(sum<-20.0) (1ayiout[i][laylposn]=0.0;)
else if(sum>20.0) (laylout[i][laylposn]=1.0;)
else (laylout[i][laylposn]=(double)(1.0/(1.0+exp(-sum)));}
)/* Finished calculating four blocks, one position (first layer) */
laylposn=1aylposn+1;
I
)/* end of receptive field window shifting loops (all positions) */
/* Propagate thru second layer */
for(bshift=0; bshift<4; bshift++)(
lay2posn=0;
for(rowsthl=0; rowsthl<=279; rowsthl=rowsthl+31)(
for(colsthlmrowsthl; colsth1<=rowsthl+26; colsth1++)(
index=0;
for(i=colsthl; i<=colsthl+124; i=1+31)(
for(j=1; j<=(i+4); j+t)(
pharray[index]=laylout[bshift][j];
index=index+1;
}
]
sum=0.0;
for(i=0; i<25; i++)(
summsum+pharray[i];
)
lay2out[bshift][lay2posn] = sum*lay2wgt;
lay2posn = lay2posn + 1;
)
)
)
/* End propagation thru output of summation laytr */
/* Print to output file: flag, new component values,
and class (for each vector) */
printf("\&d\n",flag[bigloop));
for(1=0; 1<4; 1++)(
for(j=0; j<270; j++)(
printf("\&1.16f\n",1ay2out[i](j%5D);
)
)
printf("\$d\n",class[bigluop]):
}/* end of bigloop */
) /* end of main */

```
```

/* This program inputs a data set consisting of previously
extracted feature vectors such as those transformed by
the biologically-motivated image processing layers in
PREPROC.C. This routine vertically normalizes the
input feature vectors and feeds them into a multileyer
perceptron classifier with a variable number of hidden-
layer nodes. Input and interim values are
double precision.
Name: MLPNORM.C */
*include <stdic.h>
\#include <math.h>
\#define numexvec 44 /* Specify \# of exemplar vectors */
*define numttrec 44 /* Specify * of test vectors */
\#define numfeat 1080 /* Specify \# of features per vector */
\#define midnodes 30 /* Specify \# of hidden layer nodes */
\#define numruns 50 /* Specify \# of result plot points */
\#define numtrn 1000 /* Specify \# training epochs between test/plot */
\#define eta 1.0 /* Specify learning rate */
main()(
int *flag, *class, 1, j, n, neurtent, numright, itnum, randnum;
int bigloop, trnloop, testvec, row, col;
double *x, outtheta[4], midtheta[midnodes], sum, errsum;
double outwgts[4][midnodes], midwgts[midnodes][numfeat];
double d[4], errorout[4], errormid[midnodes], yout[4], ymid[midnodes];
double mean, sumsqdif, s;
float accuracy;
/* Open and load in transformed data file of extracted features */
FILE *fy;
fp=fopen("preproc.out"."r");
If (fp-NULL) exit(0);
flag = (int *) malloc((numexvectnumttvec)*sizeof(int));
class = (int *) malloc((numexvec+numttvec)*sizeof(int));
x = (double *) malloc((numexvec+numttvec)*numfeat*sizeof(double));

```
```

for(i=0; i<(numexvec+numttvec); 1++)(

```
for(i=0; i<(numexvec+numttvec); 1++)(
fscanf(fp,"&d",&flag[1]);
fscanf(fp,"&d",&flag[1]);
    for(j=0; j<numfeat; j++)(
    for(j=0; j<numfeat; j++)(
    fscanf(fp,"tlf",&x[1*numfeat+j]);
    fscanf(fp,"tlf",&x[1*numfeat+j]);
    )
    )
fscanf(fp,"&d",sclass[1]);
fscanf(fp,"&d",sclass[1]);
)
)
fclose(fp);
```

fclose(fp);

```
```

/* Test printout module */
/* for(i=0; 1<(numexvec+numttvec); i++)(
printf("%d\n",flag[1]):
for(j=0; j<numfeat; j++){
printf("@1.16f\n",x[i*numfeat+j]);
l
printf("%d\n",class[1]);
] */
/* Vertically normalize x[numexvec+numttvec][numfear] */
for(col-0; colenumfear; col++){
sum=0.0;
for(rowm0; row<numexvec; row++)(
sum=sum+x[row*numfeat+col];
)
mean=sum/(double)(numexvec);
sumsqdif=0.0;
for(row=0; row<numexvec; row+t)(
sumsqdif=sumsqdif+(x[row*numfeat+col]-mean)*(x[row*numfeat+col]-mean);
)
s=(double)(sqrt(sumsqdif/(double)(numexvec)));
for(row=0; row<(numexvec+numttvec); row++)(
x[row*numfeat+col]=(x[row*numfeat+col]-mean)/s;
)
} /* End column incrementing loop */
/* Test printout loop */
/* for(row=0; row<(numexvec+numttvec); row++)(
for(col=0; col<numfeat; col++)\
pr stf("For row=8d col=%d normrvalue=%f\n",row,col,
x[row*numfeat+col]);
}
} */
srandom((unsigned)time(NULL)): /* Init random() seed off clock */
Initialize output theta and weight arrays */
for(1=0; 1<4; 1++)(
outtheta[1] - (double)(zandom() 101)/100.00 - 0.5;
outtheta[1] = outtheta[i]/(double)midnodes;
)
for(1=0; 1<midnodes; 1++)(
midtheta[1] = (double)(random() % 101)/100.00 - 0.5;
midtheta[i] = midtheta[i]/(double)numfeat;
l
for(1=0; 1<4; i+t)(
for(j=0; j<midnodes; j++)(
outwgts[i][j] = (double)(random() 101)/100.00-0.5;
outwgts[1][j] = outwgts[1][j]/(double)midnodes;
)
)

```
```

for(i=0; 1<midnodes; 1++)(
for(j~0; j<numfeat; j++)(
midwgts[1][j]=(double)(random() 101)/100.00 - 0.5;
midwgts[i][j] = midwgts[i][j]/(double)numfeat;
;
)
/* End of initialization; begin loops for training and testing. */
for(bigloop=1; bigloop<=numruns; bigloopt+)\&
/* Begin training loop */
for(trnloop=0; trnloop<numtrn; trnloop++)(
randnum=(random() numexvec);
/* Propagate thru nultilayer perceptron */
for(n=0; nfmidnodes; n++)(
summ0.0;
for(i=0; i<numfeat; i++)(
sum = sum + midwgts[n][1]*x[randnum*numfeat+1];
)
if ((sum+midtheta[n])<-20.0) (ymid[n]=0.0;)
else if ((sum+midtheta[n])>20.0) (ymid[n]=1.0;)
else (ymid[n]=(doublc)(1.0/(1.0+exp(-(sum+midtheta[n]))));)
| /* End (n) loop changing hidden layer nodes i//
for(n=0; n<4; n++)(
surim0.0;
for(1=0; 1<midnodes; 1++)(
sum = sum + outwgts[il][i]*ymid[i];
)
if ((sum+outtheta!n])<-20.0) {yout[n]=0.0;}
else lf ((sum+outtheta[n])>20.0) (yout[n]=1.0;)
else (yout[n]w(double)(1.0/(1.0+exp(-(sum+outtheta[n])))):)
) /* End (in) loop changing out.put layer nodes */
/* End propegation thru network */
/* Backpropagation to update perceptron veights */
for(n=0; n<4; n++)(
if (class[randnum] - n) {d[n]=1.0;}
else {d[n]-0.0;}
)
for(n=0; n<4; n++)(
errorout[n]myout[n]*(1.0-yout[n])*(d[n]-yout[n]);
}
for(n=0; n<midnodes; n+t)(
errsum=0.0;
for(1=0; 1<4; 14-4)(
erraum = errsum + errorout[i]*outwgts[1][n];
)
errormid[n] = gmid[n]*(1.0-ymid[n])*errsum;
)

```
```

for(1=0; 1<4; 1++)(
for(jm0; j<midnodes: jt+)(
outwges[1][j]= outwgts[1][j]+
(et*/(double)midnodes)*errorout[i]*ymjd[j];
|
)
for(i=0; 1<4; 1++)(
outtheta[i] outtheta[i] + (eta/(double)midnodes)*errorout[i];
)
for(1m0; 1<midnodes; itt)(
for(jm0; j<numfeat; jt+)(
midwgts[1][j]mmidwgts[1][j] +
(eta/(double)numfeat)*errormid[i]*x[randnum*numfeat+j];
)
)
for(i=0; i<midnodes; 1++)(
midtheta[i] = midtheta[i] + (era/(double)numfeat)*errormid[i];
}
/* end of backprop */
) /* end of training lnop (trnloop) */
/* Begin test loop to run thru each test vector */
numright=0;
for(testvecmumexvec; testwec<(numexvec+numtivec); testvec++)(
/* Propagate thru multilayer perceptron
for(n=0; n<m\&Cnodes; n++)(
summ0.0;
for(1\approx0; i<numfeat; i+t)(
sun n sum + midwgts[n][i]*x[testvec*namfeat+i];
)
If ((sum+midcheta[n])<-20.0) (ymid[a]=0.0;)
clse if (isum+midcheta[n])>20.0) (y:uid[n]=1.0;)
else {ymidin]=(double)(1.0;(1.0+exp(-(sum+midthera[n]))));)
} /* End (n) loop changing hidden layer nodes */
For(n=0; n<4; n++)(
sum=0.0;
for(i=0; i<midnodes: it+)(
sum = sum + outugts[n][1]*grid{i];
l
If ((sum+outtheta[n])<-20.0) (yout[n]=0.0;)
else if ((sum+outtheta[n])>20.0) (yout[n]m1.0;)
else (yout[n]=(double)(1.0/(1.0+exp(-(sum+outthetv[n])))):)
) /* End (n) loop changing output layer modes */
/* End propagation thru neiwork */

```
```

/* Decision criteria for correct classification */
neurtcnt=0;
for(n=0; n<4; n++)(
if((yout[n]>0.8) \&\& (class[testvec]-m)) (neurtent=neurtcnt+1;)
if((yout[n]<0.2) \&\& (class[testvec]len)) (neurtcnt=neurtcnt+1;)
)/* Znd loop for checking all four output neurons */
if(neurtcnt=4) (numright=numright+1;)
) /* end of testing loop (testvec) */
Itnum = bigloop*numtrn;
sccuracy = (float)numright/(float)numttvec;
printf("Training Epoch \#: %d Accuracy=%f\n", itnum, accuracy);
) /* end of bigloop */
} /* end of main */

```
```

/* Image classification network version for processing input
from PREPROC.C. Classifier incorporates a single-layer,
second-order neural network algorithm with automatic
vertical normalization of inputs and multiplied combos.
Multiplied combos are of same location node outputs
among the four different orientation groups. */
/* Name: IMGNORM2.C */
\#include <stdio.h>
\#include <math.h>
\#define numneur 4 /* Specify total number of neurons across slab */
/* Number of neurons = number of classes */
\#define numexvec 44 /* Specify number of exemplar vectors */
\#define numttvec 44 /* Specify number of test vectors */
\#define numfeat 1080 /* Specify number of features per vector */
/* numfeat also represents \# FEATURE COLUMNS */
\#define numruns 500 /* Specify number of result plot points */
\#define numtrn 100
\#define eta 1.0 /* Specify training factor */
char *malloc(); /* Must define for use of malloc thru program */
/*Need for this statement is compiler-dependent*/
main()(
/* flag[] holds ID number of each data vector, class[] holds training
class associated with each data vector, x[][] holds feature
components of data vectors, quadin[j[] holds second-order multiplied
combos of x values, wlin[][] and wquad[][] hold weights for all inputs
(including higher order combos), theta[] holds threshold values for
each neuron */
int *flag, *class;
int i, j, n, randnum, numquad, qcount;
int row, col, spot;
int neurtent, numright, bigloop, tenloop, testvec, itnum;
double d, y, error, neweta;
double *x, *wquad, *quadin;
double theta[numieur], wlin[numneur*numfeat];
double sum, linsum, quadsum, mean, s, sumsqdif, fanin;
float accuracy:
/* This module opens an input file and reads data into the
arrays flag[], class[], and x[][] */
FILE *Rp;
fp=fopen("preproc.out","r"); /* Insert correct data file name here */ if(fp==NULL) exit(0);
/* Dynamic alloc of arrays prior to loading in data file values */
flag $=$ (int *) malloc((numexvec+numttvec) * sizeof(int.));
class $=$ (int *) malloc((numexvec+numttvec) * sizeof(int)):
$x=$ (double *) malloc((numexvec+numrtvec)*numfeat * sizeof(double));

```
```

for(i=0; i<(numexvec-numttvec); ++i) (
fscanf(fp,"%d",\&flag[i]);
for(j=0; j<numfeat; ++j)(
fscanf(fp,"%lf",\&x[i*numfeat+j]);
} /* end anner loop */
fscanf(fp, "%d",\&class[i]);
)
/* end outer loop */
fclose(fp);
/* This test module prints out input data containing first two and
final feature components of each vector; checks the above file
opening module (comment out for final program) */
/* for(i=0; i<(numexvec+numttvec); +i+i){
printf("For flag=%d, class=%f, check features are of f %f %f\n",
flag[i], class[i], x[i*numfeat+0], x[i*numfeat+1],
x[i*numfeat+(numfeat-1)]);
} */
/* This statement establishes the number of second-order combos of feature inputs FOR EACH VECTOR (without commutative redundancy), unique to this problem. Will be used for array allocation. */

```
numquad=2700;
/* Fill 2-D arrays for second order input combos: quadin[numexvec+numttvec][numquad] */
quadin=(double *) malloc((numexvec+numttvec)*numquad*sizeof(double)); for (row=0; row<(numexvec+numttvec): row++) ( qcount=0;
```

for(spot=0; spot<270; spot++)(
for(i=spot; i<=(spot+810); i=i+270){
for(j=i; j<=(spot+810); j=j+270){
quadin[row*numquad+qcount] = x[row*numfeat+i] * x[row*numfeat+j];
qcount = qcount +1;
}
}
}
} /* end vector row incrementing loop */
/* Test printout module */
/* for(row=0; row<(numexvec+numttvec); rowtr)(
for(col=0; col<numquad; col++)(
printf("For row=%d col=%d quadin=%f\n",row,col,
quadin[row*numquad+col]);
)
} */

```
```

/* Begin VERTICAL NORMALIZATION of x, quadin arrays */
/* Vertically normalize x[numexvec+numttvec][numfeat] */
for(col=0; col<numfeat; col++){
sum=0.0;
for(row=0; row<numexvec; row++) {
sum=sum+x[row*numfeat+col];
}
mean=sum/(double)(numexvec);
sumsqdif=0.0;
for(row=0; row<numexvec; row++) {
sumsqdif=sumsqdif+(x[row*numfeat+col]-mean)*(x[row*numfeat+col]-mean);
}
s=(double)(sqrt(sumsqdif/(double) (numexvec)));
for(row=0; row<(numexvec+numttvec); row++){
x[row*numfeat+col ]=(x[row*numfeat+col]-mean)/s;
)
} /* End column incrementing loop */
/* Test printout loop */
/* for(row=0; row<(numexvec+numttvec); row++) {
for(col=0; col<numfeat; col++){
printf("For row=%d col=%d normxvalue=%f\n",row,col,
x[row*numfeat+col]);
)
} */
/* Vertically normalize quadin[numexvec+numttvec][numquad] *,
for(col=0; col<numquad; col++){
sum=0.0;
for(row=0; row<numexvec; row++){
sum=sum+quadin[row*numquad+col];
}
mean=sum/(double)(numexvec);
sumsqdif=0.0;
for(row=0; row<numexvec; row++) (
sumsqdif=sumsqdif+
(quadin[row*numquad+col]-mean)*(quadin[row*numquad+col]-mean);
}
s=(double)(sqrt(sumsqdif/(double)(numexvec)));
for(row=0; row<(numexvec+numttvec); row++) {
quadin[row*numquad+col]=(quadin[row*numquad+col]-mean)/s;
}
) /* End column incrementing loop */
/* Test printout loop */
/* for(row=0; row<(numexvec+numttvec); row++)(
for(col=0; col<numquad; col++){
printf("For row=%d col=%d normquadvalue=%f\n",row,cc,
quadin[row*inumquad+col]):
!
) */
/* End of vertical normalization */

```
```

srandom((unsigned)time(NULL)); /* Init random() seed off clock */
/* Loop to initialize theta array (one for each neuron) with random
flcating point value between -0.5 and 0.5 */
for(i=0; i<numne:rr; i++){
theta[i]=(double)(random() % 101)/100.00 - 0.5;
/* printf("For i=%d theta==%f\n",i,theta[i]); */
}
/* Loop to initialize linear input weights array wlin[numneur][numfeat]
with random floating point values between -0.5 and 0.5 */
for(n=0; n<numneur; n++) (
/* printf("For neuron \# \&d\n",n); */
for(i=0; i<numfeat; i++)(
wlin[n*numfeat+i]=(double)(random() % 101)/100.00-0.5;
/* printf("For i=%d wlin=%f\n*,i,wlin[n*numfeat+i]); */
}
} /* end of nested loop */
fanin = (double)numfeat + (double)numquad;
/* fanin = 1; */
neweta = (double) eta / fanin;
/* printf("neweta= %f<br>n",neweta); */
/* Loop to initialize quadratic input weights array
wquad[numneur][numquad] with random floating point values between
-0.5 and 0.5 */
wquad = (double *) malloc(numneur*numquad*sizeof(double));
for(n=0; n<numneur: n++){
/* printf("For neuron \# %d\n",n); */
for(i=0; i<numquad; 1++){
Nquad[n*numquad'i]=(double)(random() % 101)/100.00-0.5;
/* printf("For i=%d quadweight=%f\n",i,wquad[n*numquad+i]); */
)
) /* end of nested loop */
/* End of initialization; Begin lcops for training and testing */
for(bigloop=1; bigloop<=numruns; bigloop++)(
/* Begin training loop */
for(trnloop=0; trnloop<numtrn; trnloop++)(
/* Randomly select an exemplar vector row (flag \#) */
randnum=(random() % numexvec);
/* printf("Randumly selected vector flag number is %d\n",randnum); */
for(n=0; n<numneur; n++) { /* Losp tc update weights for each neuron */
linsum=0.0;
for(i=0; i<numfeat; i++):
linsum=linsum+wlin[n*numfeat+i]*x[randnum*numfeat*i];
}
quadsum=0.0;

```
```

    for(i=0; i<numquad; i++){
    quadsum=quadsum+wquad[n*numquad+i]*quadin[randnum*numquadi+i];
    }
    sum=linsum+quadsum;
if ((sum+theta[n])<-20.0) (y=0.0;}
else if ((sum+theta[n])>20.0) {y=1.0;}
else {y=(double)(1.0/(1.0+exp(-(sum+theta[n]))));}

```
```

/* Criteria for training each class to fire a specific neuron */

```
/* Criteria for training each class to fire a specific neuron */
if (class[randnum]==n) {d=1.0;}
if (class[randnum]==n) {d=1.0;}
else {d=0.0;}
else {d=0.0;}
error=y*(1.0-y)*(d-y);
error=y*(1.0-y)*(d-y);
/* printf("error=%f\n",error); */
/* printf("error=%f\n",error); */
    for(i=0; i<numfeat; i++){
    for(i=0; i<numfeat; i++){
    wlin[n*numfeat+i]=wlin[n*numfeat+i]+neweta*error*x[randnum*numfeat+i];
    wlin[n*numfeat+i]=wlin[n*numfeat+i]+neweta*error*x[randnum*numfeat+i];
        /* printf("For i=%d wlin=%f\n",i,wlin[n*numfeat+i]); */
        /* printf("For i=%d wlin=%f\n",i,wlin[n*numfeat+i]); */
    )
    )
    for(i=0; i<numquad; i++){
    for(i=0; i<numquad; i++){
    wquad[n*numquad+i]=wquad[n*numquad+i]+
    wquad[n*numquad+i]=wquad[n*numquad+i]+
    neweta*error*quadin[randnum*numquad+i];
    neweta*error*quadin[randnum*numquad+i];
    /* printf("For i=%d quadweight=%f\n",i,wquad[n*numquad+i]); */
    /* printf("For i=%d quadweight=%f\n",i,wquad[n*numquad+i]); */
    }
```

    }
    ```
thet.a[n]=theta[n]+neweta*error;

) /* end of weight training loop for each neuron's weights */
\} /* end of complete training loop */
/* Begin test loop to run thru each test vector */
numright=0;
for(testvec=numexvec; testvec<(numexvec+numttvec); testvec++) \{
/* printf("testvec=\%d\n",testvec); */
neurtcnt=0;
    for( \(\mathrm{n}=0\) : n <numneur: \(\mathrm{n}++\) ) \{
    Jinsum=0.0;
        for (i=0; i<numfeat; \(i++\) )
        linsum=linsum+wlin[n*numfeat+i]*x[testvec*numfeat+i];
        )
    quacisum=0.0;
        for ( \(i=0\); \(i<n u m q u a d ; i++)(\)
        quadsum=quadsum+wquad[n*numquad+i]*quadin[testvec*numquad+i];
        \}
    sum=1 insum+quadsum;
    if ((sum+theta[n])<-20.0) \{y=0.0;
        else if ( (sum+thetain)) \(>20.0\) ) \((y=1.0\); \()\)
            else \((Y=(\) double \()(1.0!(1.0+\exp (-(\operatorname{sum}+\) theta \([\mathrm{n}]))))\);
    /* printf("y=\%f class[testvec]=\%f\n",y,class[testvec]); */
```

    /* Test decision criteria for identifying classes */
    if ((y>0.8) && (class[testvec]==n)) (A\epsilonuricnt=neurtent+1;)
    if ((y<0.2) &ix (class[testvec]!-n)) (neurtent=neurtent+1;}
    ; f* end of neurons (n) correct test loop */
    if (neurtont==numneur) {numright:=numright+1;}
) /* end of testing loop rurning thru each test vector (tpstvec) */
itnum=bigloop*numtrn;
accuracy=(flozt) numright/(float) numttvec;
print:f("Training iteration \#: %d sccuracy=%f\n",itnum,accuracy);
) /* end of bigloop */
) /* erdd of main */

```
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This thesis project included a iiterature survey of biological and artificial neural network research. followed by development and testing of high-order and image recognition hierarchical neural network algorithms. Following training, performance testing of second-order and third-order networks yielded maximum accuracies comparable to those achieved by multilayer perceptron classifiers operating on test data sets. Sereral rersiors of an image classification algorithn were tested f'cr learning perforpance using pixel data from forward-looking infrared (FI,IR) inages of tanks, trucks, target boards, and clutter. Dmploying the biologically-motivated Lambertization and contrast normalization of parel windows, correlations with multiple Gabor function wavelets, and a "phase synchronizing" local averazing routine, the image classification network extracted data featires. Different network versions fed the extracted features to varying output classification schemes. To improve separation of problem classes, recomedations were mado for varying the parameters of the Gabor function wavelets and madifying the phase synchronization scheme to extract more suitable features from image pixel data,.
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