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ABSTRACT

This thesis will evaluate system and process elenents to
initiate requirenments nodeling necessary for the next generation
Digitized Aircraft Spotting (Quija) Board for use on U S. Navy

aircraft carriers to track and plan aircraft novenent.

The research will exam ne and evaluate the feasibility and
suitability of transform ng the existing two-dinensional static
board to an electronic, dynamc display that wll enhance
situational awareness by using sensors and system infornmation
from various sources to display a conprehensive operational
picture of the current flight and hangar decks aboard aircraft

carriers.

The authors will evaluate the current processes and nake
recommendati ons on el enents the new system woul d di splay. These
el ements include what information is displayed, which externa
systens feed information to the display, and how intelligent
agents could be used to transform the static display to a
power ful decision support tool. Optimally, the Aircraft Handl er
will use this systemto effectively manage the Flight and Hangar
decks to support the projection of air power from U S. aircraft

carriers.
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EXECUTI VE SUWARY

The ability to nmake effective decisions wth limted
resources has never been nore inportant. In view of recent
asynchronous terrorist attacks on the United States, the ability
to rapidly identify a mssion, required personnel and critical
material wll make the difference between m ssion success and
m ssion failure.

Col | aborative tools and environnents with the addition of
dynamic intelligent agents wll be integral to successfully
novi ng agai nst adversaries anywhere in the world as they are

r eveal ed.

Establishing a dynamic testing platform where energing
col |l aborative tools, intelligent agents, and “cutting edge”
technology can be effectively and proactively integrated into
all facets of flight deck planning and m ssion execution is
| ogi cal and necessary.

The primary benefit of a Flight Deck Collaborative Tools
and Intelligent Agent Test Bed (or platforn) is to provide
accurate “requirenments nodeling” necessary for subsequent
research efforts to effectively identify the coll aborative tools
and intelligent agents to support “Rapid Decisive Operations” in

projecting air power.

If the United States strategically plans to use military
air power to overwhelm enem es, advanced dynam c collaborative

tools and intelligent agents will be of paranmount inportance.

XV
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. 1 NTRODUCTI ON

Qui-ja (w2 -j?

A trademark used for a board with the al phabet and
ot her synmbols on it, and a planchette that is thought,
when touched with the fingers, to nmove in such a way
as to spell out spiritualistic and tel epathic nessages
on the board.

A. BACKGROUND

In the mdst of the “War on Terrorisni, the strategic val ue
of U S. aircraft cannot be underestimated. The ability to
| aunch and |l and aircraft independent of an adversary’s defenses
and wi thout the use of neighboring countries airfields gives the
U.S. governnent great flexibility in projecting power abroad.

The role of carriers in future conflicts will broaden to
provi de support for other US. mlitary aircraftl, coalition

aircraft, and possibly civilian humanitarian relief aircraft.

The exponential increase in the use of Unmanned Aerial
Vehicles (UAV) to include Vertical Take-Of and Landing Tactica
UAV (VTUAV) and Tactical Control Systenms (TCS), and future
prograns of the Naval UAV Long Range Plan, such as Naval Milt
Rol e Endurance (MRE) UAV and Naval Unmanned Conbat Aeri al
Vehicle (UCAV-N) will require robust command and control systens
that can quickly adapt not only to changing m ssions, but also
to the broadening range of aircraft to be safely |aunched and

recovered at sea.

1 Operation Enduring Freedom was unique in that the USS Kittyhawk depl oyed
sans the Air Wng in order to use her as a Special Operations platform

1



VWile Arnmy and Air Force fixed wing aircraft are not
engi neered for landing at sea, the recently awarded contract for
Joint Strike Fighter (JSF), an affordabl e, mul ti - service
aircraft that wll replace several different aircraft in service
today, <could radically increase the nunber of fixed wng
aircraft capable of Ileveraging the nobile aircraft carrier

pl at f orm

Further, the time necessary to respond to a conflict wll

be critical. Fromthe Ofice of Naval Research?;

War fighters need the ability to strike time-critical
tactical, operational, and strategic targets at the
right nmonment in the battle. W therefore aimto help
them project power and destroy, neutrali ze, or
suppress targets of immediate inportance to them W
are devel opi ng technol ogi es that enable strike agai nst
targets in conpressed vulnerability wndows in al
joint operations, in any environnment, under al
conditions. W don't want the eneny to be able to
hide, or flee, or get in the first blow

Wiy is this Future Naval Capability inportant? Qur
future adversaries aren’t likely to be so obliging as
to present thenselves as easily detected and

classified stationary target arrays. They wll be
mobile or noving, they will do their best to hide in
clutter, and they wll be wunconfortably close to
friends and reutrals. Qur forces will need to deliver
strikes with unprecedented accuracy, flexibility, and
speed.
In order to operate in “strike tine”, it is advantageous to
have an integrated comand and control systens that wll not
only display the present |location of aircraft, but also

facilitate dynamc mssion planning and scenario driven

solutions for mssion execution. Al phases of a mssion could

2 “A Future Naval Capability: Time Critical Strike”,
http://ww. onr. navy. m | /onr/ nedi a/ downl oad/tinme_critical.pdf, June 7, 2002
2




be addressed including staging, maintaining, armng, |aunching,

and recovering of aircraft.

What is the status of the systens that currently support
t he planning and execution of aircraft handling on U S. aircraft
carriers? Prelimnary research indicates that the display used
for handling of aircraft on aircraft carriers is static and the

process used for planning aircraft spotting is not autonated.

Aircraft novenment is planned and tracked on paper, on fixed
status boards and on the “Quija” board (Figure 1) that provides
a static reference for the orientation, |ocation, and status of

aircraft on the flight deck and aircraft in the hanger bays.

-

Figure 1. The “Quija Board”

Two- di mensional tenplates of +the specific aircraft are
noved about this static table to represent each aircraft’s
relative position and orientation. Ot her synbology is used to
represent processes or other naintenance information that change

3



or inpact an aircraft’s availability. For exanple, aircraft are
prepared and noved for |aunch, recovery, re-armng, refueling
and if necessary, maintenance. Figure 2 depicts representative
synbol ogy used on USS HARRY S. TRUMAN (CVN 75).

1 Ga  Green Pin n

20 Go  Yellow Pin } L

Al shooter pins Jo o nose.

All spare pins qo on tail

Alerte — White muf with pambees desigrading sler N,
7 -7 minutes to get off the dech.
15 - 15 minutes to get off the deck.
30 - 30 minutes ro get off the deck.

60 - 60 minutes fo get off the deck

Wing Spread - Wing Nut V Elevator — Black Pin !

LowPower —Small Nut il
Turn  [Silver) 3 =

Wash —Washer N
High Power - Large Nut d T.0.D. - Orange Pin L
Turn  {Gold] t

Jacks it’s side

Reguesting - Screw on
Fuel - Purple Nut @ b

Defuel - Yellow Nut i OnJacks = Screw Up l
T
Low Flash Point - Red Nut @ Immobile - ClearPin
Elevator Up - White Fin : FCF - Blue Pin m
Figure 2. " Nut ol ogy” Used Aboard USS Truman

Movenent and status of aircraft is collected via sound-
power ed phones, ships telephone circuits, radio, and nessenger.
On deck during flight operations, directions for the novenent of

4



the aircraft could be relayed via radio, but is nobst often
comuni cated via hand signals. Voi ce conmuni cation on deck
bet ween handl ers and ot her deck crew is possible in the m dst of
turning aircraft engines, but a speaker would literally have to
yell to each participant individually and depending on the |evel
of environnental noise, the speaker might literally have to put
his nmouth within inches of the listener’s hearing protection
(“Mckey Muse” ears) to conduct his words effectively as

illustrated in Figure 3.

"

-'LLF{H SIRND
S PROTECTOR (TYP L

Fi gure 3. Ver bal Commruni cati on on the Flight Deck

The present system of handling aircraft using the static
table works, but that can prinmarily be attributed to the
diligent expertise of the professional handlers. Wile the
present system works and is highly reliable, the information
depicted on the Quija Board is not readily available anywhere

else. In fact, if any other decision nmakers or planners need



aircraft status, they would either <call or physically visit
Fl i ght Deck Control where the Quija board is maintained.

Wi le observing carrier qualifications on USS HARRY S.
TRUVAN (CVN 75) from Flight Deck Control, it was obvious that it
was the well-seasoned Aviation Boatswains Mates that made flight
operations |ook well orchestrated, snpoth, and safe. The
reality is that physically noving aircraft on a carrier wll
al ways have a high level of risk. The manual system currently
used to plan and track aircraft novenent is very |abor intensive
with duplicate data collection and recording processes. This
process is prined for a technology infusion. But considering the
manual system “works”, sinply digitizing the existing processes
will not be value added. It is our viewthat a digitized system
shoul d automate processes, reduce duplicate tasks, standardize

i nputs and share information to all assigned stakehol ders.

Therefore it is logical that energing technol ogies now
avail abl e, including wearable conputers with mniature Heads-U
D splays (HUDs), Personal Digital Assistants (PDAs), and other
wreless tools would be integrated into the next aircraft

handl i ng di spl ay and pl anni ng tool.

This system becones nore than the Handler’s display, but
instead beconmes the Situational Awareness display that wll
allow users to access all of the data stored in the vast array
of systens currently in use. These |large-scale relationa
dat abases are not being used to their greatest potential and

requi re additional consideration in our project.

W feel that the Air Departnents’ data and know edge
managenent woul d benefit greatly from the use of collaborative
tools, Agent technology and dynamc Intelligent Agent Systens
(IASs). We discuss the use of agents in chapter VI. Software

6



agents are autononous prograns that are capable of gathering
information regarding their environment and are then able to act
in accordance to this infornmation. They are in turn able to

affect their environment by their actions.

Qur systemis goals are not only a “real tinme” depiction of
relative aircraft positions, but the use of software agents
programred that take into consideration all oper ati onal
requirenments that wll inpact planning, nmaintenance, fueling,

de-fueling, armng, |aunching and recovering aircraft.

Optimally, aircraft novenment would be mnimzed. The
Digital Quija Board can suggest optimzed nove plans that
mnimze the novenent or re-spotting of aircraft and the
deli berate staging of aircraft for novenment as required by the
conpl ex mssion requirenents for the current mssion sortie and
for subsequent sorties. The system would need to quickly assess
all of the paraneters that are routinely considered whenever re-
spots are conducted. This is the ideal use of agents since they
can be programmed to check the conditions of all t he
requi renments and conpare the outconmes of such qeries to other
alternatives, and then provide a course of action that has been

wei ghed agai nst all of the possibilities.

Intelligent agents could be used to pronpt user interface
whi | e consi deri ng and t racki ng i ndi vi dual aircraft
characteristics such as dinensions, turning radius, w ngspan,
jet exhaust and/or rotor wash envelopes and others as
appropriate. Qher itenms that agents could nanage include
mai nt enance, servicing assets for fueling, power, SINS (Ships
| nerti al Navi gati on Systen) cable, and support equi pnent

(commonly called “yell ow gear”) location and availability.



The agents could be used, for instance, to validate track
identification on the digital display. An agent is "“assigned’
to nonitor the track and the track identification. Shoul d the
agent assess the correlation between the reported track and the
identification of that track to be Iess than 80% sure (whatever
value is determined to be the mninmmthreshold), then the agent
will react by eliciting another agent that is responsible for
determ ning who on the flight deck is closest to the track in
guestion. Once this information is known, the agent can have a
nmessage sent to that individual to have themverify the aircraft
identification to a designated operator in Flight Deck Control
This operator then inputs the data and the systemis then 100%
sure of the tracks identification. This same scenario nmay cause
the agent to respond by instructing a flight deck canmera to zoom
in of the track in question. This would then provide the
operator a video display that he or she can |ook at to determ ne

the identification of the questionable track.

Specific safety issues that could be addressed by
intelligent agents include collision alerts between aircraft and
bet ween people and aircraft, object proximty alerts, and damage
cont rol and fire fighting (asset | ocation/aircraft fuel

| oads/ aircraft weapons |oad out).

The system would be able to run in all phases of |aunch and
recovery operations regardl ess of shipboard power or casualty3
situations. Therefore, other critical issues that we feel should
be enphasized and addressed include system reliability,

sustainability, and availability.

3 A shipboard casualty would be damage incurred from an accident or
inflicted by the eneny.

8



Sustai nability and redundancy could be acconplished ideally
with synchronized I|aptop conputers in primary workspaces,
battery operated wearable conputers and Uninterrupted Power
Supply (UPS) outfitted servers below deck. An off site
redundant server could also be established and synchronized via
dedicated data |link or data systematically spooled and pushed
using available idle bandw dth. For exanple, the system could
push cached or stored data over the data |link, but would pause
when another system required bandw dth for nessage traffic,
emai |, video conferencing or ot her bandwi dth i ntensive

application.

Up to date deck configuration and/or deck activity would be
readily available on display repeaters at |ogical places
t hroughout the ship (Bridge, COs cabin, Comand and Control
(G C, Ready Roonms, squadron naintenance control, etc.) and on
deck and flight crew PDAs (either via wreless connection or
infrared ports).

When a mishap occurs, detailed video information could be
extracted from archived "tracks" for aircraft, yellow gear and
deck crew for both mshap and the events leading up to the
m shap.

A detailed summary of potential stakeholders that would use
this system and the necessary intelligent agents that would
apply and their functionality and, nobst inportantly, their

benefits will include but are not limted to:

CAG Ship Information Agents: Al of the data wll be
avai l abl e t hr oughout t he aircraft carrier and
concei vably coul d be shared across the CVBG or even to
t he theater commander.

Squadron Information Agents: Locate aircraft prior to

manni ng or rmai nt enance. Renotely “dick” on an

aircraft icon to get “real tinme” status of weapons
9



| oad, f uel | oad, error codes, and mai nt enance
i nf or mati on.

System Network Monitoring Agents: Intelligent Agents
could be wused to passively nonitor network node
connectivity and availability. These nodes wll
include all the fixed sensors and all nobile PDAs and
wear abl e conputers on the flight deck

Deck Spotting (“Quija” Board replacenent) Agents.
Flight deck and Hangar deck specific prograns that
optimze capture and record aircraft ||ocation and
orientation.

Know edge Managenent .

The system should record neaningful data and assign
ownership of t hat dat a. Perm ssions should Dbe
established and assigned as to whether a user has
read, read/wite, delete, or change perm ssions (need
to know). An audit trail detailing who initiated
changes to elenments of a plan or status of an aircraft
shoul d be rmai nt ai ned. For exanple, a ness specialist
on the nmess decks should not have the ability to

change the readiness of an aircraft. The system
shoul d control access. If elements of a plan are
needed, the system should pronpt the “actor” with an
aut omat ed emai |, phone call, page, or 1MC
announcenent. The intelligent agents will dynamcally
collect data from all contributors and present

scenario driven options for the Aircraft Handling
O ficer, for exanple, to select and pronptly execute.

Operations can programin the flight schedule and
the system of cooperative agents can determ ne
the nost efficient way to spot aircraft taking
into account the real tine status and |ocation of
the aircraft on the deck. This wll also
facilitate dynam c placenent of aircraft during
recovery and sequence aircraft novenent to avoid
delays or <collisions. For exanple, the system
could anticipate a collision and pronpt one
handl er to pause until the threat passed.

Intelligent agents could cooperate on providing passive

integration with other systens so, for exanple, inbound aircraft

10



characteristics could be automatically assimlated into the
system The agent cooperative intelligence could continually
evaluate information system data. Aircraft novenent could be
optim zed though sinulation scenarios. The intelligent agent
could be running in the background or running in parallel would
anticipate conflicts and then generate viable alternatives
before conflict was realized. The system would pronpt user

interaction before problens materiali ze.

The inportance of the placenment of aircraft prior to the
day’s first event is critical to how the carrier battle group is
able to effectively execute the air plan. Since the air plan is
made up of sequential sorties, all sorties should be considered

before the first aircraft is nove or re-spotted.

Approxi mately seventy aircraft nake up the current air w ng
on a carrier. The four and one-half acres of flight deck, plus
t he hangar deck, are used for |aunching and recovering aircraft,
as well as storage and mai ntenance of aircraft. Deck space is
also needed for |oading and unloading, pre-positioning and
short-term storage of ordinance. Additionally all of the Ar
Departnment’s Hight Support Equipnment (FSE) is operated, stored
and repaired on the flight and hangar decks. The inpact is that
every square inch of the flight deck and hangar deck is actively
used. W feel this use should be optimzed and aggressively
managed to ensure the fluid ballet of perpetually spotting and

re-spotting of aircraft and equi pnent.

One of the primary goals for the next generation aircraft
carrier, CVNX, is that the platform generates 20% nore sorties
with the sane type and nunber of aircraft from the sane sized
flight deck as today’s Nimtz class carrier. It has not been

specified how this will be acconplished, but it stands to reason
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that increased flight deck efficiency could be realized by

enbr aci ng technol ogy and automati ng many redundant processes.

The Handl er and ot her key decision makers, Air Operations,
for exanple, will need to have all the appropriate and accurate
information at their fingertips in order to realize the
ef ficiency goal. Deci sion support and process optimzation
software can aid the handler both in planning and in execution
by decreasing the nunmber of re-spots, thus increasing deck
efficiency. A conprehensive system of this caliber does not
currently exist, but all of the elements required for this
system are available either in existing |egacy systens or by
usi ng avail abl e technol ogy. O note, there is at |east one
vendor4 that we have been in contact that has devel oped a worki ng
prototype of such an integrated system conplete with a D gital
Qui j a Board. This prototype is not a conplete working nodel
but it does prove the concept of how a totally revanped
information system could be wused to bring all of the data
el enent s toget her

The formal title for the Handler is the Aircraft Handling
Oficer (ACHO. The Handler is responsible for novenent of
aircraft on the Flight Deck and between the Flight and Hangar
Decks in preparation for and during flight operations. Specific
duties include the follow ng:5

Oversee Organizational Level aircraft nmaintenance and
assure aircraft spots on the Flight and Hangar Decks can

expedite the next two | aunches.

4 Northrup-Grumman’s Newport News Shipbuilding Division has a prototype
system the CVN AirOps Managenent |nformation Systens Denobnstrator

S NAVAIR 51-15ABH 1-74 Operation And Mai ntenance Aviation Data Managenent And
Control System (ADMACS) And Integrated Shipboard Information System (ISIS)
section 007, page 4
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Be aware of aircraft and report changes based on aircraft
avail ability.

Track nunber of aircraft airborne, on the flight deck,
and on the Hangar Deck, along with the weapon types on
the Flight and Hangar Decks, and other flight deck
equi prent availability (i.e. AESS (Auxiliary Equipnent
Support Stations), Tilley, and fuel punps).

The current system uses a flat table-sized display board
that has the scale outline of the flight deck as shown in Figure
4. The hangar is represented on a separate board that can be
pul | ed out when needed.

J
PART NO 2 1r4—

1/ &
o I 7 pum—

.

Figure 4. Fl i ght Deck Spotting (CQuija) Board Design

The “CQuija Board”, as it is known, has been used for at
| east fifty years. Scal ed cutout nodels, or tenplates, of the
aircraft are placed on the board to represent the relative
position and orientation of the individual aircraft on the deck.
Because the board is used both for planning and operational
execution, the presentation may represent either the planned or
actual aircraft position. |If the representation is accurate, it
is only depicting the reported position. This position is
derived from by voice reports relayed to a “Blue Shirt” (usually

a junior enlisted Aviation Boatswains Mte) phone talker who
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receives aircraft position information from a | ookout |ocated at
a vantage point in the island above the flight deck. Additional
information is displayed on the two-dinensional nodels depicted
previously in Figure 4 which will aid the Handler in making
deci sions. An exanple of such “nutology” is the use of a w ng
nut, which signifies an aircraft needing a w ngspread. Usual | y
a squadron representative or the CAG representative would |et
the Handl er know of his desires to have a particular aircraft’s

W ng's spread, typically for maintenance.

In this sense, the Quija Board is a rudinentary decision
support tool. Due to its size it is not portable, so the
i nformati on depicted upon it cannot be readily shared wth other
deci si on mekers. A digital canera could be nmounted above the
static board and display an image of the table to other spaces,
but the benefits of that display would be linmted to what was on
the table and would not be interactive.

Depending on flight operations and the current |ocation of
the aircraft in relation to the flight Iline, spreading an
aircraft’s wings mght hinder another aircraft [|aunch or
recovery. Instead, the aircraft mght be re-spotted or del ays
spreading the wings until the higher priority operations were
conpl et ed.

The dom nant inpression of today’s Quija Board is that it
wor ks not because of technology, but because of the dedicated
prof essionalism and experience of the fleet Handlers. This
nmet hodology is very labor intensive and doesn’'t allow the
organi zation to share operational know edge. Technol ogy could be
used to reduce redundant tasks and increase operationa
awar eness throughout the organization, not just on the flight
deck.

14



Equally inportant, there is very little in the way of
witten procedures or guidance on how to do the Handler’'s job
and how to use the Quija Board. Rules for the Carrier® and the
Air Departnent’ personnel, as well as Personnel Qualification
Standard’ s® exist, but they do not describe how the Handler
performs his craft, which has been described as sonething
bet ween “bl ack magic and art” on nore than one interview

There are sonme obvious shortconmings to the present system
The systemis not automated in any way. The depiction of “rea
time” aircraft novenent cannot be captured with any accuracy

because of how changes are reported and then how changes are
recor ded.

Figure 5 depicts the nost comon  “l andmar ks” or
traditionally naned areas.
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Fi gure 5. Fl i ght Deck Area Nanes

For exanple, a Sailor could report an aircraft’s position
in gross terns of starboard, port, forward or aft in relation to

the island, centerline, fantail (aft nost area of the ship), bow

6 NAVAI R 00-80T-105, CV NATOPS Manual
7 NAVAI R 00-80T-120, CV Flight/Hangar Deck NATOPS Manual
8 NAVEDTRA 43426-3 CV/ CVN Al R DEPARTMENT OFFI CER WATCHSTATI ONS
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(forward nost area of the ship), near one of the ship's
prom nent |andmarks (i.e. elevator 1 or “L1”), or traditionally
named areas including the “six pack”, the “finger”, or another

known general area.

The reporting sailor or “phone talker” positioned in the
i sland overlooking the flight deck is not in a vantage point
t hat al | ows him to observe the entire flight deck

si mul t aneousl vy.

The phone talker in Flight Deck Control wll listen to
these reports, interpret them and then simnultaneously repeat
the report out loud for the benefit of the Handler and either
slide or pick up the tenplate to nove it to the new position on
the Quija board. Depending on the report, a log entry m ght also
be made.

What can make this reporting process nore conplicated and |ess
reliable as a planning tool or operational decision support tool
is that once a tenplate is lifted from the board, true
visibility of that aircraft on the board is lost. Arbitrary
pl acenent of the tenplate after it is lifted doesn’'t give the
Handl er the historic placenent or visual cues to determ ne what
went wrong or anticipate conflicts based on projected novenents
of other aircraft in the sane area.

During interviews conducted for this thesis, we were told a
“sea story” of how the Handl er peered out his porthole (w ndow)
to see a conpletely different reality than the one depicted on
t he board. Being the sharp individual he was, he told the
“phone tal ker” at the table to keep quiet for a nonment. Wen the
Handl er ascended and arrived at the |ookout point where the
ot her phone talker was stationed, he found the other sailor
sound asleep. It turned out that the first sailor was covering
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for his sleeping buddy by periodically and randomy noving the
aircraft tenplates on the Quija Board to give the appearance of

busi ness as usual .

The current Quija Board does not serve as a truly “dynamc”
di splay nor can it be considered dynam c as a decision support

tool in regards to aircraft novenent.

B. PURPOSE

Wiile there are standard operating procedures for nost
redundant tasks in the mlitary, in the area of aircraft
handl i ng, nobst processes and nethodol ogies are learned on the
] ob.

The primary purpose of this thesis is to describe the
requirenents for a system that will display flight and hangar
deck information, as well as assisting in the planning and the
novenent of aircraft on US. Aircraft Carriers. It turns out
that the Digital Quija Board is just a portion of a |arger
issue, that of information visibility. As such, we wll include
requirenments that could be wused for the carrier’'s air

departnents’ information and knowl edge nmanagenent.

Because of the conplexity of handling aircraft 1in an
oper ati onal envi ronnent, this thesis wll serve as an
introduction and general overview of the collective processes,
ongoi ng systens inprovenent efforts, and wll recommend the
systens architecture solution and associated nethodol ogy that

coul d be devel oped and i npl enent ed.

Energi ng and avail abl e technol ogi es can be used to inprove
operational efficiency and effectiveness, but the organization

must first understand how information is used in its business
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processes and then how it applies to fulfilling mssion

requirenments.

The novenent of aircraft is currently displayed on a static
table. The value of the information held on this table is
l[imted in terms of Command and Control because the tenplates
used on the CQuija Board can only display where things currently
are or where things should be. Information in this physical

format cannot be easily conmuni cated, mani pul ated, nor updat ed.

Donald K. Krecker and David C. Knox from Martin Marietta
Laboratories and John B. Glnmer, Jr. from WIkes University
st at ed,

Command decisions are based on static know edge,

including doctrine, tactics and experience, pl us

dynam ¢ know edge of how the battlefield situation is

evol vi ng. The static know edge informs a comand

post's intelligence, planning, and current operations

functions, while the dynamic understanding of the

situation is both an input and output of these
activities.

In order to increase the abilities of the personnel who
routinely depend on the Quija Board for situational awareness,
it would be conpletely remss not to include a dynam c display
and an integrated know edge base. This will allow users to
drill down on a particular itemof interest or to be alerted to
an inpending problem Current carrier personnel agree that it
woul d al so incorporate elenments that propose solutions to known

probl ens and have the ability to “learn” as new i ssues ari se.

The advantage of adding a dynam c aspect to any display my
seem intuitive. Studies have attenpted to quantify the
advant ages and depict the know edge gained by doing so. The
illustration in Figure 6 depicts what the user gleans from a

static display.
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Static Knowledge:
Doctrine, Tactics,
Experience

N

Tactical
Circumstances
and Reactions

\. A
h

Concepts of
Operation

Must be available to or encoded
in the simulation

Fi gure 6. What is inparted with Static Display al one

The addition of dynamic information in Figure 7 illustrates

the value of adding the dynamc aspect to a display.

current systemis by and |arge a static display.

Static Knowledge: Dynamic Knowledge:
Doctrine, Tactics, Unit-Specific
Experience Understanding of the
Situation
Concepts of Circ-[la:rt:gfaar:ces Battlefield Operation
Operation and ReacHons State Structure
. J 19 7
Y v
Must be available to or encoded Must be developed and updated
in the simulation by the simulation
Figure 7. I nformati on Gai ned by Addi ng a Dynam c Di spl ay
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I nformation on the current systemis inaccurate in terns of
exact position, latent in terns of displaying any type of
aircraft novenment, and inconplete in terns of real tinme display

of actual aircraft position and orientation.

W intend to nmake recomrendations that wll enabl e
COWNAVAI RLANT and COVNAVAI RPAC to request NAVAI RSYSCOM t o i nvest
in developing an integrated solution for an updated Conmand and
Control system The “Fleet” requirenents drive the devel opnent
dol | ars. The cost benefit analysis of the current disjointed,
inefficient system should nake a strong case for a system that
i ncreases efficiency by allowi ng 100% data visibility and added

deci si on support functionality.

This system wll enhance the War Fighters ability to
performtheir duties by |leveraging the technology that will nmake
them nore informed so that they nmy nake nore inforned
deci si ons. The need to inprove Command and Control is well
documented and is one of the priorities that any new system

woul d strive to acconplish.

The need to nodel command deci sion support systens depends
on increasing two itens whenever possible; (1) Fidelity — to
include cognitive as well as physical “battlefield” processes;
and (2) Automation, in order to reduce the nunber of hunman

deci si on nakers in the | oop®.

In order for any system to acconplish an increase in value
over the current, and very famliar, system it nust provide
nore than the status quo. To sinply create a digital display
that shows no nore than the current system would be a wasted
effort. Naval Air War Center, Lakehurst (NAWC Lakehurst) found

9 Donald K. Krecker: Martin Marietta Laboratories; John B. G lner, Jr.; WIkes
University; David C. Knox; Martin Marietta Laboratories; Mddeling Situational
Awar eness for Conmmand Deci si on Maki ng

20



that the first digital version of any of the displays used
aboard the Aircraft Carrier were nothing nore than digital
repl acenents. This has value in getting the users to accept the
new version since it is visually the sane. Feedback from users
woul d only indicate the new system was a positive enhancenent to
the previous version when the new version expanded their
capabilities. The Integrated Shipboard Information System( SIS)
is a prime exanple of thisl0, True value is added when the
repl acenent system provides additional functionality that

increases the user’s abilities or situational awareness.

C. SCOPE

The scope of this thesis is broken down into three primry
sections. The first is to address the sensors that would be
considered for use in capturing the raw data that the objects on
the flight deck represent. There are many ways that such data
may be brought into a conputerized system all of them have
advant ages and di sadvantages in both the inherent properties of
the sensor and in the way that they are enployed. The carrier
deck is a very extrene environnent that is especially demandi ng
on the equipnent that is utilized in and around it. Many of the
sensors considered could do a superb job if not for the fact
that they wll be subjected to jet aircraft exhaust, fuel
spills, oil, hydraulic fluid, high wnds, salt air, high
hum dity, etc. Additionally, the nature of the carrier and the
equi pnment utilized there in requires the sensors to be |ow
mai nt enance, accessible, and easily calibrated (either in place
or aboard ship). Al of these environnmental factors wll need

to be mtigated in order for the sensor to be useful.

10 Fromintervi ews of NAWC Lakehurst engineers
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The second aspect is the display. W do not want to
provide a solution that does not neet the needs or desires of
the population we are attenpting to assist. It is inperative
that we conduct research into what it is the user wants this
systemto be able to do and what it will look Iike. Many of the
“old salts” will resist the change outright. They may question
the need to change a systemthat in their view “is not broken”.
In fact, it is conceivable that they would prefer to stick with
what they know works. This famliarity wwth the existing system
is natural and to be expected. Qur coursework on nanagi ng
change nmde this point abundantly clear. Again, sighting the
| SIS work done by NAWC Lakehurst, it woul d behoove us to devel op

a systemthat is visually “simlar” to existing systens.

The third aspect is the integration and processing of the
sensor information and the other systenms currently in place.
This will also incorporate the ability for the systemto predict
“best” actions for given scenarios. Accordingly, the system may
require multiple agents to facilitate the interactions between
sensors and systens whenever a data call is nade so that the

user will benefit fromaccurate and tinely information.

D. ORGANI ZATI ON

Under st andi ng t he aircraft carrier’s oper at i onal
organi zation from very general to very specific will inpact the
architecture of the system to manage aircraft handling on
aircraft carriers. The organizational chart is an effective
tool to help identify individual responsibilities and “need to
know'. More inportantly, the charts initially help to delineate
the “actors” or the individuals who either rely on the

information summarized on the Quija board to make decisions.
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These are the individuals who have the power to add, change, or
delete information that wultimately inpacts effective m ssion

pl anni ng and executi on.

At a mnimm identifying those actors with “need to know

will help determne how the information on the Quija board woul d
be distributed. Because of the sheer nunmber of potential
actors, dedicated Quija board repeaters wll be cost

prohi bitive, but web enabling the display is a viable option.
For exanple, if the Commanding O ficer (CO of a squadron wants
to find out the status and |ocation of one of his aircraft, the
CO could log onto the closest conputer, open a web browser, and
enter the Quija board Universal Resource Locator (URL) address.
He could then query the site for information on the specific

aircraft and have that information readily displayed.

The Quija board is considered a key-supporting elenment in
the command and control structure. The information represented
on this elenment summarizes input from numerous sources and

provi de i medi ate feedback to all actors when changes are nade.

The organization of the Aircraft Carrier, the Air
Departnent, the Air Wng, and the Aircraft Squadron are depicted
in Figures 8 — 11. Each block on the chart represents either a
single actor (a Commanding Officer) or a group of individual
actors (the Air Departnment). |If some actors appear in nore than
one chart, this may be a function of granularity. For exanpl e,
the ship has a Conmanding Oficer, but each squadron also has

its own Commanding O ficer.
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Figure 11. Aircraft Squadron Organi zati onal Chart

From these charts, gener al responsibilities can Dbe
det er m ned. For exanple, the Conmmanding O ficer of the carrier
wi |l be responsible to maneuver the ship and provide many of the
services to support flight operations. These services wll
include electricity, fuel, and even steam for the catapults. The
status of these services may not be depicted on the Quija board

itself, but the elenents should be captured on the naster
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database and considered in the broad execution of flight

oper ati ons.

The Aviation Data Mnagenent and Control System or ADVACS
is discussed and described in detail in Section IIl, Part D of
this thesis. Appendix A provides specific actor input
responsibility at the work center level for ADVACS. Many of
these inputs will either be depicted on the Quija board or wll
i mpact decision support elenents being executed in support of
the Quija board.
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1. SENSOR EXPLORATI ON

In this chapter we will endeavor to describe several of the
possi bl e sensors that we considered as possible solutions to the
data capture portion of our thesis. The list is representative,
but not inclusive since there are certainly other sensors that
we did not conme across in our research. It does, however,
provide a vast overview of the products that are avail able and
to what degree they may apply to our problem

Di scussions wth the engineers that have been working on
numerous related projects and by the guidelines explained to us
in developing the requirenments in this paper, we need to
consider the followwng with regard to Sensor Sel ecti on.

The sensors are required to involve no or mnim
nodification to aircraft for the followng reasons: 1)
Addi tional flyaway weight is frowned upon by the prograns that
are responsible for the aircraft. Keep in mnd that weight is a
critical factor in the performance and flight tinme duration. In
t he past, there has been much research into the type of paint to
use in order to shave ounces off aircraft; 2) It may be
bureaucratically difficult to require an across-the-board
aircraft nodification through nine different aircraft program
offices; and 3) sonme identification tags are considered a
Foreign bject Damage (FOD) hazard, sonmething that could be
ingested into a jet intake or fly up and hit someone on the
deck.

A general consideration that nust be addressed besides not
being able to nodify the aircraft is mnimzing the aircraft
carrier’s electronic enissions footprint. Laser ranging,

al t hough very precise in determning |location and orientation of
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aircraft, may have significant issues wth scatter, stealth
(especially with carriers operating in littoral regions), and
eye safety. Maj or nodifications to the ship would nost likely

be a showst opper.

Deck Sensors enbedded throughout flight and hangar decks
could “sense” aircraft; however, wth one sensor per square
foot, this approach would require extensive deck nodifications.
There woul d possibly be over 100,000 sensors on the flight deck
alone. Wring all of these sensors would be a major undertaking,
especially since the majority of the space directly beneath the

flight deck would be extrenely difficult to access.

Concei vably, a vast network of these sensors working in a
wirel ess environment could reduce the need for the data to be
transmtted via cable, but then a reliable power source for the
sensors and the transmtters would still be an issue. Even if
this was a desirable thing to do, there are significant issues
wi th nmounting sonewhat fragile sensors in an environment that is
fraught with fuel and oil exposure, salt water intrusion, high
w nds and tenperatures fromjet exhaust, as well as the abuse of
70, 000 pound aircraft, dropped chains and turning tires directly
on top of the sensor. Additionally, these sensors are only able
to sense pressure. For exanple, the system could detect the
pressure of a wheel, but it would be difficult to integrate this
information with other sensors or discern aircraft orientation
fromonly one input. Further, the system could not easily relay
i nformati on about the other wheels. This would also be the case
for aircraft identification, configuration, fuel status and

weapons | oad.

Differential GPS is accurate enough, but there are

addi ti onal i ssues her e besi de t he af orenenti oned “no
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nodi fications to the aircraft” rule. GPS requires the sender to
have a power source. The aircraft position information is
needed when the aircraft is under its own power and when it is
being towed or when it is parked. Hence, the use of GPS is also
a non-starter. Again, if the aircraft nodification and power
needs were not an issue, there is the issue of requiring
satellite information to determne the precise location of the
aircraft on the flight deck. First, GPS requires sinmultaneous
lock on a mnimm of three satellites in distinctly separate
sections of the sky. If only three where available, but two
where close to the same line of site, or azinmuth, then their
information is no better than having only one satellite on that
azi nmut h. Additionally, the GPS constellation consists of only
t went y- f our geo-synchronously orbiting satellites.

Geosynchronous orbits do not provide 100% gl obal coverage
— the Poles would be left uncovered, hence the system woul d not
work when the carrier is deployed above the Artic or below the
Antarctic Crcles. Furthernore, GPS requires line of site from
the sensor to the satellite. Even with the Hangar Deck el evat or
doors open, the mapjority of the aircraft in the hangar bay woul d
not be in line of site with 3 GPS satellites at all tines.
Hence, another system would be required for the Hangar Deck.
And, just like the other sensors nentioned thus far, the use of
GPS would not afford the system orientation information,

identification or configuration infornmation.

We did consider the use of the aircraft’s ldentification
Friend or Foe (IFF) signal for identification and |ocation. This
too is a non-starter for various reasons. First, it requires
power and a user to input the correct codes that then identify
the systemto the ship’s IFF receiver. Second, the aircraft |FF

29



is a power transmitter, and like aircraft radar, it is usually
kept in a standby nobde when on deck to avoid unnecessarily
radiating the flight deck crew. It is likely that if all the
aircraft where transmtting that the ship's |IFF interrogator
would not be able to distinguish who is who. Since the IFF
interrogation response is sent back via radio wave, it is
transmtted via an aircraft antenna. The di sadvantage here is
that with all of the Air Wng aircraft on deck in very close
proximty to one another, the antennas of many wll| be bl ocked

fromclear transm ssion

Since the IFF was designed for use with the ship and
aircraft radars, it 1is not optimzed for wuse in pinpoint
precision in a parking environnent. Furthernore, the |FF
position would be a point source, not a two-dinensional aircraft
sized fix. As such, like the previously considered solutions,
the IFF may be able to tell us where a particular aircraft is
and which aircraft it is, but it won't be able to determ ne

orientation and configuration.

The Enbarked Aircraft Tracking Systenmis (EATS, described in

Chapter 111) engineers considered other “visual” data inputs
such as an Infrared (IR) camera. The benefit here would be
increased ability in Jlow light or foggy settings. The

di sadvantage would be the cost (high end IR caneras are upward
of $100, 000). O her detractors are that these caneras are |ess
able to provide the resolution required to obtain precise
position and si de nunber identification i nformation.
Additionally, the aircraft inmage may be |ess clear when either
the aircraft has cooled to the anmbient tenperature or when the
environnent is hot enough to blur the lines of distinction, such

as when operating in the Persian Gulf.
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W did a partial survey of varying types of sensors to get
a better appreciation of what industry has to offer. The bel ow
sections are the details as well as our opinion of the pro’ s and

con’s of each system

A | R OPTI CAL TRACKI NG SYSTEM

The optical tracking system ARTtrackl & DTrack software
from Advanced Realtine Tracking GrbH, a German corporation, has
been used for Virtual Reality and Augnented Reality. The system
consists of tracking cameras ARTtrackl, passive targets and the

PC software DTrack. Sone of the advantages to this system arell:

Position and orientation neasurenent with high
accuracy

Short | atency, fast data comrunication via Ethernet
Passive targets that do not require battery or wiring

Tracking caneras with integrated IR flashes, conplete
software control makes them easy to use and easy to
adapt to customrequirenents

Fl exi bl e system setup with fast calibration,

Scal able system no performance penalty for |arger
measur enent vol une covered with nore caneras

Robust agai nst electric and magnetic interferences

No optical cross talk between individual caneras

This system was devel oped for tracking for virtual reality
and augnmented reality, virtual TV studios, body tracking for
animati on and ergonom cs, industrial neasurenent applications,
and i nage gui ded surgery.

This system does not appear to be suitable to our
application. One serious limtation to this systemas it stands

today is that it is limted to 10 targets. This may be | ess of

11 http://ww. ar-tracki ng. de/
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a factor as the software matures, so it is worth nentioning here
for future consideration. Another limtation is that this system
does require markers on the targets (Figure 12), which is

currently not permtted.

Figure 12. Mar ker Required for “ARTtrackl” Sensor System

Table 1 on the next page lists the technical specifications
of the system According to the conpany’s data, the system
seens to be extrenely accurate wth very |little |atency,
attributes that are very desirable for our proposed system

data transfer Ethernet 100 MBit/sec
frame rate max. 60 Hz
latency < 40 ms
max. number of targets 10
max. warking distance | 4 — 10 m, depending on marker size
system calibration within 5 min
body calibration within 1 min

Accuracy of a typical ARTtrack1 & DTrack System (Example)

Typical resuit for the tracking of a|  target position | target orientation
person’s head position and orentation
in a tracking arga of 4m * 4m
with & 4 camera tracking system.
accuracy absolute
(RMS over whole measurement volume) 260, DidZdeg
repeatability
(standard deviation) 60 m 0.03 deg
maximum enror
{calculated) 200 ;080
noize
(standard deviation) 30 pm 0.015 deg
Tabl e 1. ARTtrackl Techni cal Data
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B. ELI TEPLUS

The Italian conpany Bioengineering Technol ogy Systens has
devel oped a system that can track mnute novenents of peoplel2,
LITEplus is their new version of a fully automatic Motion
Anal yzer. The system features the ability to very quickly
process and sinultaneously collect analog and digital inmage
signals. It is a real-tine system however, it is designed for
and predonmnately wused for bionedical purposes. It is not
designed to track nultiple targets, and therefore is not a true
contender for use on the carrier, but there are sone noteworthy
characteristics that nay apply to our application.

The system is designed to run on a general purpose PC, so
no special hardware for the conmputing needs is required. The
system is able to recognize mnute novenents and is extrenely

accur at e.

C. OPTOTRAK

The Canadian conpany Northern Digital Inc. manufactures
OPTOTRAKI3, OPTOTRAK is a powerful, highly accurate 3D notion and
position neasurenment system It is reported to be both flexible
and reliable, attributes that nmake it worthy of consideration
According to Northern Digital, “OPTOTRAK is considered the
prem er choice of i ndustri es, universities and research
institutions around the world. Incorporating specialized sensor
technol ogy and sophisticated optics design, the OPTOTRAK

delivers superior performance in 3D tracking and neasurenent.”

The system highlights sone of the features that are

considered positives in the industry. It is able to track

12 http://ww. bts.it/bts/products. htm June 20, 2002

13 http://ww. ndigital.com hone. htni, June 20, 2002
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markers and rigid bodies, and it is able to identify markers

automatically. Wen a track fall out it is reacquired and
recogni zed i nmedi ately. Conversely, if the track reappears it
is imedi ately associated and identified. These features may

have direct application to the Digital Quija Board since the

i kelihood of tracks dropping out of the systemis inevitable.

Accuracy is an issue regardless of the technology used to
acqui re the data. Northern Digital clainms that their systemis
capable of ©precise data <collection that in turn delivers
exceptional results. Conversations with their systens engi neers
reveal ed, however, that the accuracy when applied to the vast
expanse of the carrier deck would be less than optimal. \Wile
the systemis capable of RMS accuracy to 0.1nm and resolution to
0.01mm the positional accuracy at the extrenes of the flight
deck could be as poor as 2 neters. It is our contention that
this degree of accuracy, while better than the current eyeball
met hod, is not accurate enough for the purposes of a truly
automatic aircraft positioning system The EATS prototype
system is required to perform at no worse than eighteen-inch
accuracy. This is the nearest we could find to a standard in

ternms of aircraft positioning accuracy on the flight deck.

O her favorable features of the OPTOTRAK system are the | ow
setup and calibration properties. The system is calibrated in
the factory so it is ready for imediate use once it is
i nstall ed. No other user calibration 1is required thus
elimnating daily downtine. The system can be pre-configured to

collect and store data instantly.

Anot her potentially useful feature of this system is the
“Mul ti-tracking” capabilities that allow sinultaneously tracks

of full body - hands and face with one sinple system Cbviously
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the design of such a feature did not have the application of
tracking aircraft in mnd, but this feature could be exploited
for future applications that could conceivably nonitor the
catapult crews’ notions to ensure that no steps are m ssed or
perfornmed in the incorrect order while hooking up an aircraft.

O her possible uses could be as a flight deck event recorder.

Wien a m shap on the flight deck occurs, the replay of the deck
activity could reveal hand signals that may have been
contributory to the m shap. O conversely, the system may be
used to exonerate a crewran who was inplicated of nmaking a
grievous error when in fact the system shows that his or her

hand signals or actions where correct.

The system is capable of handling |arge, conpl ex
applications and can track up to 256 markers. The obvious issue
here is that the systemrequires the aircraft to participate in
the identification process, something that we have been
prohi bited from doing. Future versions may be able to use
exi sting distinguishing organic characteristics of the aircraft,
such as side nunbers, as markers, and will be able to dispense
with the current restriction that nakes this and other systens
unusabl e.

A detractor fromthis systemis the lighting requirenents.
Al though the system adjusts to suit nost indoor environments
and is not affected by normal fluorescent lighting or netallic
objects, it was not specifically designed for use in the bright
sunlight or in the near infrared environnment. These are
considerations that would need to be addressed to nake the
system useable in all lighting conditions.

There appears to be a few reasons why the OPTOTRAK System
may not be the best solution for our project. OPTOTRAK is an
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active marker based system requiring direct line of sight
between the markers and the canera. The markers emt infrared
light and therefore the systemis designed for internal use only
as sunlight will interfere wwth the marker tracking. The range
in the depth dinmension within which the OPTOTRAK can accurately
determ ne 3 dinensional coordinates is 6 neters. The di stance
required is nuch greater than this to view aircraft on a flight
deck. The Engi neers at OPTOTRAK are quick to point out that the
system has been engineered to obtain RVMS accuracies to 0.1mm
which is probably nore accurate then the carrier based system

requires.

Overall, there are sone definite attributes to this system
that have applicability to the Digital Quija Board and could be
considered as a technological contributor when the system is
fielded.

D. BOUJOU

Boujou is a canera tracker system devel oped by 2d3 Ltd, of
Oxford, UK, The systemis main function is to recover canera
notion from pre-recorded film or video footage. As a 3D canera
tracki ng system Boujou takes noving footage from film or video
and by analyzing the footage automatically it calculates the
position and characteristics (yaw, pitch and roll) of the canera
that had shot it at each frame or field. In calculating the
canera notion Boujou will also calculate the 3D structure of the
scene in the video sequence. This in turn could be used to
generate the precise location of a target from the canera. The
system starts the tracking process by finding hundreds of

features it can identify in each image; it then builds up tracks

14 http://ww. 2d3. com June 20, 2002
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of these features over tine. This feature could be useful in
that the system would “learn” about the targets in its typical

purvi ew.

There are a few drawbacks that would disqualify this system
from serious consideration. Al though it is a passive system
which is a plus, the system requires novenment in 3D space in
order to provide enough parallax information about the scene. If
the canera is static then Boujou will not be able to work out
how far away objects in the scene are (because there is no
par al | ax) .

This brings us to how we would enploy this system Her e
the canera is static but sone parts of the scene are noving.
This situation may still work with Boujou, since the needed
paral |l ax would cone from di stinct objects noving in an otherw se
static scene. This has the added benefit of elimnating the
redundant static scene since the systemcan be told to track the
object and ignore the scene. This could be useful in that the
tracking will only be needed for noving targets. Qur system
could sinply create a last known fix for any target that stops
noving, and the display will show that aircraft parked in its

| ast known pl ace and orientation.

The biggest detractor to Boujou is that even though it can

carry out its tracking w thout the need for manual intervention,

the calculations are NOT real-tine. This elimnates it as a
viable alternative. Additionally, the ~current technology
enployed in this system uses visible red or infra red I|ight

emtted from a ring of strobe LEDs nounted around the |ens.
Natural daylight wll swanp the light reflected from the
tracking markers, which would render the system useless on the
flight deck.

37



E. VI CON 3-D OPTI CAL MOVEMENT ANALYSI S SYSTEM

Vi con Systensl®, the sister conpany to 2d3, is located in

Lake Forest, CA. They have done extensive work in object optical

noti on capture and anal ysis; optical human, aninmal and obj ect
tracki ng; bi omechani cs, ani mation, sports, medi ci ne and
engi neeri ng. Relative to this thesis is their Real-tinme Object

Tracking applications. The 3-D optical novenent analysis systens
fromVicon can be used to track humans, aninmals, golf clubs, and
ot her sports equi pnent. It has been wused for precision
instrunents for surgery and other nedical applications, as well
as Head Munted Displays, robots, shapes, cars, machinery, and

ot hers.

The Vicon system currently clains |ow |atency, |ow noise
and real-tinme data capability. They also claimto have a user-
friendly conmunication protocol that allows users an easy
interface to give them the ability to get trajectory,

translation and rotational data into the system software.

Vicon's notion capture systens are conprised of three main
parts: specialized caneras, customdesigned high-perfornance
conmput er hardware, and interlocking software prograns. Up to 24
hi gh-definition Vicon cameras are arranged around the target
area. These cameras are fitted with red or infrared strobe
lights that illumnate small reflective markers fitted to the

target whose notion data is to be captured.

The caneras feed the notion of these markers to the
conputer hardware in real-time and the software interprets the
data to reconstruct the 3D shape and actions of the noving

object. The systemis extrenely accurate.

15 http://ww. vicon.com, June 20, 2002
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It may not be practical to place 24 canmeras around the
carrier deck, nor is it conceivable that we would use infrared
markers to highlight aircraft and other objects on the flight
deck. It is noteworthy, however, that this Vicon systemis able
to integrate imge information fromso many different sources.

Since their system uses markers it cannot be used for our

application, however the conpany is currently developing a

systemthat will track without markers. It may be only a short
while wuntil they have perfected a system that my have
application to the problem of tracking aircraft. Additionally

t he engineer that we interviewed specifically nmentioned that the
new system would be able to track in anbient |[|ight. Their
current system uses the Mega-Pixel Infrared Canera that allows
users to obtain accurate 3-D positions of markers placed on al

types of objects. Since they already have the ability to track
using infrared, the low light Ievel issue nay be negligible, and
with the addition of daylight capability, we feel that this new
system is worth keeping in mind as the new the Digital CQuija

Board i s devel oped.

This makes Vicon a possible vendor who may be able to
easily nodify their existing and future systems to the Navy’'s
needs.

F. AUTOVATI C VI DEO TRACKI NG SYSTEMS

| SCAN Cor poration of Burlington, MA manufactures the AVTS!6,

There description of the systemis as foll ows:

| SCAN Automatic Video Tracking Systens (AVIS) are rea

time digital inmage processors that automatically track
the novenent of contrasting targets within the field
of view (FOV) of an electro-optic inmge sensor, such

16ht t p: // www. i scani nc. coml, June 20, 2002
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as a video canera or a forward-|ooking infrared (FLIR)
i mager .

| SCAN AVTs provide digital and analog outputs
corresponding to the position and size of contrasting
targets with respect to the electro-optic scan Ilines

of the imager. The position and size of contrasting
targets may be easily interfaced to conputer systens
for data acquisition or Ilinked to azinmuth/elevation

tracking nmounts for acquisition and accurate tracking
of targets over a wide field of view

The | SCAN Model RK-447 Multiple Target Tracking System has
the ability to track 256 sinultaneous “targets” in real-tine.
| SCAN clains that their proprietary Sinmultaneous Miltiple Area
Recognition and Tracking (SMART) architecture is superior to
other tracking systenms that are easily confused by inages
containing nore than one or rapidly changing target shape, which
happens as the aspect changes in relation to the canera. The
systemis able to determne the targets' position and size data
automatically. The system is capable of updated every 16 nsec
(62.5 franes per second) and the output is already designed for
input to a conputer. This refresh rate is significantly higher
than that for notion pictures (30 franmes per second) or the
current EATS s 30 franes per second. The frane rate nmay not be
a real issue since the aircraft we are tracking are not noving

very fast.

The |SCAN system is designed for sinple operation and
already has a fixed canera node of operation, thus reducing the
effort to make the system work in a reverse application where
the system normally noves and is |ooking at stationary targets.
This systemw || work either way. The |ISCAN system can be used

with many of the standard caneras commercially avail abl e today,
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and can therefore take advantage of the canera’s low I|ight
capabilities, much |ike the EATS described in chapter 3.

| SCAN has designed the systemto work on PC with standard
software and hardware that is available off-the-shelf. Thi s
avoids the need for developing proprietary solutions that wll
eventually create maintenance and interface issues, as the
system gets ol der.
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I 1'1. CURRENT PROCESS ANALYSI S

A. THE CURRENT SYSTEM

The current use and description of the system was outlined
in the introduction. There are nunerous projects that are in
devel opment or proof of concept that are worthy of discussion
and descri ption.

In preparation for this research, we devel oped an aircraft
handl er’s questionnaire for the operator on the flight deck.
This questionnaire is in Appendix B. Appendi x C features the
nodest feedback we received fromthe fleet. The primary benefit
of including these two appendices in our thesis is to provide a

baseline for future initiatives.

B. EMBARKED Al RCRAFT TRACKI NG SYSTEM

This current prototype system is under devel opnent by NAWC
Lakehurst and Devel osoft Corporation in Boulder, CJ7. The
primary purpose of this system is to capture the aircraft
position, orientation and trajectory then to display this

information in a digitized form

The contract was awarded to denonstrate the feasibility of
an Enbarked Aircraft Tracking System (EATS). EATS requires
sensor immgery of +the flight and hangar decks to |ocate,
identify, and track carrier enbarked aircraft. EATS will be
fully automated and hopes to significantly reduce errors due to
100% field of view and sensitive inmaging that can “see” in poor

illum nati on and i ncl enent weat her.

17 Navy Contract N68335-98-C- 0137
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Addi tional benefits that are available from the EATS are
t hat any LAN connected air departnent space (e.g. Primary Flight
Operations) has instantaneous access to enbarked aircraft
positions and status. Realize that the EATS sensor inputs
provi de far greater situational awareness of the decks than is
currently possible wth existing closed caption television
(CCTV) or the Integrated Launch and Recovery Television System
| LARTS!8 caner as. The system al so provides nore efficient data

passing than the current comunications system that relies on

sound powered phones and hand delivery of infornation. EATS
will have digitized video enhancenent and wll be able to
provide capabilities that wll allow digital illumnation of
dark areas. Specific wusers wll have the capability to
i nstant aneously zoom the view to areas of interest. The system
will also have the capability to digitally record flight

operations or deck activity so it can be replayed (in fast
forward, reverse, single frane nodes) and be used for training,

pl anni ng, and optim zing sortie rates.

As ment i oned previ ously, EATS s a devel opnent a
application to prove the concept of 100% visualization of the
flight deck and digital display of what the system “sees”. From

18 |n order to constantly nonitor flight operations, aircraft carriers enploy
a system of caneras and displays called the Integrated Launch and Recovery
Tel evision System The |LARTS system allows the ready roons, flight deck
control, and the conmbat information center to view recoveries, |aunches,
aircraft novenents on the deck, and other activities, enabling a rapid
response in case of energencies as well as a tape archive that can be used to
i nvestigate a m shap. A key conmponent of |LARTS is the nmanned island canera,
which is located about 40 feet above the flight deck. The island canera is a
pan, tilt, and zoom (10:1 zoom lens) that picks up the aircraft as it grabs
one of the arresting wires, zoons in for a close up to pick up the aircraft’s
side nunber and follows the arresting wire back to its sheaves to determ ne
which of the wires was engaged. If the aircraft bolters, the canmeraman
follows the aircraft as it departs the ship. The island canera also tracks
each of the aircraft as it launches fromthe time it is in the catapult out
to a half-mile.
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our perspective it is a data input system that seens to be
wor ki ng wel | 19,

The goal of establishing the feasibility of enbarked
aircraft tracking from carrier-nounted sensors has

been achi eved. Many hours of test inmagery were
acquired during day and night flight operations aboard
the USN Carl Vinson (CVN 70). This imgery was
successful ly used to denonstrate accurate
identification and | ocation of aircraft with advanced
i mge processing, pattern recognition, |ocation, and
tracking. These algorithms were tested under nunerous
difficult conditions: obscured aircraft; nighttine;
severe optical distortion and optical aberrations
(bl ooni ng) ; and canera notion. The test and
denonstration environnment consists of a split screen
Wndows application wth recorded video inmages

appearing wth digitized stationary and noving
aircraft (whose type and positions were conputed
t hrough EATS al gorithns). The accuracy and speed of
EATS algorithnms is easily denonstrated within this
envi ronment on nunerous video sequences (day, night,
flight and hangar decks). It is readily apparent that
conputed aircraft types, wing articulation, positions,
and orientation are correct.

The research and devel opnment of EATS has in effect proved
the concept of a sensor driven system that can input data to a
system and then display that data as real-tine tracks on a
di gital display.

It is our opinion that this system is very capable of
performng its stated function. From the limted anount of
f eedback we received from NAWC Lakehurst, the system does not
provide the Handler wth as much information as he has
currently. If the EATS were fielded today, it would not be able
to replace the Quija Board as the Handler’'s primary decision
support tool. EATS is a significant inprovenent in that the

19 Based on E-mmiled information from Devel osoft
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Handl er, in our opinion, should have - a significantly better
picture of where all the Air Wng aircraft are at any given

tine.

It has been reported that the EATS system does not have the
capability, at least in its current form to assign side nunbers
and to apply the pins, nuts and washers (again, this is referred
to as “nutology”). This limtation nmakes it |less useful than if
it were able to do so, but as stated earlier, it still shows an

accurate depiction of where the aircraft actually are on deck.

This is an inportant and successful evolutionary step of
bringing the Quija Board into the digital age.

EATS also confirnmed our theory that CCD caneras are good
sensors to use to establish the four orientation paraneters (X
and Y coordinates, orientation and trajectory). Caneras have
t he advantage of being non-invasive (that is to say nothing need
be done to the aircraft being “sensed”). This is inperative
because <coordinating concurrence by each of the different
program nmanagers for each of the different aircraft (F 14, S 3,
C-2, etc.) wuld be very difficult. If a sensor or appliqué
such as a bar code | abel or other identification tag were to be
used, each individual aircraft Program Manager or PMA woul d have
to be involved and would have to agree to the design or
appl i cation. The engineers at Lakehurst assure us that the
aircraft PMA's have been known to split hairs over the type of
pai nt used on their aircraft. It would be exceedingly difficult
to get a consensus if such a single sensor or |abel could even
be identified.

As nentioned in Chapter |Il, another consideration for
aircraft nounted sensors is the power source. Sonme sensors,
such as the IFF (ldentify Friend or Foe) or Differential GPS
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woul d only be useful when the aircraft was running on its own
power (or on the Auxiliary Power Unit (APU)) or when connected
to ship’s power (and the sensor systemis turned on). There are
even other considerations for emtting type sensors. These
systens are “telling” the receiver on the ship where they are.
An adversary able to electronically eavesdrop could exploit
these em ssions for his own purposes including targeting. An
i nposed Enmissions Control (EMCON) condition would be another
consi deration. Depending on the level, all active electronic
transm ssions fromthe ship woul d have to cease.

These sanme limtations would apply to a radi o based system
such as the IFF currently found on all mlitary aircraft. Here
t 0o, there are even nore show stopping considerations.
Differential GPS and | FF based systens would require nore than
one transceiver to accurately ascertain the target’s relative
position and orientation. If one of these transceivers was
obscured or otherw se inoperative, the conplete picture of the
aircraft orientation mght be |ost. Furthernore, these active
devices cannot relay configuration information, such as wng

position, w thout some sort of additional equipnent or methods.

The EATS devel opers are also working on a canmera system
that would replace the ILARTS. W were able to observe sonme of
the work on this systemas well. The first inpression was that
the system uses a relative limted design that uses a pan-tilt

CCD canera, simlar to the caneras used on many U. S. hi ghways.

In our opinion the pan-tilt—-zoom camera may be an excel | ent
way to acquire the identification (which in turn provides the
aircraft type) for the system However, the trade off would
appear to be a loss of visibility on the rest of the 4% acres of

flight deck as soon as the canera noved.
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Qur observations of EATS lead us to believe that it is
advant ageous to incorporate two design criteria into the Digital
Quija Board. The first is the use of nore caneras. The second
is to use a human to initially identify objects or aircraft for
the system The use of nore caneras allows for conplete
coverage of the flight deck at all tines. Thi s ubi qui t ous
coverage is required for the system to “know where all the

itens of interest are at any given nonent.

The | LARTS system provides inportant information for safety
and ot her considerations. The use of the pan-tilt—zoom canera
for this application would appear to be appropriate since it
specifically is looking at one aircraft at a tine. It is
concei vabl e that an EATS type of system could be used in |ieu of

the I LARTS system but this is beyond the scope of this paper.

The second design paraneter highlights what we consider the
advantage of the wuse of conputers to enhance the human’s
abilities. Conputers are exceptionally good of keeping track of
the varied itens in the caneras field of view  They can crunch
the mathematical |ocation information for the display based on
the input fromthe sensors. Conputers have a much nore difficult
time identifying objects, especially when the objects are at
varied distances and orientations to the canera, and
particularly when nmany of the objects are visually simlar (from
many aspects, the F/ A 18 | ooks very nuch like an F14) or when
i denti cal obj ects only vary by few di sti ngui shi ng
characteristics (such as the side nunber). W question the need
for having the conputer identify specific types or side nunbered
aircraft. G ven that this systemis being devel oped to enhance
the human’s ability to performhis or her job, it makes sense to

have the conmputer track the objects but initially have the human
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identify them The current system uses hunan operators to
provide this exact information. The introduction of a system
such as the one we are proposing is not intended to replace
personnel, but to increase their efficiency and aid them in
deci si on maki ng.

The system should be able to know where a particul ar object
or “target” is wherever it noves on the flight deck. Oice the
target is identified, the systemw ||l then continually associate
the identification of the target with its |ocation track. Thi s
is analogous to the aircraft tracking system used by the FAA or
CATCC. The system does not need to expend energy (and conputing
resources) revalidating the identification of the track once
that identification is acquired. Should the system | ose
visibility or disassociate a track fromits identification, the
system coul d request the operator to revalidate, or re-identify
t he track.

One possible nethod of how this could be done is to provide
the “raw video” (the inmage the canera is actually recording) to
the operator in a “screen in a screen” scenario, nuch |like that
found in many new TV sets. By sinply popping up a raw video
i mge of an aircraft, the user / operator is pronpted to quickly
re-identify the aircraft to the system Once the track has the

required identification, the raw video i mage wi ndow woul d cl ose.

The known processes of handling aircraft, as depicted in
Figures 13 and 14, could be broken down into elenents and used
by the system to anticipate aircraft novenment and notify the
oper at or when actual activity deviated from what was

(programed) to be expect ed.
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The Digital Quija Board nulti-canera system would have the
ability, just as the current EATS system to track and record
data from each canera. The data can be in the form of
positional coordinates or, as nentioned above, as a conposite
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video display. But nore inportantly, the system would not only
statically provide current object |location and orientation, but
also dynamically “renenber” past object novenent and conpare
this novenent to the process nobdel to anticipate possible
conflicts.

For exanple, if two aircraft needed fueling and were noving
towards the sane refueling station, the system could pronpt the
operator to direct the second aircraft to the next available
station for sinultaneous fueling as opposed to having the second
aircraft wait.

C. AVI ATI ON DATA MANAGEMENT AND CONTRCL SYSTEM

Avi ation Data Managenent and Control System or ADMACS is a
first attenpt to create a universal database for the use of al
the flight support applications currently aboard US Navy shi ps.
The followi ng describes sone of the functionality that 1is
requi red for ADMACS?O:

(ADMACS) will provide the Aircraft Launch and Recovery
Equi prent (ALRE) and air and flight operations (Air
Ops) supporting work centers on aircraft carriers
(CV/CUN class ships) and anphibious assault ships
(LHA/LHD cl ass ships) with a real tine, fault tol erant
(redundant), configuration managed, tactical Loca
Area Network (LAN) with an open system architecture in
response to the energing requirenents to nanage the
data flow within and anong these work centers and be
the data source for information to be exchanged wth

ot her Command, Control, Communication, Conputer and
Intelligence (A4l1) systens. An Evol utionary
Acqui sition (EA) approach will be used to facilitate

fielding state-of-the-art systens capabilities keeping
pace with evolving ALRE and Air Ops requirenents.
Wthin the ADMACS program a nunber of acquisition

20 Operational Requirenents Docunent For Aviation Data Managenent And Contro
Syst en( ADMACS)
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phases will be in progress simultaneously. The ADVACS
devel opnment and inplenmentation will be divided into
five increnents. Each increnent wll be nmanaged,
funded, developed and tested separately and wll
conprise systenm(s) which contribute to the overal
ADVACS devel opnment obj ectives and address the specific
requi renents of that particular user conmunity.

Surprisingly, the last sentence nentions how the different
phases will be managed and funded, but nothing is nentioned on
how the various phases w Il thenselves be integrated. Nei t her
is it articulated on how the Program Manager intends to get al
of the adjoining systens to either conformto the data structure
that the ADMACS is using or how ADMACS will eventually elimnate
the need for all the other systens to acquire and store their
own copy of the data.

The ADMACS network is conplete with redundant workstations
for input should the primaries go down, UPS for continued power
in the event of a power outage, and a thorough plan for the
users to follow in the event of system problens. In order to
better understand the data flow through the ADVACS system from
t he user perspective, an Input/CQutput Survey was nmade. Appendi X
D features this survey. The nodest survey responses are in
Appendi x E.

The network diagram in Figure 15 shows the conplexity of
the ADMACS network and all of the workstations and different

departnments that it integrates to?2l,

21 Figure 15 is actually inconplete, for nore of the network topology,
reference the NAVAIR 51-15ABH 1-74 Operation and Mintenance Aviation Data
Managenment and Control System (ADMACS) And Integrated Shipboard |Information
System (1 SIS), section 003, pages 11 thru 17).
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Figure 15. Portion of the ADVMACS Topol ogy

Qur concern with ADMACS has less to do with the concept
than wth the actual inplenentation to date. W agree
whol eheartedly that their needs to be a system that allows all
of the various users in dstinct |ocations, nost renote to each
other, to have conplete data visibility. W have not found
satisfactory reasons as to why the system has been so long in
devel opment and why, after nearly ten years, nany of the needed
features are still not included. The proposed Block Il upgrade
will, if devel oped as depicted, bring a great many nore shops on
line with the ability to interact. This is needed to provide
data that others wll need for their Plan-Decide-ACT (PDA
cycle. But as it stands, the only hard coding behind the Bl ock
Il Upgrade is a 40 slide Power Point presentation that the
engi neers have pieced together in order to make the appropriate

sales pitch to eventual users.

The need for a total system has been established
unfortunately, there does not seem to be a clear set of
requi rements, provided by the OPNAV sponsor, for the engineers

to wite code and develop the tool. Further, the current

53



version of the tool is not wi dely deployed. A full deploynent
of the tool to all operational units would generate the feedback
to inprove the system with Block Upgrades, vice bring in
additional capabilities that could have been included in the
initial release. It appears that the devel opnental prototype
was rel eased for general use, a less than desirable scenario for
sof tware devel opnent .

Additionally, the use of specific (out dated) hardware
tightly coupled to the system wll neke it very difficult to
expand the capabilities of the existing software. It also nmakes
it difficult to inplenment the system on the ships that do not
have the system yet or provide repair parts for installed
systens because the original hardware is no | onger nmanufactured.
The Hewl ett-Packard conputer, currently used, has been out of
production for several years. In the neantine, the systens
command is apparently stockpiling available parts and retrieving
ol der systens from Defense Reutilization and Marketing Ofice
(DRMO) sites around the country.

D. | NTEGRATED SHI PBOARD | NFORMATI ON SYSTEM

The Integrated Shipboard Information System(dSIS) repl aces
the Plexiglas status boards used in Air Qperations (AIR OPS),
Carrier Controlled Approach (CCA), Primary Flight Control (PRI
FLY), and Flight Deck Control (FDC) with nonitors and |arge
screen displ ays. Oficially, the ISIS is an integrated part of
the ADMACS in that it wuses the information from the other
shi pboard systens to acquire the information that it displays?2.

ISIS is an electronic data processing and display

22 NAVAI R 51- 15ABH 1- 74 Operation And Mai ntenance Aviation Data Managenent And
Control System (ADMACS) And Integrated Shipboard Information System (ISIS),
section 003, page 3
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system facilitating the tineliness and accuracy of air
operations information provided to decision nakers
onboard CV/CVYN class ships during shipboard flight
oper ati ons. ISIS interfaces wth other shipboard
tactical, navigational and neteorological databases.
Through ADMACS, |SIS enables rapid input; collection,
processing and distribution of air operations data and
the display of this information to all required ALRE
and Air Ops work centers throughout the ship.

As wth ADVMACS, nost of the Fleet Carriers and Anphi bi ous
Assault Ships do not have the system yet. Qur best information
indicates that NAVAIR has spent over $74 MIllion on the
devel opnment of the ADMACS and |SIS systens. The schedul e for
t he depl oynent to the renmaining ships is detailed in Appendi x F.
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V. PEER-TO- PEER (P2P) NETWORK COVMUNI CATI ONS

A | NTRODUCTI ON

It is inportant to enphasize that the Yellow Shirt on
flight deck is the Aircraft Carrier’s best and nost reliable
sensor. \What steps nust be taken to connect the Yellow Shirt to

the systemthat manages aircraft novenent?

It seenms logical to push digital information to the sailors
on the flight deck to increase operational environnental
awareness. More inportantly, if the system can request specific
informati on from people in the environnent, the accuracy of the
operational picture depicted on the Quija board will be that

much better.

Communi cation on the flight deck is primarily visual, but
radios are also used. Energent technology including hand-held
devi ces and wearabl e conmputers could be used. As discussed in
the introduction of this thesis, the nore visual information

provi ded to deck personnel, the better for the system

| deal ly, the flight deck should be viewed and nanaged as a
network. If each aircraft and each person is treated at a node
on that network, the issues of facilitating communication and
flow of information becones a pure network nanagenent exerci se.
Primary network managenment issues that could be addressed in
this context would be Bandw dth Managenent, Scalability and
Mobility, Reliability, Communi cation Integration and Self-
Organi zi ng Behavi or.

Naval Postgraduate School, in association wth the Joint
Futures Laboratory, Joi nt Forces Command and the Joint

Experimentation Directorate, conducted a Limted Objective
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Experiment (LOE) to exanine Peer-to-Peer (P2P) conputing on
hand-held and portable devices in a wreless network
environnment. The prinmary objectives of the experinent were to
denonstrate the potential of wreless portable P2P conputing
technologies and explore how the technologies could inpact
operational Command and Control. Many of the findings generated
as a result of the LOE can be directly applied to the flight

deck communi cati ons sol ution.

While it was outside the scope of this thesis to execute a
l[imted objective experinment on flight deck conmunications, the
P2P LOE findings did denonstrate that elenments of network
managenent should be taken into consideration when designing a
conprehensive aircraft handling system The system could be
designed with future functionality in mnd. Limting system
functionality to avail abl e har dwar e and sof twar e S

shortsi ghted, considering technol ogi cal advances.

Peer -to-peer conputing is the sharing of conputer resources
and services by direct exchange between systens. In a peer-to-
peer architecture, conputers that have traditionally been used
solely as clients comuni cate anong thenselves and can act as
both client and a server, assumng whatever role is npst
efficient for the network. This concept of conputing isn’'t new
(the idea is over thirty years old), but the energence of faster
conputing power, |larger bandwi dth capability, and relatively

i nexpensi ve storage, warrants serious reconsideration.

A recent exanple of successful P2P conputing would be the
uni versal file-sharing nodel or exchange of digital nusic files

via the Internet popularized by “Napster”.

The P2P LOE at NPS used an urban hostage scenario and
Reconnai ssance and Surveillance Teans (RST s). The RSTs used
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hand-held and portable wreless-enabled devices to build
environnmental and situational awareness. This awareness was
used to augnent the planning of a subsequent hostage rescue

m ssi on.

B. NOC ROLE, P2P W RELESS NETWORK BUI LDI NG BLOCKS

The main role of a Network QOperating Center (NOC) is to
manage and maintain network hardware and software. During the
LCE, the NOC provided a high |evel of situational awareness that
was fed to both the NPS Command Center and J-9 Headquarters.
This awareness assisted the LOE team nenbers to naintain
consi stent communi cations during the experinent, and to coll ect
the experinental data. On the flight deck, the ability to
mai ntain consistent comunications is crucial. It is not
unreasonable to envision an expanded role of the Flight Deck

Control Center to include this type of network managenent.

The research role of the LOE NOC was to explore the
feasibility of bandwi dth managenent for P2P collaborative
application clients, scalability and nobility of collaborative
network, integration of P2P with client-server conmunications,
and feasibility of P2P collaborative network self-organizing
behavi or. The LCE NOC acconplished these research tasks by
i mpl ementi ng vari ous nmeans of net wor k configuration,
performance, and fault nanagenent to observe network and

appl i cati ons behavi or.

The first step in managing the network involves devel oping
a network nodel. The NOC manager begins the nodeling process by

creating or capturing the network topol ogy.
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C. SI MULATI ON, ANALYSI S AND RESOURCE ALLCCATI ON

Once network topology is conpleted, a software sinulation
tool can be used to predict expected network performnce. The
sinmul ation enables decision makers to predict efficiency and
capacity of a proposed network before equipnment is actually
acquired. Sinmulation results also provide detailed information
on network traffic and can differentiate, for exanple, the
traffic attributable to the wreless segnent of the network.
O her useful performance el enments include LAN |oad, throughput,
data dropped, delay, nedia access delay, HITP traffic sent, HITP
traffic received, HITP page response tinme, and HITP object
response tine. This data becones crucial when allocating actual
resources. The sanme date can be used to anticipate limtations

t hat woul d i npact operational success due to systemreliability.

D. MCODELI NG FLOW CAPTURE AND APPLI CATI ON ANALYSI S

Commer ci al product s such as OPNET’ s Appl i cation
Characterization Environment (ACE) Application can be used to
capture packet data necessary to analyze application specific
| oads. Files and associated packet traffic is traced and
documented to <create an accurate nodel of network data
exchanges. This data can be wused to populate both the

application | ayer and network |ayer views in OPNET.

ACE can also be used to analyze the use of IP addresses.
Dynam ¢ Host Configuration Protocol (DHCP) provides a neans to
dynami cally allocate |IP addresses to conputers on a |ocal area
network (LAN). The system adm nistrator assigns a range of IP
addresses to DHCP and each client conmputer on the LAN has its

TCP/ I P software configured to request an IP address from the
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DHCP server. The request and grant process uses a |ease concept

with a controllable time period.

In the case of flight deck operations, permanent |P
addresses would be nore appropriate than DHCP since there are a
finite nunber of possible nodes on the ship (aircraft, support

gear, sensor and people).

E. NETWORK MANAGEMENT SOFTWARE AND SNWP

Products such as Spectrum Network Managenent Software
enabl e NOC managers to “drill down” into the network and provide
detailed views of the network at user-defined |evels. Alarns or
custom zed notifications can be established. System status
changes can be indicated by a change in the associ ated conmponent
icon color (from red to yellow depending on the paraneter).

Various views of the network can al so be custom zed i ncl udi ng:

“Cabl ewal k” view. The layouts of the access points
that are connected to the LAN. Detailed information
about each access point can be viewed by double

clicking the associated icon.

Devi ce Topol ogy. This detailed view displays each
networ k component. A normal connection is represented
by a green color. An icon will turn red if performance
has fallen beneath a set paraneter. A yellow icon

will represent the conponent nearing the paraneter.

Link State View. Each conponent w Il display a green

yell ow or red color depicting the health of the Iink

Sinpl e Network Managenent Protocol (SNWP) is the Internet
standard protocol devel oped to manage nodes on an | P network.

SNWP is not limted to TCP/IP. It can be used to manage and
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nmoni tor various types of equipnent including conmputers, routers
and hubs. It is used extensively by Spectrum to discover, node
and nmonitor a network. Active TCP connections can be nonitored

for any SNMP conpliant asset on the network.

F. NETWORK PERFORMANCE AND FAULT MONI TORI NG

Net wor k nmanagenent software can facilitate effective event
tracking and system nonitoring. The tools are versatile and can
allow participants to see how activities mght inpact the health
of the network. There are sufficient user-defined parameters
and alarnms that allow the NOC to shift assets to avoid hindering
packet traffic during an operational scenario. Sol arw nds
Net wor k Managenent System is comercially available software
that can be used to nonitor elenments of network performance and
faults. These elenents include Network Performance, Current
Response Tinme and Percent Packet Loss, Average Response Tine and
Percent Packet Loss. Information can be displayed graphically or

in a tabular chart.

Net wor k performance and fault managenent can be nonitored
simul taneously. Elenents of fault nanagenent that can be

eval uat ed i ncl ude:

Events and traps originating from wreless network

el enent s.

Configured alarm paraneter |evels. Source, severity, and

type are docunent ed.

User-defined action scripts registered for certain
alarm types or netwrk elenent instances. Actions

could initiate NOC manager notification through e-mail
or pages (beeper).
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Col or - coded hi er ar chy di spl ay for alarm |evel
i ndi cations. Exanples included mnor (yellow), warning
(cyan), mmjor (orange), critical (red), informationa

(white), and deconm ssi oned (bl ue).

Reported nunber and tinme distribution of selected
alarms, alarm severity, alarm state, or network

el enents aff ected.

NOC managers can determ ne alarm configuration and use the
alarns to indicate network trouble before problens are actually
realized. For exanmple, if a network has severe packet | oss
bet ween nodes, this would be clearly indicated and docunented in
t he network, managenent software |ogs. Major alarns would appear

if a node lost total connectivity fromthe network.

G BANDW DTH MONI TORI NG

The bandwi dth nonitor feature of Network Managenent Tools
provides a variety of display options. Information can be

di spl ayed either graphically or in a tabular chart format.

The primary limtation of this function is that each
network asset has to be SNWP conpliant (Sinple Network
Managenent Protocol was discussed previously in section E of
this chapter). 1In the exanple of the P2P LOE, only four of the
six (laptop) termnals had functional Managenent |nfornmation
Bases (M Bs), so Bandwi dth capability could only be nonitored on

t he servers.

A MB is a database of managed objects accessed by network
managenent protocols. An SNV MB is a set of paraneters which
an SNVP managenent station can query or set in the SNVP agent of
a network device (e.g. router).
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The SolarWnds TraceRoute nodule can also be wuseful in
eval uati ng bandw dth usage. The utility will not only docunent
t he packet traffic paths taken from each node on the network, it
al so displays selected SNWP information about each device
encountered. TraceRoute can be used to evaluate or query SNW
conpl i ant machi nes outside the network. Packet response tine and
packet |oss information can also be displayed both as a nunber

and as a bar graph.

H. P2P LOE FI NDI NGS

Factors affecting overall performance of the LCE network
appeared to focus on the application layer of the OSI nodel
Performance netrics were not consistent across all devices, but
this could be attributed to location of the individual teans
relative to the wreless access points or individual |aptop
application configurations with regards to processes running in
t he background on each node.

The primary reconmmendation to inprove application packet
transfer would be coordinated turnkey configurations on each
node of the network. Specifically, adjust the system
configurations so there are mnimal applications running in the
background on the nodes.

A mobile node should be able to nonitor its own signal
strength and bandwidth utilization. This was a critical form of
operational feedback provided to the teanms from the NOCC. The
result was the teans adjusted their physical |ocation or changed
applications being used on their devices.

The experinment denonstrated the scalability of a wreless

P2P col | aborative networking, yet enphasized the network

overhead needed to synchronizing voice over |P conmunication.
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Voi ce packets were sequentially routed with other application
packets, but the result was seemngly broken conmunication.
O her traditional voice comunication nodes were nore reliable.

The data sharing features scal ed-up effectively.

The experinent denonstrated that P2P and Cient-Server
integration is feasible, but sensitive to roam ng between the

access point coverage areas.

Application sharing was especially sensitive to roam ng, as
applications would drop when a team crossed a boundary of access
poi nt coverage. There was substantial packet loss until the
application was restarted in the new area, so error checking and

system synchroni zati on/restoration features are necessary.

Sel f - organi zi ng behavi or was denonstr at ed when
Reconnai ssance and Survey team nenbers swi tched nodes of
comruni cation due to signal loss or interference. Yet, the
strongest (and unexpected) effect of self-organizing behavior
energed at the command and control center site when network
center nmanagers were able to effectively nonitor performance and
fault data, synchronize this data with the voice and data
sharing calls, and adjust assets or operations before packets
and connectivity between peers was |ost. Essentially, new
channel s of communi cati on between team nenbers were facilitated

inreal tinme by the NOC nonitoring team el enents.
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V.  MACH NE VI SI ON

A | NTRODUCTI ON

The biggest challenge in devel oping the conceptual design
of the next generation Quija board is fornulating how action in
a dynam c operational environnent could be captured, processed,
interpreted, sunmarized, and displayed for decision nmakers in

“real tinme” or as action occurs.

The technology is available to digitize the display of the
Quija Board, but sinply replacing the physical tenplates and
representative hardware with virtual icons wll not be value
added. The optimal solution would have to automate the capture
and display of object location, orientation, and novenment. This
solution could share the sumary operational picture and
associ ated information with all the actors and stakehol ders who

contribute, interact, use or service aircraft in their jobs on

the carrier. Further, the solution would have to help collect,
collate, correlate, interpret, analyze, summarize and display
all input fromthe systens that inpact flight operations.

The present Quija Board is located in Flight Deck Contro
(FDC). A decision nmaker can either call FDC and ask questions
about the operational picture or physically visit FDC to see the
static board. The optinmal system would web-enable the summary
di splay so the operational picture could be easily seen from a

browser on any conputer with access to the ship’ s network.

A caveat to this project was that, when considering
possi bl e solutions, no hardware coul d be added to any aircraft.
So we logically considered different sensors and nethods for

capturing the required information passively. As discussed in
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Chapter 2 of this thesis, there are several comrercial systens

avail abl e for capturing object information.

B. PASSI VE VI SUALS SENSORS

Aircraft l|ocation and novenent information are currently
captured and reported in the process described in the
introduction of this paper. Human beings capture information.
Therefore, for the purposes of this chapter, the proposed sensor
conmponent of the next generation Quija Board will be conpared to

t he human sensors currently used.
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Fi gure 16. The Human Eye23 and the CCD Caner a24

The primary human sensor for capturing and reporting

aircraft |location, orientation, and status is primarily the

human eye. As shown in Figure 16, the human eye and the
23 Three-Di nensi onal | magi ng Techni ques, Takanori Okoshi, “Construction of the
human eye”

24 The ccD Canmera portion of this illustration is from
http://ww. pul ni x. com i magi ng/ pdf s/ pri mer. pdf, PULN X America, Inc.
I ndustrial Products Division, “Introduction to "Video 101"”
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standard Charge Coupled Device (CCD) or digital cameras have
simlar characteristics. The cornea protects the human eye
while a glass cover protects the CCD. Each has a lens and an
area to receive and interpret the anbient light reflecting off
objects in the environnment. The human retina has rod and cone
cells that capture and encodes inmage data while the CCD has an
array of pixels and either a horizontal or vertical shift
register. The eye's data is transmtted forward via the optic

nerve where the CCD transmts its data via fiber optic cable.

C. LANDVMARKS AND SENSCR LOCATI ON

Where coul d passive sensors be located in the operationa
flight deck or hangar bay environnent? During the data
collection visit to USS TRUMAN (CVN 75), the authors noted the
symmetrical location of all the aircraft securing points
(padeyes) on the flight deck as illustrated in Figure 17.
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Fi gure 17. Aircraft Securing Points (Padeyes)?2°

As discussed in Chapter |1, visual or pressure sensitive

sensors could be installed in each of the padeyes on deck, but

25 This illustration was conpiled from actual ship’'s drawings for the
Nimtz class Aircraft Carrier.
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the initial installation, associated wring, and subsequent
requi red maintenance would be cost-prohibitive. Al so, these
sensors would only be able to | ook up at the bottom of an object

or sense pressure when an object was actually upon it.

The primary benefit of noting the symetry of the padeyes
in the flight and hangar deck is that the padeyes can be used as
| andmarks or reference points to assist in l|ocalizing where an
object is on the deck.
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® Catapult Safety Light Red/Green
Fi gure 18. Fl i ght Deck Lights26

The symetrical location of all lighting fixtures as

illustrated in Figure 18 above as well as the flood |anps used

26 NAVAIR 51-50AAA-1 003 00, Change 3 - 1 February 1999 Page 3. “Typical VLA Lighting
Arrangement (CV/ CVN)”

70



to illumnate the flight and hangar deck is also useful. In
nost cases, there is roomeither in the light fixture or on the
light nmount to support an added sensor. Even if the 1|ight
fixture won't support the extra sensor, the sensor could use
that |ight power cable.

Field
of -
View

Fi gure 19. Vi sual Sensor Munted at the Deck Edge2’

For exanple, a CCD canera could be nmounted in the wheel
stop coamng at the deck-edge as depicted in Figure 19 or
mount ed bel ow a floodlight high on the island as shown in Figure
20.

-
‘k_"’""""ﬁ i = -'ﬂ£j = LIGHT FIXTURE

L- g .-G.rl —u{/
:f”f —
u'.‘a'o"-'" 2l '-I_I '_"__---.‘- }‘f_l;;é:au

Eﬁ;?hh“hx ’ﬁ;ﬁ*'_[z

pasl'rlnmm:. BRACKET
CCDCANERE — %%

Fi gure 20. CCD Canera Mount ed Bel ow a Fl oodl i ght 28

27 This figure was based initially on the Deck Edge Light Assenbly 514610-1
(Sheet 1 of 2) in NAVAIR 51-50AAA-1 004 00,

28 Based on the Floodlight Assenbly (PAR 56) 506829-1 (Sheet 1 of 3)NAVAIR
51- 50AAA-1 006 00, Change 2 - 1 Novenber 1995
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D. | NTEGRATED FI XED FI ELDS OF VI EW

Once caneras are strategically nmounted, the various fixed
fields of view can be analyzed and then integrated wi th other
fields of Vi ew to systematically pi npoi nt dom nant
characteristics of the individual objects in relation to the
fixed landmarks on the flight and hangar decks. | ndi vi dual
pixels in each fixed frame could be referenced to the fixed
padeyes or deck lights introduced previously. If an object is
near a known | andmark, the system could interrogate the fields

of view from correspondi ng caneras as shown in Figure 21

Field of View

Field of Yiew

Figure 21. Integrated Fields of View

For exanple, if a fixed canera on the island recognizes an
aircraft in its field of view, the system wll know which
general area the object is in. Line of sight from the island
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camera wWill queue the system and estinmate object |ocation on a

deck Cartesian coordinate grid as shown in Figure 22.

Figure 22. Fl i ght Deck Cartesian Coordi nate System

E. OBJECT HANDOFF BETWEEN FI ELDS OF VI EW

Another theory to reduce processing requirenments could be
nmet hodol ogy simlar to cellular phone service. A cellular phone
custoner talks to a colleague on the phone while he drives down
a hi ghway.

Fi gure 23. Cel lul ar Signal Hand-of f2°

As shown in Figure 23, the call is initiated on the cel
antenna with the strongest signal. As the caller proceeds down
the hi ghway, the signal to the first antenna becones

29 Graphics adapted from http://ww. howst uf f works. contf cel | - phone2. ht m June
20, 2002
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progressively weaker but t he same si gnal is getting

progressively stronger at the second antenna.

Each antenna along the highway nonitors signals within its
range. The system determ nes when the signal is switched to the
subsequent antenna. Seamlessly and wthout apparent signal
interruption, the phone conversation is continued, but the

signal is now fromthe second antenna.

The signal hand-off from antenna to antenna in the cellular
phone exanple is an excellent analogy for how passive video
canmeras can be integrated.

Fi gure 24. Field of View and Qbject Hand- of f

As an object noves fromfield of viewto field of view, the
intelligent agent proactively nonitoring an objects |ocation and

orientation will activate or capture the object in nore than two
camer as.
Two things can occur at this tine. The system can then

determne orientation of the object and identify both the
visible and the unseen |andmarks to determine the x and vy
coordinate and/or interrogate the appropriate canmera, canera 1
in this case, as shown in Figure 24 above.
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In order to reduce latency, the system could reduce the
processing required to resolve that an aircraft has entered
canera 1's field of view as opposed to processing all fields of
view where the aircraft isn't. Because the canera is

perpendicular to the flight deck, the exact “x” coordinate of
the | eadi ng edge of the object could be pinpointed. The system
could then wuse this information to mnimze the processing
required on other images in relation to this object.
Specifically, if the object Is an aircraft wth known
characteristics and dinensions, only the effected portion of
each of canera 2 and canera 3 inmges has to be interrogated
and/ or resolved. Because the fields of view are fixed and the
di mensions of the aircraft are known, the overlapping fields of
view will require less processing to confirmthe |ocation of the

obj ect.

F. FUNCTI ONALI TY DI SCUSSI ON

For the purposes of this thesis, 30 frames per second wll
be sufficient to all the system to not only process but also
integrate fields of view from several caneras. Considering how
qui ckly a processor operates, tine is essentially stopped for
that 1/30'" of a second. Because the conputer can process
information so quickly, results are theoretically displayed in

“real time”.

Real tine describes a human rather than a nmachi ne sense of
time. It is a level of conputer responsiveness that a user
senses as sufficiently inmediate or that enables the conputer to
keep up with sone external process.

VWhile it is outside the scope of this paper, sinultaneous
and parallel processing of images is possible and supports the
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concepts of processing information in a conplex environment in

real tine.

The real power of imge processing and inage integration
initially includes the ability to subtract fixed portions of an
image to isolate only those things that have changed or noved.
The next is the ability to resolve imges by conparing offset

i mages.

This flexibility wll facilitate the vision of reduced
manned ships and possible |limt the staffing needs on deck. I n
a future system the aircraft on deck will either be renotely
piloted or will have handlers directions to the pilot fed via

data link to the pilots Heads-Up D splay.

A very sophisticated system could differentiate between an
aircraft and the technician riding a wwing while the aircraft is

towed to a new | ocati on?

It is conceivable that intelligent agents responsible to
track the human could not only determne specific x - vy
coordi nate, but triangulate the z coordinate (distance above the

deck) as well.

Linb and torso orientation of the humans on the flight deck
could also be discerned and considered in the decision support
system as depicted in Figure 25. There is software available to
track the exact orientation of the eyes, but this type of
recognition currently requires dedicated caneras and a constant
nmoni t ori ng. Since flight deck personnel wear protective eye
coverings, the nost efficient nmethod for this |evel of

observati on woul d be sensors inside the individual goggles.

76



How much detail?

e Head

e Arms
e Trunk
o Legs
o Feet
ot
COME AHEAD STOP/APPLY BRAKES HOLD HOT BRAKE
Fi gure 25. Act or Rendering and Hand Si gnal s30
The system could interpret hand signals and Dbody

orientation. Then the system could anticipate a conflict and
either notify a yellow shirt of a potential conflict or safety
notification and gi ve the handl er updated information to adjust
directions to the pilot or directly countermand the pilot over

the tower radio.

This level of effort can result in heightened situationa
or environnmental awareness. The system could interpret the
orientation information of the actor and use that data to pronpt

that or another actor to beware of or |ook for potential danger

30 Adapted from Aircraft Signals NATOPS Manual, NAVAIR 00180T-113
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(i.e. look right, jet turning, jet blast envelope wll cover

your | ocation).

1DLE POWER
40 20 FEUET 20 40
120 120
100 100
100°F
80 88 mifh 80
175°F 103 mi/h
20 200°F 120 mih 20
o L |B5F | wimm |
TURBINE BLADE ; TURBINE BLADE
FEET DANGER AREA DANGER AREA FEET
ENGINE
et E i INLETS
SN (25-FOOT
i _ DANGER
e i AREA])
Fi gure 26. | dl e Power Exhaust Tenperature and Vel ocity31

As shown in Figures 26 above and 27 on the next page, jets
exhaust tenperatures and velocities paranmeters for all the
various aircraft on deck can be catal oged in a system database.
Idle through mlitary power variations could be considered by
the system and used to pronpt actor notifications when potenti al

conflicts were deterni ned.

31 Adapted from NATOPS Flight Manual Navy Mbdel F-14A Aircraft, NAVAIR 01-
F14AAA- 1
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(EXHAUST JET WAKE TEMPERATURE)

(EXHAUST JEY WAKE VELOCITY)
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Fi gure 27. Exhaust Tenperature and Vel ocity32
32 Adapted from NATOPS Flight Manual Navy Model F-14A Aircraft, NAVAIR 01-

F14AAA- 1
79



G PROCESSI NG REQUI RVENTS

When processing inmages, the first imge is the default
i mge (I M). Al'l known fixed portions of that image will be
i medi ately subtracted to streanline the bandwdth and
processing requirenents. This process could al nost be conpl eted
at the canera itself.

The camera could be as basic as possible. Varying |ight
m ght becone a factor in the operational environnent, but a

camera with a fixed aperture and fixed lens with the m ninal

nmoving parts wll result in less nmaintenance and higher
reliability.
Software wi ||l be the determning factor using this

strat egy. For exanple, if the CCD has to be exposed for 1
m crosecond for normal light, it may need up to 3 mcroseconds
for the sane equivalent exposure in low [|ight. The | onger
exposure may cause blurring depending on what is noving and how
qui ckly objects are noving in that frane.

The sinple canera will have to work in intense and |ow
light situations. Al though cost wll be a factor that wll
i npact the final nunber and type of caneras used, operational
flexibility and system reliability regardless of the anbient
light will inevitably cause the organization to use caneras wth
Infra Red (I R) spectrum capabilities.

The CCD canmera can take up to 30 individual imges of the
same scene every second, but for that 1/30-second, tinme stops.
Al'l caneras feed their respective image to fill their portion of
t he panoram c view of the flight deck.

The system for exanple, would allow the Commanding O ficer

of the ship to nove a virtual franme anywhere on the flight deck
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using his browser and conputer. Figure 28 illustrates a

possi bl e canera nunbering, positioning, and integration schene.
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Fi gure 28. Canmera, Position, and Integration Schene

A joystick and franme icon over the silhouette of the ship
woul d | et the operator focus on any part of the deck. Possible
functionality would include freeze frane, replay, and enhanced

capture for safety and m shap situations.

Parallel systens could tap specific canera feed for
detail ed streaned video in real tinme. A second system could be
used for instant replay. A third could exanm ne and antici pate

movenment and conflict infornation.

In a fixed mcrosecond, assumng the ultinmate system coul d
effectively capture, integrate, and store up to 30 panoramc
i mages per second from fifty caneras, each canmera required one
Meg of nenmory or 50 Meg per panoramc shot and 1500 Meg per
second.

A significant archiving capability would be required.
Wi |l e permanently archiving one hundred percent of the raw video

is inpractical, appropriate rules could be established to
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archive significant parts of the raw footage that woul d docunent

fires, crashes, and other casualti es.

Another alternative is to determne if virtual sinmulation
based on the real tinme rendering of objects when reenacting
events that led up to a catastrophe woul d be acceptabl e.

H. ALTERNATE SENSOR LOCATI ONS

The optimal placenent of sensors is yet to be determned. A
single canmera that could resolve the entire flight deck would be
t he easi est scenario, but that sensor would have to operate in

all ambient light and weat her conditions.

Two potential strategies could be Unmanned Aerial Vehicles
(UAVs) or Mast Munted sensors.

Fi gure 29. UAV On Station Above Ship33

The UAV featured in Figure 29 is the Aerosonde by Aerosonde
Robotic Aircraft Ltd. The UAV is a small robotic aircraft
devel oped primarily for |ong-range environnmental nonitoring and

33 Gaphic features the 'Aerosonde'. Illustration by Aerosonde Ltd. at

http://ww. aer osonde. com
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surveill ance. It has been devel oped especially for
nmet eor ol ogi cal and envi ronnmental reconnai ssance over oceanic and
renote areas and in harsh conditions. Its econony and
flexibility allows routine operations on a nmuch w der scale than
has been possible in the past and could possibly take station
above the flight deck of a carrier. It has been extended to
survei |l l ance and ot her reconnai ssance applications already.

The Aerosonde is being deployed to fill chronic gaps

in the global upper-air sounding network, to conduct

systematic surveillance of tropi cal cyclones and ot her

severe weather, to undertake offshore surveillance and

agricul tural/biol ogi cal surveys, and to obtai n
speci al i st observations, such as vol canic plunes. 34

Thi s $50, 000 gasoline engine UAV would normally operate at
an Altitude of 20,000 feet and could travel as far as
approxi mately 1800 nm On station tinme is approximately forty
hours with a cruise speed of 70 nph and a nmaxi mum speed of 85
nph. The optinmal altitude and speed need to be determ ned.

Slow flight characteristics were not avail abl e.

Limtations of this platform wuld be payload and
bandw dt h. Flying directly over the ship between two and three
hundred feet would allow a CCD canmera to effectively see all

activity on the flight deck through one |ens. Dependi ng on
opti cal characteristics, nore than one canmera would be
war r ant ed. An effective line of sight, high frequency signa

woul d be required to relay the operational picture.

Sensors and required hardware to keep the UAV autononously

on station plus transmt the streamed video of the flight deck

34 http://ww. aer osonde. com June 20, 2002
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m ght inpact the endurance of the UAV. Har dware and software

needed to process the video should remain on the ship.

An advantage of the UAV directly above the ship is it could
be wused for passive surveillance of the surrounding area
simul taneously with the flight deck. A di sadvantage of this

scenario is that an eneny mght use the UAV to | ocate the ship.

The new CVNX class carrier wll feature a smaller island
with | ess radar cross section. A single nmast with nmounted CCD
canmeras would still be feasible. The mast would have m ni mal
radar cross-section, yet sinplify the challenge of capturing
| arge quantities of streaned video feeding optical cable through
the center of the mast. The |ightweight caneras as featured in
Figure 30 could be mounted hi gh enough above the deck to allow a

conpr ehensi ve operational picture.

Mast Mounted

; CCD Cameras
(integrated Fixed Fields OF view)

Fi gure 30. Mast Mount ed Caner as

Commercially available hardware and software could be
integrated with appropriate sensors on the flight deck to

passively capture all object novenent on the fight deck.
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VI. USE OF AGENTS

A. TERM NOLOGY

Agents are progranms that are able to respond to their
environnment and that have sone effect on the environnment by
their actions. They carry out a task unsupervised, so they are
characterized as autononous. Intelligent agents take this one
step further and apply sone degree of what s terned
“intelligence” to a task. The intelligence may be mninmal but
often wll incorporate a degree of learning from past

experi ence.

There are many ways in which software can | earn. Two of
the current technologies used for this are Neural Networks, and
Case- Based Reasoni ng.

A neural network is wusually an analytical tool that is
designed to function the way neurons in the human brain receive,
process, store, and comunicate know edge. Used to solve
problens that typically defy formula-based analytical nethods,
neural networks produce answers based entirely on enpirical
evidence, or in human terns, through experience. This occurs
frequently when there are | arge nunbers of variables involved in
the consideration of any one action in the nodel. The advantage
to Neural Networks is that the software is adaptive or it has
the ability to learn from experience. This is acconplished by
programming a finite nunber of variable paraneters that have
distinct results in the initial program The system is then

able to use training algorithns in the foll owi ng ways3s:

35 http://ww. statsoftinc. conttextbook/stneunet.htnl, June 20, 2002
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Neural networks |earn by exanple. The neural network
user gathers representative data, and then invokes
training algorithms to automatically Jlearn the
structure of the data. Although the user does need to
have sone heuristic knowl edge of how to select and
prepare data, how to select an appropriate neural
network, and how to interpret the results, the |evel

of user know edge needed to successfully apply neura

networks is much lower than would be the case using
(for exanpl e) sone nor e traditional nonl i near
statistical nethods.

The wuse of neural networks s appropriate when any
relationship between input variables and output variables
exi sts, even when that relationship is very conplex. They are
“best wused” for fault diagnosis and event correlation due to
their efficient pattern recognition properties. They typically
are used when there is a deep understanding of their domain.
Additionally, they are an effective alternative when other
nmet hodol ogies fail. Neural networks are able to handle
i nconpl ete, anbi guous and inperfect data. This has consi derable
inplications for our real-wrld application since it is
realistic to predict that the standard node of operation

i ncl udes inperfect information.

Case Based Reasoning (CBR) is another nethodology that is

used to enable software to “learn”. Case- Based Reasoni ng nakes
use of a library of solutions to known problens. The obvi ous
i ssue here is what will happen when the |ibrary does not contain

the answer to the question or problem at hand. This, in fact,
is the single largest drawback to CBR36, Nonet hel ess, CBR is

effective and has the foll ow ng advant ages:

36 Along Lin, Hewlett Packard Labs, Feb 1998, A Hybrid Approach to Fault
Di agnosi s in Net wor k and Syst em Managenent ; page 2,
http://ww. hpl . hp. com techreports/ 98/ HPL- 98- 20. pdf
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While there are nmany other nethodol ogies that nmay be

it can solve problens wthin partially understood

domai ns.

It can reason by anal ogy efficiently.

It can | earn from new cases

Its know edge representation is |less restrictive.
It allows faster know edge acqui sition.

It can eval uate a proposed sol ution

It is considered beyond the scope of this thesis to
determ ne which nethodology is nost appropriate for use on the
Digital CQuija Board. W nerely nmention it here to afford the
reader a better understanding of what is nmeant by the concept of
software that is able to “learn”.

B. VWHAT AGENTS CAN DO

The adaptive properties inherent to agents make them i dea
for the use in this endeavor. Assum ng the next generation
Quija Board and Air Departnent Data Managenment System proceed
without a conplete overhaul or consolidation of the many
different databases, agents could be wused to integrate the
| egacy parts. They could be used to locate, input and retrieve
data from various systens. The “learning” would be useful in
that the agents would be able to determne data paths and
formats from previous “experience”. This would benefit the
system by the increased efficiency in which the agents are able
to read, wite and display pertinent information from dissimlar
prograns or databases.
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Use of agents is attractive because they are able to
perform tasks for the wuser that greatly enhance the wuser’s
ability to work effectively3’. Agents are always avail able and
can act as the user’s proxy in predeterm ned routine tasks when
the user is otherw se engaged. When one considers the vast
nunmber of activities associated in everyday operations aboard
the carrier, there is sinply too nuch information for the humans
i nvol ved to adequately nmonitor. An agent can act and react to
situations quicker than the user could because an agent is able
to observe its environment conpletely all of the tine. It is
not subject to human inattention or loss of focus. Thi s
t hor oughness all ows an agent to performrepetitive tasks w thout
getting bored. Agents are also flexible. They may be
specifically designed to adapt to changi ng circunstances or user

pr ef er ences.

Sonme intelligent agents can also interact with one another.
There is considerable research in this area, with many exciting
possibilities. Some of the attributes of an intelligent agent
are |istedss:

Aut onommy: agents operate wthout the direct
intervention of humans or others, and have sone

kind of control over their actions and internal
state

Social ability: agents interact with other agents
and (possibly) humans via some kind of agent
comuni cati on | anguage

Reactivity: agents perceive their environnent
(which nay be the physical world, a user via a

37 lan Dickinson, Jul y 1998, Human- Agent Communi cati on

38 Bj 6rn Hermans, Thesis for the Tilburg University, Tilburg, The Netherl ands,
the 9th of July 1996, Intelligent Software Agents on the Internet: an
inventory of currently offered functionality in the information society & a
predi ction of (near-) future devel opnents; section 2.2.1 page 15
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graphi cal wuser interface, a collection of other
agents, the Internet, or perhaps all of these
conmbi ned), and respond in a tinely fashion to
changes that occur in it. This may entail that an
agent spends nost of its tinme in a kind of sleep
state fromwhich it will wake if certain changes
in its environnent (like the arrival of new e-
mail) give rise to it;

Pro-activity: agents do not sinply act in
response to their environnent; they are able to
exhi bi t goal -directed behavi or by t aki ng
initiative;

Tenpor al continuity: agents are continuously
runni ng processes (either running active in the
f or egr ound or sl eepi ng/ passi ve in t he
backgr ound), not once-only conput ati ons or
scripts that nmap a single input to a single
out put and then term nate;

Goal oriented-ness: an agent s capable of
handl i ng conpl ex, high-level tasks. The decision
how such a task is best split up in smaller sub-
tasks, and in which order and in which way these
sub-tasks should be best perfornmed, should be
made by the agent itself.

These attributes are a lower |evel view of what an agent

can do if properly designed and inpl enented.

The Digital Quija Board has three distinct areas that wl
benefit from different sets of these properties. These are

di scussed in detail later in this chapter.

As previously nentioned, the Digital Quija Board needs to
enhance the current syst ens’ capabilities and increase
functionality of the existing Quija Board from a static display
to an integrated decision support utility. This has w despread
applications for future operations on aircraft carriers, and

m ght concei vably inpact operations of the battle group or even
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higher. In order to realize this potential the system nust make
full use of all the data that is currently gathered, but not
necessarily readily avail abl e. One of the nmmjor systens goals
for the Aviation Data Managenent and Control System (ADVACS)
Block Il upgrade is to integrate all of the disparate,
“stovepi pe” systens so that all the data is shared across

systens to give the users the conplete data visibility that is

requireds3®, Since the data used in the aforementioned systens
was devel oped by-and-large as stand-alone systens, little
consideration was given to a consistent data structure. In

order to accommpdate future integration of these systens, there
needs to be a way to interface with other systens data, such
that new functionality will not interfere with the established

processes.

Interviews with the researchers at Lockheed's Advanced
Technol ogy Laboratories (ATL) have confirmed that when unknown
or varying data structures exist it is the ideal situation to
use agents. Their assertion is that agents are only concerned
with the actual data and not the data structure. Fur t her nor e,
agents have the added benefit of speeding up database processes,
which is counterintuitive. It is logical to assune that an
addi tional |ayer of obscuration would cause the system response
times to increase. Apparently, agents are able to decrease
response tines for data manipulation. The explanation for this
is summed up in the following quote by one of the ATL
resear chers:

..a nmobile agent is basically a software program that

can transfer itself to nultiple machines while

executing. Thus, it has the ability to transnmt code

to another machine, such as the case of a query to a
dat abase for sone specific item The code is the

39 ADMACS Program Bl ock Upgrade Power Poi nt presentation from NAWC Lakehur st
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logic to find the right itemin the (database). Since
the logic to select the proper itemis brought to the
machi ne, the agent can continue to search, while |ocal
to the database, rather than transmtting data
multiple times while searching for the proper
(dat abase) entry. Basically, the cost is the one tine
travel of the agent code versus the cost of nultiple
transm ssions of data as in a renote query. Thus, in
contrast to the client-server nodel, this provides a
beneficial bandw dth savi ngs.

In essence, the agent is able to precipitate a distributed
computing scenario where nore than one machine (or processor) is
working on a particular problem Thus it appears that the use
of agents for the interactions across the nultiple |egacy
systens nay be not only appropriate, but also potentially very
benefici al .

This benefit is fortuitous since we feel it is unlikely
that a conplete overhaul of all the existing systens wll| occur
in the short-term W firmly believe that there are other
mtigating circunstances that would suggest that the conplete
overhaul of the existing systens would be an optinmal solution
Qur opinion is based on the observations that we have made on
how i ndi vi dual prograns today are managed with little, if any,
regard to how their piece of the puzzle fits into the “big
picture”. The primary problems will all come back to the scope
and fundi ng of these individual systens.

These |legacy systens exist as a product of individual
“solutions” devised to answer specific needs. This appears to
have been a prevalent approach to application authoring from

fifteen years ago. For exanple, no one wanted an office suite

t hat did wor d- pr ocessi ng, spr eadsheet s, dat abase and
presentations — indeed; no one even fathoned all of these things
together. Yet, integrated “products” would becone the standard
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way that nost everyone purchases office automation software
today. The benefits of an integrated suite of prograns are that
the parts are designed to work together. If they did not,
custoners would not be enticed to purchase an integrated product
t hat was | ess capable than the individual parts.

The issues with the current stovepi pe systens are that they
are predomnantly dated systens that were only designed to
address the original wusers’ concerns. It is difficult and
costly to keep many of these hardware-dependant systens
functional . W did not observe any attenpts to validate the
dated requirenents that these systens where originally designed
to address. W did observe engineers witing requirenments for
what the updated system ought to be. Cdearly, this is a case of
the tail wagging the dog. The “Fleet” users should be telling
t he engi neers what is needed, not the reverse. A nore effective

requi renents nodeling process i s needed.

Anot her observation is that the requirenent to nake the
data available for other systens to use was apparently not
consi der ed. Therefore, we endorse an approach that would
require a bottomup requirenments review that clearly defined the
needs of all of the Air Departnments (Flight Deck Control, CVIC
Weapons, Fuels, the squadrons, Air Ops, Pri-Fly, etc.). These
“needs” could readily translate into data fields in one naster
dat abase and would conveniently facilitate visibility that we
assert is needed in order to realize the efficiencies discussed
in this thesis. As previously nentioned, our “B Plan” would
utilize the existing systens as they are with agents enabling

the interconnections between the systens.

There are other aspects to the overall data / know edge

managenent issue described in this thesis. The use of agents
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for the control of and integration of the sensors is seen as the
enabl i ng technol ogy. Qur intention is to further describe how

agents could be wused to facilitate this and other vital

functi ons.

Lockheed Corporation has done extensive research and
devel oprment in the field of software agents and has categorized
theminto three distinct groups4o:

The Advanced Technol ogy Laboratories devel oped

generalized notions of three of these capabilities:

i nformation push or agents automatically send

information to other agents or entities that may need

it; information pull, where agents retrieve relevant

information from distributed sources; and sentinel

nonitoring, where one or nore agents persistently

checks for an event or existence of a condition and
reacts to its occurrence.

This agent «classification 1is descriptive of what we
envi sion the new system of systens routinely executing. Agents
are able to provide database connectivity when users require
i nformati on. They also my be wused to retrieve data
automatically and perpetually, nodify date if required, and

di spl ay sunmarized data in the appropriate form

Lockheed di scovered that they could use the agents to nake
conpl ex queries from disparate databases. In fact, they found
the use of agents to be beneficial to this activity since the
agents allowed them to specify what they called “high |evel
concepts” vice exact database schemata?l. The applicability for
the Digital Quija Board is that this ability will permt the
interactions of the system with existing |egacy / stovepipe
systenms without regard to the data structure.

40 sysan McGrath, PhD; Daria Chacén; Kenneth Witebread, PhD; Intelligent
Mobil e Agents in the MIlitary Domain, pgs 1-5
41 1BID
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The sensor portion of this project could also benefit from
extensive use of agent technol ogy. Current efforts to provide
sensor fusion focus on bringing radar, infrared (FLIR) and other
conbat systens information together in order to provide enhanced
target tracking. This sanme weapons application logic could be
ported for the use of nmultiple, but simlar sensors tracking the
same information, but from different vantage points. Thi s
fusion would enable nultiple sensors (presunably CCD caneras)
with different fields of view to correlate their imges, or
tracks; to verify that what one canera “sees” is the sane
aircraft that another canera is tracking. This nerged data not
only enforces the certainty that a track is correct, but it
works integrally wth the display agent responsible for
depicting the correct track information on screen.

Anot her inportant research effort sponsored by the U S.
Def ense Advanced Research Projects Agency (DARPA) is the Control
of Agent-Based Systens (CoABS). This research program has

classified four distinct agent type of particular interest to
the mlitary42:
.those that are ained at conplex problemsolving;
those that find, filter and present information for
users; those that provide services to other agents to
help them cooperatively solve conplex problens; and
those that provide translational services between

agents using different st andar ds, comuni cati ons
prot ocol s, |anguages, etc

The proposed system would be a |arge-scale effort in terns
of size and conplexity. It remains to be seen if the actua
nunber of agents to enable such a nultifaceted system would be
considered a |large-scale effort by DARPA s standards. There nmay

only be a relatively small, finite nunber of agents that are

42 1BID
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needed, however, these few agents would Ilikely be reused
extensively throughout the system since there are many simlar

obj ects and redundant actions associated with aircraft handling.

In concept, the system could be conprised of interacting
agents from all four groups, and could offer new capabilities
that are now beyond the realm of traditional software design.
The system will require a dynamc infrastructure that could
provide these capabilities and would purposefully direct
sof tware devel opers to design smaller pieces of code that would
primarily function on sol vi ng probl ens t hr ough nmut ual
i nteraction, r at her than i ndependent systens duplicating
functions that are better provided by other progranms or by a
hybri d system

The Digital Quija Board could nake use of nmany conmon
conponents, thus keeping it aligned wth other mlitary
applications, as described by the Lockheed group. The
significance of this should be -enphasized since we are
endeavoring to automate a system that has been in existence for
over fifty years. The operators will want assurances that the
technol ogi cal solution is sound, tested and reliable. Usi ng
tried and true conponents, we are able to assuage sone of their

initial fears.

An added benefit to the Navy is to discover which
conmmer ci al elements are working in the field of agent
devel opnment so that they may be consulted on work like this, or
for other systens. Qur discussions with the ATL make it
abundantly clear t hat ATL is a prine candidate for
consi derati on.

In order to maxim ze the Digital Quija Board' s utility for
as many users as possible it will have, or at |east should plan
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future expansion to include, the capability to interact wth
mul tiple users as “targets” or “actors”. \Wat is neant here is
the aircraft director on the deck or the yellow gear driver wll
be able to receive information fromthe systemto alert themto
a particular condition. 1In the safety realm this could be used
to alert actors of an inpending collision or an individual actor
who is about to walk into a danger area (turning propeller, or
jet blast zone). To facilitate this type of functionality, the

system m ght use what Lockheed has | abel ed an I nformation Push.

Devel oped for DARPA's Small Unit Operations (SUO program
the “Information Push” was created to enable the systemto first
| ocate an individual actor, and then push critical information
to that individual, team nenbers, or higher echelons directly
above the actor in order to pronpt a critical response (be it an
answer to a query or a warning to the individual). Oher agents

work in tandemw th the push agent to optim ze the operation.

An Anal ysi s Agent det er m nes who needs specific
information. This feature ensures proper delivery yet mnimzes
the bandwidth requirenments for the notification by elimnating
traffic that is not required, conpared to a nore general
mul ti cast transm ssion. A Delivery Agent is enployed to keep
track of the nodes, actors and delivered information. If the
delivery agent determ ned none of the targeted actors received
the nessage, it can activate an additional agent or initiate
additional actions that would perform a contingency action as
needed.

W envision the following scenario as a graphic
illustration of how this all works: A yellow shirt directing an
aircraft while another flight deck crewran inadvertently walks

into the path of a noving aircraft, or turning propeller. The

96



“safety watch” capability of the system could anticipate the
conflict and respond by activating a specific agent progranmed
to imediately notify that crewran of the inpending conflict.

The anal ysis agent would determ ne who needs the information and
the delivery agent would ensure the nmessage was delivery to that
i ndividual. Should the delivery agent sense a delivery failure,
another agent is activated that would elevate the warning and
attenpt to deliver it to other crewnen near the at-risk crewran?
In the event the crewran is still not responding, another agent
would notify the Ar Boss to direct his attention to the

i mm nent problem

This type of agent use looks promsing for the type of
scenari o descri bed. There are countless other uses for this
t echnol ogy, especially as nore flight-deck personnel are
connected to the communications and information network, either
via headsets, PDAs, or other wreless conputing devices that

woul d enable alerts or notifications.

Since the proposed system is primarily interested in
tracking the position and novenent of a fixed nunber of aircraft
and displaying associated information, we nust consider the
timeliness of any information system that nust be real-tine.
| deally, we want to be able to track nore than just the
aircraft. The system has considerable safety applications that
wll be nost effectively realized only when all objects on the

deck are tracked; aircraft, people and support equi pnment.

Now the problem of system updates for real-tine display
plus the added requirenents that nultiple agents making
countless data calls to many independent databases becones nuch

nmore significant. The system nust take the throughput,
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bandwi dt h, storage, nenory and processing capabilities into

consi der ati on.

A factor here wll be to what extent these nmultiple
sof tware agents have on the performance of the system as a whol e
as it relates to the aforenentioned constraints. Thi s probl em
is not unique to our proposed system and has been investigated
by the CoABS project. Their findings indicate that a system can
use upward of ten thousand agents before realizing any
per f ormance degr adati on. Furt her nor e, only a m ni ma
degradation was observed as the nunber of registered agents

i ncr eased43.

In many agent applications, one of the conpelling reasons
that an agent wll visit a conputing node is to utilize the
resources at that node. There are three inportant points to
note. First, to conserve bandw dth the system should m grate as
little code with an agent as possible. Second, the code or logic
needed to exploit the resources at the node will usually be the
same for all agents. Finally, it is desirable to separate the
i npl enentation of these resources fromthe inplenentation of the
agent application.

The researchers at ATL describe an environnent wth
existing nodes as being a primary consideration for the
application of agents. As such, the current “systeni aboard US
Navy ships for the Quija Board, and for the |arger “systent
whi ch includes all of the associated Air Ops data systens (be it
a conputerized system a grease board or a clipboard) appears to
be the perfect <candidate for the application of agent
t echnol ogy.

43 Martha L. Kahn and Cynthia Della Torre Cical ese, CoABS Gid Scalability
Experinments, pg 1
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Consi der an agent-based dat abase applicati on where the data
resources are distributed anong several conputing nodes, as
depicted in Figure 31. In a heterogeneous database environnent,
the code needed to query a database will not be the sanme at al
the nodes. In fact, the actual inplenentation of the databases
at these nodes nay be changing. In such situations, it is better
to package the code needed to access these resources into a
separate conponent, which remains at the node, known as servers.
It is beneficial to have a commobn interface between the agents
and the servers that offer simlar services at different nodes,
even though the servers may differ in their inplenentation. This

keeps the agent machi ne-i ndependent.

[. Agent Created
7. Dusplay Results
A

2. Migrate ta

Node B 3, Execute First Tazsk cn B
£
6. Migrate T T 1 T
Back to
AN

Mode & L.

4. Migrate to Node C

O 3. Execute Second Task on ©
C

Fi gure 31. Agent Distributed Amongst Nodes

As previously nentioned, one of the benefits of using

agents is that they are schenma independent. This is
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advant ageous since information is the aspect of the database
that users are primarily interested in, not the format of the
dat a. Agents, therefore, are able to reuse their code to
extract data fromdifferent types of databases w thout having to

know anyt hi ng about the individual schema

Figure 32 illustrates an agent perform ng a database query
at one node hosting a DB-2 database and then mgrating to

anot her node hosting a M crosoft Access dat abase.

Node 1 Mode 2
Task Queries Task Querfes
the Database Database the Database Database
—- —
Server Server
Query Performed Query Performed
Agent On Local Database Agent On Local Database

Fi gure 32. An Agent Perform ng a Database Query44

The agent uses the sanme interface on each server to
execute a database query even though the server’s
i npl ementation is different at the two nodes. W can
now piece the agents, tasks and servers together. An
agent executes a task at a node. The task may access
servers to exploit resources at that node to achieve a
certain goal. If the interface to the servers is the
same across various nodes, the same tasks may be used
with different resources. 4>

One of the agent function requirenents is based on the

peer-to-peer wreless connection for wusers (assunmed to be

44 Russell P. Lentini, Goutham P. Rao, Jon N. Thies, and Jennifer Kay; EMAA:
An Extendabl e Mobil e Agent Architecture, page 3, 1997

45 | pid
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supervi sory personnel at this tinme) on the flight deck described

in chapter five.

The previously nentioned Limted Objective Experinent
conducted at the Naval Postgraduate School provided insight into
a potential problemthat could cause a detrinental effect to the
wireless network. When a wireless device left the range of one
antenna the applications on the wireless device would |ock up.
This was attributed to application robustness and resulted in
excessive packet | oss. A device required re-initialization of
the application on the network once it was in range of another
access point. To avoid this situation it wll require the
systemto keep track of the devices that are currently on line.
A dedicated design effort wll be required to keep nodes
connected so that the applications do not perform as an effect
of packet | o0ss. This will require devoted nonitoring by an
agent that will be both robust and nobile to nonitor the signa
strength and | ocation of an individual user. This appears to be
a logical parallel to cell phone technology that enables the
phone to connect wth the strongest transmtter in its

envi ronnent .
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VI'1. Al RCRAFT HANDLI NG DECI SI ON SUPPORT REQUI REMENTS

A | NTRODUCTI ON

If the United States strategically plans to use mlitary
air power to overwhelmenemes with “Rapid Decisive Operations”,
advanced dynam c col | aborative tools and intelligent agents wll
be of paranount i nportance. These tools and agents wll be
critical not only coordinating the individual flight deck in
execution, but especially during the deliberate planning phase
by coordinating several aircraft carriers in different areas of

responsi bility against the sanme threat or adversary.

As the battle space becones nore dynamc, aircraft handlers
will require tinmely and accurate information to process, analyze
and decide, and then dissemnate it quickly to subordinates on

the flight deck to initiate a quick and deci sive action.

Fi gure 33. “Cbserve- Ori ent -Deci de- Act” (OODA) Cycl e46

The ability to rapidly exchange information around the
battl e group and throughout the operational space will force the

sequential, linear planning of the past to give way to

46 «“ A Vhite Paper for Joint Interactive Planning”, United States Joint Forces
Command, Joint Experinmentation, Concept Division (J-92), 10 May 2000
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si mul taneous, interactive planning, which wll greatly affect
the tenpo of execution. Sinultaneous, parallel planning wll
shorten the “decide” conponent of the “observe-orient-decide-
act” (OODA) cycle depicted in Figure 33 and will allow the Air
Wng to gain significant |everage over the eneny. The result
will be inproved flight deck command and control and directed
unity of effort.

Informati on technology has already significantly changed
the world in which mlitary forces nust operate. Thi s
t echnol ogy, when conbined with innovative organizational change
and progressive business processes, can directly inpact how Air
Operations (Air Ops) plans and executes assigned mi ssions. The
Aircraft Handling Decision Support System (AHDSS) will conbine
existing functionality in both ADMACS and ISIS, yet naximze the
utility of energent technol ogy deliberately over the life of the

system

B. | NTERACTI VE PLANNI NG AND COMVAND AND CONTROL

Alreraft Handling
Deciglon Support System
{AHDS5}

/\

Flight Dreck Flight Deck
Intaractive Planning + # Command and Contral
{FOHF) (FDC2}

Fi gure 34. Initial AHDSS Structure

The AHDSS should be approached as flexible collection of
interfacing tools. The initial AHDSS structure, as shown in
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Figure 34, introduces Flight Deck Interactive Planning (FD P)
and Flight Deck Conmand and Control (FDC? subsystens.

This structure is used to help redefine and restructure
exi sting business processes so avail able technol ogy can be used
to not only automate nmanual tasks, but also help the
organi zati on evolve to a new operational standard. This shift is
critical because operational demands often exceed operational
availability. This enphasizes the further requirenent for
pl anners and operators to process exponentially |arger
quantities of information rapidly and effectively.

Pl anni ng and execution are the two actions that synchronize
and sustain the application of air power. Therefore, the
purpose of all the aircraft carrier functions, processes, and
conponents are unified in a common effort. Air Ops nust be able
to rapidly exploit information froma w de range of traditiona
and non-traditional sources in order to integrate fully each
asset that facilitates launching and recovering aircraft on

aircraft carriers.

This interactive planning is introduced and examned in the
context of Decision Support Systens and then Air Wng Operations

delineated in the context of Command and Control.

Rapi d Decisive QOperations (RDO is a concept to achieve
rapid victory by attacking the coherence of an eneny's ability
to fight. It is the synchronous application of the full range
of our national capabilities in tinmely and direct effects-based
oper ati ons. RDO on the carrier could enploy asymetric
advantages in the know edge, precision, and nobility of the air
assets against an adversary's critical functions to create
maxi mum shock and disruption, defeating the adversary’s ability
and wll to fight.

105



C. FLI GHT DECK | NTERACTI VE PLANNI NG ( FD P)

Flight Deck Interactive Planning (FDIP) is defined as
bringing together, through information technology, the right
equi pnent, people and information at the right tinme for planning
an operation. The result of the planning provides a shared
awar eness of the commander's intent maintained throughout the
battl e space. Having the right information at the right tinme
will enpower the Handler on the aircraft carrier to take control
of the flight deck space and facilitate the battle group’s

ability to maintain the initiative.

The FDIP intends to inprove the speed of command and unity
of effort. The FDIP will allow supporting staffs and other
resources, both those on the ship and possibly those separated
by geography, tinme and organi zati onal boundaries, to allow all
of the players to collaborate, develop, and coordinate unity of
effort in planning and execution. By rapidly exchanging
information of the commander’s intent and plan throughout the
battle space, FDIP could allow for simultaneous, parallel
pl anning through force echelons of conmmand, greatly inproving
the speed of command and reducing aircraft ordnance on-target

response tine.

D. FDI P ELEMENTS

The FDIP concept is made up of three primary elenents
including an Interactive Flight Deck Planning Goup (FDPG, an
adaptive, tailored planning process, and a dynam c, shared Air

Pl an space as depicted in Figure 35.

The FDPG is a virtual collaboration environment that allows
the co-location of applications, data, and users in a shared,

per si stent wor kspace.
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Flight Dech
Interactive Planning

{FDIP}
| |
Flight Dech Tallored Shared
Flanning Group Planning AlR PLAM
(FDPG) Process Space

Fi gure 35. FDI P El enents

An adaptive, tailored planning process integrates the
Interactive FDIP and the final Ar Plan in a distributed
environnment that could replace deliberate or crisis-action
planning by wusing alternative time and mssion tailoring

met hods.

A dynamic, shared Air Plan is the product of a continuous
and devel oping planning process that evolves with the mssion
using information technology to provide effective presentation
of recent (or real-tinme) information to ship’s conpany, the Air

Wng, the CvBG Staff, and ot her conmanders.

The strength of this approach is that the tine
traditionally needed for individual elenments to realize a
conflict in the execution of an air plan can be reduced or

el i m nat ed.

The maj or deci sion support functions of the FDIP are:

a. Coll aboration
b. Course of action (COA) devel opment and anal ysi s

c. Course of action selection
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Once the basic operations plan is decided, further

refinements will enconpass the follow ng supporting plans to the
| ast mnute. Sub-categories are included to reflect greater
detail.

The Air Plan
Equi prent
Peopl e
Suppl i es
Ordnance

Fi xed and Rotary Wng Aircraft

The flight deck support plan, as described in this paper
is conprised of six main support sections identified bel ow I n
addition, for best support, the Handler mght attenpt to
maxi mze these within the principles of |logistics, such as
responsi veness, survivability, sustainability, attainability,

sinplicity, flexibility, and econony. These sections are:

FIlight Deck (V-1 Division)

Catapult and Arresting Gear (V-2 Division)
Hangar Deck (V-3 Division)

Avi ation Fuels (V-4)

Squadr on Mai nt enance

Ship’s Services

E. FLI GHT DECK COMMAND AND CONTROL

Fl i ght Deck Conmand and Control (FDC) is the part of the
AHDSS system that w Il change as technol ogy becones avail abl e.
This subsystem w |l coordinate the conmunication between the
various nodes in the flight deck network. A node in the FDC
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context wll be any sensor, person, or object that feeds
information into the FDIP. Further, the FDC will enconpass the
tools used by nodes on the flight deck or in the ship for

hei ght ened si tuati onal awareness.

F. THE ROLE OF DECI SI ON SUPPORT TOOLS

The Decision Support System (DSS) tools could provide
enornous assistance with providing the Ar Boss, Handler, and
ot her responsible actors with quick and relevant information to
control the flight deck space. DSS tools would provide enornous
support to help in deciding sone planning factors such as:

Characteristics of the flight deck:

Climate, weather, EMCON condition;

Resour ces avai |l abl e;

Ship’s and Aircraft Periodic Mintenance Schedul e;

Expect ed i nterference with | aunchi ng/ r ecovery
functions

Cat apul t readi ness.

Tasks requiring special or dnance, suppl i es and
equi prent .

G DECI SI ON SUPPORT SYSTEM ELEMENTS

Deci si on Support System el enents will include conponents of
the DSS and al so consider the decision styles of the traditiona
users of the system These elenents will be used as the initia
criteria for evaluating both the effectiveness of intelligent
agents and the various collaborative tools that mght be used to
support  flight deck operations. If the ultimate system
architecture is designed to adapt to the users, the decision

styles may change, but the DSS conponents wll not. The
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intelligent

t he user.

agents wll

adapt ,

but this wll

The DSS conponents are shown in Table 2:

be transparent

to

Action or |ssues

Descri ption rel at ed. Exanpl es Area of usage
Dat a Retrieval, Db, DBMS, Data |Iltens, fue
Managenent storage, and repository, capacities,
System organi zati on of and data query |ordnance, etc.
the relevant data |[facility
for a deci sion.
Mbdel Per f or ms Mo, MBS, Ti me
System retrieval, Model schedul es, 1o0g
storage, and repository, requirenents,
or gani zat i onal nodel | ocati ons,
activities for execution and priority, etc
quantitative node
anal ysi s synt hesi s
processor
Know edge Pr obl em The “brai ns” Coor di nati on
Engi ne recognition and of the outfit. |of itenms and
generation of Dat a and efforts
interimor final nodel s cone
sol utions t oget her
User Easy access and Interface System
Interface under standi ng for | mani pul ation interface
mani pul ati on of
t he DSS
DSS User Skill set, Comput er Section reps,
noti vati ons, skills and pl anners
know edge, flight deck and/ or
domai n, patterns i nformation assi stants
of use, and role
within the
or gani zati on.
Tabl e 2. Deci si on Support System Conponent s47

47 «Decision Support Systemto support Logistics for Joint Interactive

Pl anni ng for Landi ng Force Operations”,
Harol d Val enti ne,

LCDR Ti m That e,

Mar k Harri ngton,

June 2001

110

LT Andy W est,

LCDR




The Decision Styles of the various conponents involved in
the decision are described in Table 3:
Deci si on- Maker Style Mai n personality traits
Air Wng Directive Expects results, aggressive,
Conmander conmuni cati ve
Air Boss Anal yti cal Wants best answer, |nnovative,
/Directive Uses great care, G eat data,
Expects results, Intuitive,
Conmuni cati ve
Handl er Anal yti cal Want s best answer, |nnovative,
/Directive Uses great care, Geat data,
Expects results, Intuitive,
Communi cati ve
Fl i ght Deck Directive Expects results, Aggressive,
Oficer Conmuni cati ve
Tabl e 3. Deci sion Styles
H. Al RCRAFT HANDLI NG | NFLUENCE DI AGRAM
The DSS for the flight deck is envisioned as a tool to nore
rapidly and dynam cally allocate scarce resources in support of
the mssion. This view is intended to be high level in nature

and specific quantifications have been avoided to give the “Big

Pi cture”.

The Aircraft

36 begins the

and deci sions supported within the system The Aircraft

DSS would be

process of

benefi ci al

categorizing the

for further

st udy

and

Handl ing I nfluence D agram as shown in Figure
i nformati on managed
Handl i ng
possi bl e

i npl enentation to provide coordination between the requirenents

and the capabilities in greatest efficiency.
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Resource Factors Environmental Factors

| Assets Weather
+ Aircraft < Air Temperature L
+ Personnel Frecipitation
Wyind Direction
/\ Visibility
ristics -l Ambient Light -
Artificial Light
Fog, Smoke, et
Fersonnel Capability
Fhysical Infrastructurs Sea State and
Infrastructure Protection Marine Traffic
- Pitch and Roll —
Yellow Gear Enhancements Maneuverab_lhty_
Hazards to MNavigation
Echelon of
Fugl S
- Leadership
Read
sadness Capability AIR PLAN

Fi gure 36. Aircraft Handling Influence D agram

SIMON'S MODEL FOR FLI GHT DECK PLANNI NG

When considering how best to approach problem solving in a
conpl ex operational environnent, a traditional theory is that
peopl e nmade rational decisions first by searching for all the
different possibilities, evaluating those possibilities and then
deci ding which alternative best solved the problemor filled the

need.
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Herbert A. Sinon, the 1978 Nobel Laureate in Economics did
extensive research in how people nmake decisions. H's bounded
rationality nodel supposition was that people made limted
rational decisions by searching sone possibilities, evaluating
one, and deciding upon the one sufficient enough to solve the

problemor fill the need.
Intelligence Design Choice
+  Envirenment +  Analyze various + Decide on
+  rder of Battle . scenarios and , Optimal Course
+  Geography path cutcomes. of Action
Readiness = Invelve all - Establish
*  Force Symmetryf stakeholders Contingencies
Asymmetry and actors,
Model Validation l Solution Testing
Reality
of
Situation P . o
i Implementation
- Resaurce A B P
Factors - Outcome o H + Application of Assets
+  Environment Success * Aszet Movement
Factors + Info Cperations
Failure

Fi gure 37. Sinmon’s Model Applied to Flight Deck Support

When devel oping a decision support system Sinon’s Model
process beconmes nore realistic because it takes less tine,
yi el ds an acceptabl e choice and cost significantly less in terns
of tinme and resources.

Sinon’s Mddel can also be readily used to illustrate the
cyclical nature of Flight Deck Operations Support. As shown in
Figure 37 above, the nodel quickly denonstrates the need for

contingency plans and flexible structuring. In this way the
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dynam cs of the factors included in the Influence D agram can be

qui ckly consi dered and accounted for.

The strength of this nodel is the process. Al factors are
listed. The problem is identified and a criterion for the
solution set is developed. Alternatives are listed and eval uated

so the decision naker can pick the best alternative.

This process guarantees the best solution possible for the
information given at a specific tinme. |f sonething changes, the
system can rapidly determ ne the next best alternative based on
t he change. According to Dr. Sinopn4s:

Expert systens are generally constructed in close
consultation with the people who are experts in the task
domain. Using standard techniques of observation and
interrogation, the heuristics that the human expert uses
inplicitly and often unconsciously, to performthe task are
gradual ly educed, made explicit, and incorporated in
program structures. Although a great deal has been |earned
about how to do this, inproving techniques for designing
expert systens is an inportant current direction of
research. It is especially inportant because expert
systenms, once built, cannot remain static but nust be
nodi fiable to incorporate new know edge as it becones
avai | abl e.

O her issues to consider when evaluating a decision support
nodel i ncl ude:
Not all factors or paranmeters are |listed
Wong problemidentified
Criteria is politically notivated
| ncorrect evaluation of alternatives
Shal | ow i npl enent ati on
Failure to recheck paraneters

Lack of aggressive inplenentation

48 Deci sion Making and Probl em Sol ving, Herbert A Sinon et al., Research

Briefings 1986: Report of the Research Briefing Panel on Decision Miking and
Probl em Sol ving © 1986, National Acadeny of Sciences.
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The strength of Sinon’s Mdel is that it is nodifiable. The
factors and paraneters listed in Figure 37 are not inclusive nor

take into consideration how the environnment will change when new

t echnol ogy i s adopt ed.

J. ADAPTI VE PLANNI NG

Organi zational structures wll inpact the effectiveness of
an organi zation, but the environnent, the m ssion, and avail able
personnel and material wll directly influence each possible
structure. The basic structures are illustrated in Figure 38.

AN AN
7\ 7\

Wheel Chain Circle Completely
Network Network Network Connected
Network
Fi gure 38. Basi ¢ Communi cati on Network Structures49

The three basic Milti-participant Decision WMker (MM
structures as suggested by C.W Hol sapple in 1991 are shown in
Figure 39. CGeorge Marakas, author of “Decision Support Systens
in the 21 Century” defines MDM as:

Mul ti-participant decision-making is an activity

conducted by a collective entity conposed of two or

nmore individuals and characterized in ternms of both
the properties of the collective entity and of its

49 Adapted from “Decisi on Support Systems in the 215t Century”, George M
Mar akas, Prentice Hall, 1999
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i ndi vi dual nmenbers. 50

Group: Multiple Nodes,
Complete
Interaction

Committee: 3ingle Nods,
Complete
Participation

Team: 5Single MNode,
No Participant
Interaction

Fi gure 39. Basi ¢ MDM St ruct ur ess?

Initial direction for aircraft handling will cone from the
ACHO in Flight Deck Control, but the individual on the deck wll
often observe the changes in the environnent that wll affect

the overall plan. Therefore, the nobst efficient organizational

50 |pid
51 |pid
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structure for Flight

Deck Pl anning Operations,

in npst cases,

V=1 Divigion

)

> D

Hamgar Dech
Ol cer
a1 Division

Catapult Arresting
Gear Officer “if[::ﬁ"
V-2 Division e
L —

be the commttee structure as illustrated in Figure 40.
-4 —n .
Flight Deck Ayl athon Fuels
Officer Ofticer

V= Diligion

 S—

Ship's
Genices

.'_ &

_' 2

Fi gure 40.

conmand,
pref erences of the individual

The act ual

FI i ght Deck Pl anning Structure

This structure begins at the highest
be adjusted according

in the chain of

the |eadership

actors or centers as appropriate.

interaction between the actors and centers wl|l

likely mrror the flow of information depicted in the influence

di agram and Si non’ s nodel .

K. LAYERED DECI SI ON TABLES FOR FDI P

The first step in defining paraneters and criteria for
eval uating collaborative tools for a conplex organization is to
identify a representative, but finite group of interdependent
tasks and then map a logical flow of the associated infornmation

t hroughout the conpl ex organi zati on.

This process is tedious, but valuable in understanding sone

of the unique and dynamic information requirements. As shown in
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Figure 41, the initial flow of information for flight deck

operations can be nodel ed and anal yzed.
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Launch/Recover Maintain/Move air Pl
Alrcraft Alrcraft FHn

Figure 41. Layer ed Deci sion Tabl es

Appropriate decision tables <can be established and
popul ated based on standard operating procedures and |essons
| earned in previous operations. Once the decision tables are
popul at ed, the collaborative tools should streamine the
deci sion process by *“volunteering” information and pronpting

appropriate responses from users throughout the organization.
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L. THE HI GHER COCRDI NATI ON LAYER

Conceptual Iy, the Hi gher Coordination Layer (HCL), as shown
in Figure 42, is nmade up of a broadly dispersed network of area
and subject matter experts from Ship' s Conpany, from individua
Squadrons, or fromthe Air Wng.

1

1

I

Ship’s i
Company Pl
|

1

I

1

Squadrons

i Update &
Afr Plarn

Figure 42. Hi gher Coordi nation Layer for FDI P

The HCL is connected primarily through face-to-face
interaction and email, and the group would conbine for regularly
schedul ed training. The subject matter experts provide direct
liaison between the Air Wng and their parent activities.

In the HCL, a distributed social cognition (or heightened
awar eness of interdependency between organizational elenents)
must exist for the Air Wng to be successful and acconplish its

goal. The overall goal in this layer is to integrate real -tine
situati onal awareness. All three entities nust provide real-
time collaborative operations and capability that wll support

pl anni ng, m ssion execution, nonitoring, and rapid re-planning
in the operational environment. Therefore, a strong foundation

of unity of command and decisive real-tine situational

adapt ati on must exi st.
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M THE FLI GHT DECK CONTROL LAYER

The Flight Deck Control (FDC) |ayer defines the basic roles
of al | of the actors and their coordination roles and

relationships as illustrated in Figure 43.

. Mutfual
Air Ops _ PRI Fly
Adjustment
Feadback L
F [ Flight Deck Aviation Fuels | A
D » Officer Officer Y
C \_V-1Division V-4 Division | E
f i Flight Deck Control ) R
forpuramaindlil" e squadron |,
i i Maintenance
L V-2 Division ACHO )
i A 3
=
ol HATEL Services b
. V-3 Division )

¢

Fi gure 43. FDC Layer

The Air Ops, Ar Boss, and ACHO form a team with the goal
of transformng an operational requirenent into a prioritized
| ogistical task. This is acconplished through nmutual assurance
rel ationshi ps.

The Air Operations Oficer role is to ensure Flight Deck
Control is responding to the operational commtnents with the
correct priority enphasis. The ACHO then inputs the task into
the requirenent node via the Flight Deck Control where it is
input into a requirenent database with the proper priority.
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The relationship between the ACHO and Flight Deck Control
is by direct supervision with the end goal of transform ng the
relationship into a mechanized bureaucracy. This nechanized
bureaucracy is achieved through establishing and follow ng
Standard Operating Procedures (SOPs) and specific comunication
up and down the chain of command. Flight Deck Control del egates
work to the appropriate service centers either sequentially or
in parallel depending on the nature of the task at hand. Most
tasks will require nore than one center to contribute to an
effective end. Table 4 below features exanples of actors and
associ ated sets of tasks. Therefore, even at this |ayer, there
wi |l be nutual adjustnent or organizational conprom se and what
can best be characterized as a | ow | evel adhocracy. A |low | evel
Adhocracy conbines elenents of pure admnistration and sinple
bur eaucr acy. The outcone is a learned behavior to mnimze

del ays in resolving i ssues between centers or actors.

FDC ACTORS and TASKS
SERVI CE CENTERS
Alr Ops - Operational Point of Contact for

H gher Layer
- Coordi nate Operational Requirenents
- Liaison with Air Boss
- Liaison with ACHO to check status
- Adj ust operational tinelines as
supported by Flight Deck Control
Air Boss . Qperational Point of Contact for
H gher Layer
- Coordi nate QOperational Requirenents
- Liaison with Air Ops
- Liaison with ACHO to check status
- Adj ust operational tinelines as
supported by Flight Deck Contr ol
Aircraft Handling - Poi nt of Contact for Higher
Oficer (ACHO Headquarters
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- Coordinate Flight Deck Service Centers
to support Operational Requirenents
- Liaison with Operations Oficer
- Directs the Logistics Center
FI'i ght Deck Support . Coordi nates Support Tasks to neet
Centers Oper ati onal Requirenents.
- Flight Deck Officer |. Centers coordinate with each other and
- Catapul t/Arresting with Flight Deck Contro
CGear O ficer . ACHO can recei ve feedback from Flight
- Hangar Deck O ficer Deck Control or fromany of the
. Avi ati on Fuel s Service Centers as appropriate
Oficer
- Squadr on
Mai nt enance
Oficers
- Ship’s Services
Tabl e 4. Actors and Tasks

Flight Deck Control coordinates the service centers by
direct supervision to neet the requisite variety of the task and
its corresponding dynam c environment. The service centers work
with one another in a nutual assurance-supporting role where
they are forced to coordinate on their own terns. When
conflicts arise, it will be de-conflicted by direct supervision
fromeither Flight Deck Control or the ACHO

In the FDC | ayer a continuous process of OODA cycles exist.
This process can be analyzed in terns of planning and execution.
As missions occur the process follows a logical step of
coordi nation through Flight Deck Control with all its
conponent s. This OOCDA process represents an organization

exhi biting distributed social cognition as an energent behavi or.

N. THE TASK LAYER

The FDC task layer, as illustrated in Figure 44, wl
function to perform various tasks or solve problens. Therefore,
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the “Problem Focused” process will ultimtely exist throughout

all layers of the network. Also, as seen in all [layers,
mul ti ple sinultaneous processes wll exist. Each process wll
address a specific task, but there will be circunstances where
nore than one process wll conplinent another to solve a

speci fic problem

ITaskmg Feedback Feedback!
Update Air Pian :
H

Launch/Recover Maintain/Move Air Plan !
Aircraft Aircraft =

Fi gure 44. The Task Layer

Intra and inter-coordination wll be realized by the soci al
cognition of the organization as a whole. Coordination 1is
achieved through nutual adjustnent and direct supervision (as

described in the FDC Layer section above).

This is the primary organizational structure in this
dynami ¢ scenario. Social cognition of the organization wll be
fully realized in the Decision Support System but only after

t he deci sion tables are popul at ed.

0] FDC COLLABCORATI VE TOOL AND AGENT TEST BED
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The followi ng tools or tool devel opnents appear well suited
for continued evaluation of Flight Deck Interactive Planning
concept:

ORBI T (wor kspace environnent)

Col | aborative Virtual Wrkspace (CVW

COWPASS Col | abor ati ve Package

Info Work Space (I1W5) (workspace environnent)
ODYSSEY (wor kspace envi ronnent)

GENCA Segnents (web tool s)

Adapti ve Course of Action (ACOA) tools

Advanced Concept Technol ogy Denonstration (ACTD) tools
MBI AC t ool package

Course of Action Display and Eval uati on Tool (CADET)
FOX Genetic Al gorithm

The Naval Postgraduate School (NPS) has a regular student
base of over twelve hundred mlitary officers. The student body
includes international officers from both NATO and coalition

countri es.

From an operational perspective, there is a wealth of
knowl edge and experience at NPS that would facilitate neani ngful
evaluation of <collaborative tools and intelligent agents to
support Flight Deck Interactive Planning (FDIP) and Flight Deck
Command and Control (FDC) initiatives.

P. AGENT COVPONENTS FOR FLI GHT DECK CONTROL

The Intelligent Agent (l1A) architecture should be expanded
to facilitate nore effective action/reaction tinmes to changing

ci rcunst ances i npacting an operational m ssion.
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The goal is to keep the decision makers informed of “rea
time” «critical information that would directly inpact the
m ssion. Looking at the Cbservation, Oientation, Decision, and
Action (OOCDA) | oop nodel, effective planning and tinely updates
woul d reduce “observe” and “orient” tinmes and allow the war
fighter to decide and act faster than the adversary. The
qui cker OODA |loop would ultinmately be nore responsive and keep
the eneny off balance or “paralyze” him to the point of being

i neffective.

For exanple, once the primary planning cell assessed a
crisis and devel oped the overall plan, several |ogical Courses
of Action (CQA) could be identified.

Intelligent Agents could facilitate extensive direction,
col | aborati on, and coordi nati on before and throughout an entire
m ssion. Additionally, they could translate a proposed COA into
a statenent of requirenments and provide tailored packages
depending on operational requirenments and the operationa

envi ronnent .

Scenario driven solutions would enable projected aircraft
spotting and re-spotting requirenents. This |everaged know edge
would allow Flight Deck support personnel to nmke real-tine

anal ysis of present and future necessities.

Central to all other capabilities is the ability to
col | aboratively translate plans of aircraft novenent into plans
of support and then to responsively assess the strengths and
weaknesses of the resulting plans. This translation and
assessnent capability contributes not only to reduce operational

risk, but also to preserve operational options for the Air Wng.
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VI . RECOVMVENDATI ONS

A | NTRODUCTI ON

Qur recomendations are based on the research we have
conducted and our experiences while interacting with various
agenci es and conpani es during our data collection. One of the
requested outputs of this thesis is a recomendation on how,
from a business perspective, this project would proceed, and
which entities (conmpanies, DOD activities, etc.) would I|ogica

conti nue this work.

W have attenpted to display the recomendations as
requirenments for a fielded system As such, many of the
requi rements could be considered independently or deleted from
the system without conpletely disabling the system or reducing
the value added it would have for the fleet. However, sone of
these requirenents will have to be integrated for the systemto
function correctly. Accordingly, we wll annotate itens of
i nportance as “systemcritical” in an attenpt to safeguard those

itens fromfuture renoval or uni nfornmed nodification.

Depending on the tinme it takes to endorse and incorporate
our findings into a true requirenents docunent and then field
the system newer technology wll likely be comercially
avai |l abl e. Therefore, it is our opinion that the system be
designed with change in mnd. The system should be designed to
rapidly shift to faster hardware or operating systens to enhance
syst em perf ormance.

B. REASONS FOR ADOPTI NG CHANGE

The current system as described in previous chapters is

effective, but is not at all efficient. The nost conpel ling
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reason for this organization to enbrace change would be to
increase the efficiency of updat i ng and di ssem nating
operational information used by the various departnents that
require it. This vision conplinents the publicized operationa

goals of the newest class of u. S. aircraft carriers.
Specifically, CVNX charter requires a 20% greater sortie rate
than the current Nmtz Class carrier with the sanme nunber of

personnel, aircraft, and deck space.

Qur contention is that the only way this goal can be
realized is to | everage every technol ogi cal advantage possi bl e.

C. RECOMVENDED CHANGES

A “system of systens” requires a streanlined design that

will integrate all the |latest software technol ogy and database
advancenents. The current system is a case study in |egacy
applications that are all unique solutions for individual
pr obl ens. Apparently little thought was given to data

visibility to other applications when many of these systens were
devel oped,; hence interoperability was not a significant
consi deration when these “stovepipe” systens were designed.
Further, redesigning these |egacy systens will be tinme consum ng

and costly.

As discussed in the Agents chapter in this thesis, it would
be possible to create an interface |ayer t hat woul d
theoretically facilitate | egacy system interoperability.
Intelligent agents could be used to create the |inkage between
the disparate systens. However, this approach has significant
flaws. First, many of the systens that would be |linked by an
agent |ayer are funded by different sources and are essentially

treated as stand-al one systens. Each system has a life of its
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own and it cannot be expected that each program will routinely
consi der other interfacing systens. |If a system or program were
di scont i nued, al | secondary users woul d be I mpact ed.
Functionality and information would be lost until a *“workaround”
was determned or until a new system was plugged in to replace

t he previous system

Furthernore, designing intelligent agents that would permt
interoperability would require all of the individual systens
interfaced to remain stable. If one of those systens were
upgraded, then the wunifying agent’s layer would have to be
tested and possibly reprogrammed to sustain functionality and
connectivity. It is clear that the agents thenselves wll
i nherently be robust, but any system nodifications wll
undoubtedly require a planned re-certification to verify that

changes had no adverse effect on other m ssion critical systens.

There is also the issue of ownership. Wwo wll be
responsi bl e for the agent managenent and eval uati on? | ndivi dual
Program Managers from the various systenms will be reluctant to
adopt these costs, as the agent layer is not part of their
system It would initially be considered beyond the scope of
their project to evaluate the effect of changes in their

sof tware or hardware on other systens.

Yet another issue is a question of performance and the
ability of these |legacy systens to shift to nore efficient
technol ogy. For exanple, 2 GHz chips and G GABIT Ethernet are
comercially avail abl e. How many years wll pass before this

technology is integrated into mlitary systens?

The ADMACS system is running on a proprietary Hew ett
Packard (HP) system that has not been manufactured in over five
years. HP no |onger supports it. NAVAIR is apparently
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conpensating by acquiring legacy HP Systens from other
governnental entities or from Defense and Reutilization &

Mar ket i ng Service as conponents are di scarded.

Engineers at Northrop Guman’s Newport News Ship Yard
suggest that the data managenent system be overhauled first. W
agree. Del i berately establishing a foundati on database capable
of handling a nyriad of system and sensor information is
| ogical. Any use of automated sensors for aircraft position and
orientation information is wuseless wthout a system robust
enough to appropriately and efficiently handle the |arge vol une
of data.

In theory, the ADMACS system has this architecture. It is
our observation, however, that ADVACS is l|argely dependant on
fixed hardware and |egacy systenms run on proprietary and
i nflexible software. The hardware is not “state of the art”,
and therefore, the potential performance possible with newer
technology wll not be weasily realized. This could have
significant ramfications when considering the addition of
multiple conplex integrated sensors. It is our opinion that
NAVAIR revisit current ADMACS efforts and purposefully redesign

the entire system

Initially, we wuld recommend the two primary Type
Commanders (TYCOVS) (COWNAVAI RPAC and COWNAVAI RLANT) facilitate
conprehensive requirenents nodeling for aircraft handling to
definitively identify all of the functional requirenents that a
ship-wi de system would have. Again, many of these data
requirements are listed in the ADMACS Integration List (AppendiX
A). The drawback to this initial list is that it cones directly
fromthe ADMACS program
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This approach enforces the premise that the “Fleet”

det erm nes system requirenents.

D. | DEAL SYSTEM ATTRI BUTES
One Dat abase - The ideal systemw |l have a single database
Wi th segregated data fields so that specific users will have the

ability to nmodify only the fields that they have cognizance

over.

For exanple, the squadron could only change infornmation
regarding a squadrons’ aircraft, such as configuration and “up”
or “down” status. Nunmerous users including V-4 or the squadron
who owns the aircraft, however, could nodify an aircraft’s fue
status. In this case, the squadron could input the initial fuel
gquantity, but the Fuels Division could update the refueling (or

de-fueling) status.

Devel op Accurate Requirements - The ADMACS team and ot hers,
such as Northrop-Gumman have utilized process nodeling to
assist in developing the systemrequirenents. This is desirable
since there are many variables with nmultiple dependencies in the
daily operation of the flight deck. It is inperative that the
nodeling is accurate in all of the steps that are involved in

regul ar and special evol utions.

NAVAIR and a third party (one independent of the
acqui sition process and one w thout to prospective contractors)

wll be crucial for the nodeling flight deck operations.

The Modeling, Virtual Environments and Sinulation (MOVES)
Institute at the Naval Postgraduate School (NPS) is a |ogica
candidate for this work. Note that the NPS is able to conpete
for SBIR contract work from other Navy (and other governnent)
activities.
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Establish Data Owership - Once the processes are
accurately nodeled, all of the required data fields for the
dat abase can be established. Specific ownership can then be
applied to each data field. It stands to reason that there wl|l
be sonme debate over who should have ownership of sone fields,
but the TYCOMs will be the logical players to nediate such
di scussi ons.

Suggest Courses of Action - Input frominterviewes made it
abundantly clear that a system that proposes solutions and
alternatives is desirable — one that mandates an action is not
accept abl e. We understand and agree wth these assertions.
This systemis envisioned to assist operators, not replace them
W have a deep appreciation for the abilities of the Handlers
who currently do their jobs with a m nimal anount of technol ogy.
But, we believe that a new system will aid Handlers by giving
t hem nore accurate and tinely information allowi ng the operators
to make the best decisions.

The added benefits that we envision are that every other
air operations activity aboard the ship will be able to see what
is going on, wthout having to contact FDC or the ACHO. An
addi ti onal benefit is that the system can be used to train other
personnel to be handlers. Both the Handler and the trainee can
“what -if” the system to death, meking full use of a built in
“scenari 0” capability. The ramfications of this capability
cannot be overenphasi zed. For instance, if a part is on order
for one of the catapults, the Handler could run a scenario
illustrating how not havi ng that catapult  wll effects
operations. The inpact of that part not getting to the ship on

time can be easily docunented using a cause and effect approach.
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This scenario can also be used to show the cunul ati ve effect on
t he next days Air Plan.

Flexible Interface Capability - Qher input stressed the
need to allow the users to custom ze the interface to give them
as much or as little data as they require for their job or for
their |eadership style. It is reasonable to assune that the
display options could be programmed for this type of
functionality. For exanple, the Fuels guys have |ess need for
details about ordnance requirenents for a particular aircraft
unl ess the ordnance inpacts if they can fuel or de-fuel an
aircraft. Li kewise, the Handler may want to see just the
“comers” or just the aircraft that are up for the next |aunch.
This level of custom zation should be considered a priority to

the system desi gn.

Accuracy and Latency — The current EATS is accurate to
within a few feet. This may prove to be accurate enough in the
short-term as it is certainly nore accurate than the current
manual system It stands to reason, however, that nore accuracy
will provide nore efficiency. If the handler is able to
visualize the aircraft stacked in the Bow Rows to within an
inch, he nay be able to park an additional aircraft on the bow
that he m ght have attenpted otherwi se. The sensors should be
able to deliver accuracy to within 1 to 2 inches on the
approxi mate 100 neter by 300-neter flight deck.

Qoviously, the system should have as Ilittle l|atency as
possi ble. Again, the experience with EATS is that refresh rates
much less than that used for notion pictures are sufficient.
This assumes targets as large as aircraft and speeds |ess than
15 MPH. If future capabilities of the system require tracking

of humans or even hunman hand notions, refresh rates should be
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i ncr eased. | deal ly, the display should be able to display the
novenent of aircraft as a snooth, non-hesitating notion. This
flow will be perceived as a nmeasure of accuracy. For exanpl e,
if the aircraft is displayed in a jerky way, the systemw /| be

percei ved as | ess accurate.

Ef fective use of Intelligent Agents - Latency and accuracy
both are dependant on the sensors used. The nunber of and
integration of sensors will play a large factor on the bandw dth
and processing power required to accurately display the objects.
Qovi ousl y, i f the nunber of sensors increases, sensor

integration will be a bigger chall enge.

Sensor integration is an appropriate place to use Agents.
Di scussions with Lockheed' s ATL |left us with the inpression that
they could address this sensor integration problem by
appropriately coding agents to correlate track information seen
by multiple sensors such that the display would reveal a nore
accurate and conplete depiction of the situation on the deck
even when sone of the sensors mght be obscured. Additionally,
agents would be able to predict notion when a sensor is
tenporarily “blinded” by an obstruction. Agents would be able
to alert the human operator if a track lost its identification
information. The operator would be pronpted to re-identify the

target for the system

System Reliability — Due to the interdependency built into
a system such as this, too many mission critical processes wl
be affected in the event of an unscheduled system failure.
Adequat e system redundancy and critical path analysis wll be
inperative to ensure that the systemis either up or functiona
even in a degraded state while technicians correct whatever

failure occurred.
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The | evel

and appropriate hardware and software

the system

of

As shown in Figure 45,

reliability can be scientifically established

redundancy designed into

reliability can be defined

in mnutes of systemdowntine during a specific period.
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Fi gure 45. Down Ti ne

i f
system woul d be unavail able a total

t he
of 86.4 seconds during that

I n general, the systemrequired 99.99% reliability,

reporting period. Considering safety will be directly inpacted

by system down tine, reliability should be increased
appropriately.

The current enphasis in Departnment of Defense and in
particul ar Department of the Navy is the use of Mcrosoft based
products in support of Information Technology for the 21st
Century (1 T-21) and Navy Marine  Corps | nt er net (NMCI)

initiatives. As a result of this enphasis, many of the enlisted
technicians are trained specifically as Mcrosoft technicians in
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order to be able to address the issues that they wll npst

i kely encounter.

Qur intention is not to dictate a particular software
package for use as the operating system the database, or any of
the application interfaces. It will be incunbent upon the
actual systens designers and the Project Mnager to nmake a
considered choice as to which software will provide the bal ance
between reliability and serviceability. It has been our
experience that proprietary software or even non-Navy standard
software can be problematic when used in an environnent, such as
a ship at sea, which does not readily allow service calls from
t he vendor. The danger of wusing a Linux or UN X operating
system is the added requirenent for specially trained
technicians to service the system when the need ari ses. It is
not reasonable to assune that this system if witten on non-
Navy standard software, would be l|arge enough for the Radi oman
(Data Processing) “A’ school to shift its curriculum to focus

nore on non- M crosoft products.

A strategy can also be determined to anticipate system
recovery upon a failure. For exanple, data could be cached in

the functional work center that “owns” the data.

In order to allow for graceful degradation and systematic
recovery of data after a system failure, the data “owner” could
have | ocal data storage of the data fields under his cognizance.
These local stores could then regularly synchronize with the
mai n dat abase when connectivity is reestablished. This provides
for continued local functioning even when partial or entire
system disruption occurs, and it allows for the system to
reestablish the nost current information to all wusers, as the

different functional areas cone back on-Iline.
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Since nmany users and applications depend on data from ot her
functional work centers, their data will also need to be cached
locally in the event of a system nalfunction or shipboard
casual ty. The only practical difference between the two
situations stated above is that the second type of user will not
be able to update or change the data that he does not wusually

have the ability to change.

E. PCSSI BLE PARTI Cl PANTS

The current ADMACS engineers and program managers from
Lakehurst should be involved in this effort. Qur work on this
thesis has allowed us to interface wth nunmerous software and
har dware vendors, as well as DoD contractors who have a I|ong
hi story of doing business with the DoD and in particular with
t he Navy.

We do not necessarily believe that Lakehurst should be the
lead in this new system devel opnent. There is a devel opnent al
history that exists wth the current system ADMACS, and
considering the significant investnent in that program any
| essons | earned should be used. But it is evident that system
design should be approached from outside the established

organi zation to avoid the pressure to maintain the status quo.>2

Nort hr op- G umman has devel oped and presented an inpressive
pr ot ot ype. Consi dering past performance in other successful
defense project, we feel that they are a logical contractor to
approach in developing this system NMre inportantly, they are

the prime contractor on the CVNX project.

52 W were informed that NAVAIR has spent over $74 MIllion on the current
system It is not clear if this includes pre-paynent to establish the system
on all current Carriers, but to date it is not deployed on all
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While it is obvious that this system will primarily serve
the Air Wng and the Air Departnents aboard a carrier, this
systemis still a shipboard system It should be designed and
devel oped as an integral part of the next-generation carrier.
This again makes the Northrop-Guman reconmendation a | ogical

one.

Informal discussions with other conpanies have nade it
clear that there is both industry know edge and industry

interest in a project like this

One of the npbst recent responses we received from Rayt heon33
describes, in no uncertain ternms, that they can provide the
sensor portion of this systemwth current technology that they
have developed for other DOD prograns. This could be
particularly beneficial in keeping the costs down by reusing DoD

assets.

Pul ni x Corporation, Develosoft, and the other conpanies

mentioned in this thesis should al so be consi dered.

F. REVI EW OF EXI STI NG AND DEVELOPMENTAL SYSTEMS

The proposed ADVMACS Block Il Upgrade stated that system
integrators would need to have a firm grasp of (a) what all of
integrated systens contained, and (b) what ADMACS needed from

each of those systens.

It is apparent that there is nobre than one way to
effectively integrate systens, but we believe the first goal of
the system integrator will be to avoid trying to maintain al

the | egacy systens (the status quo). The issues wll always be

53 E-mail ed proposal from Joseph R Wod, Senior Principal Electronics
Engi neer, Rayt heon Conpany, Proj ects Depart nent , El ectronic Syst ens
Laboratory, P.O Box 1201, Tewksbury, MA. 01876-0901
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conpl ex, but the biggest barrier to successful change in this

systemw || not be technol ogy, but organizational culture.

Wth this difficulty aside, we were able to ascertain that
there are hundreds of data fields in fifteen or nore systens
that are identified for the ADMACS to use as data sources.

Appendi x A details various input datum from the different
systens. The appendix is primarily organizational and does not
detail the specific data or data format to and from other
Ssyst ens. The output from an individual input system is |ess
inmportant at this point since, in our opinion, the correct thing
to do is collect all of the data into one powerful database that
will be able to “feed” any existing or subsequent system
devel oped for future applications. In fact, we believe that
once this database is developed, many of the |egacy systens

woul d qui ckly becone obsol ete.
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VI 11. CONCLUSI ONS

The ability to nmake effective decisions wth Ilimted
resources has never been nore inportant. Approaching the Digital
Quija Board from integrated system architecture as shown in
Figure 46 illustrates how conplex it can be to provide
meani ngful information to the war fighter. The direct benefit of
this visualization is that the elenents can be addressed and

appropriate technol ogy adopted and i ntegrat ed.
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Emerging collaborative tools, intelligent agents, and
“cutting edge” technology can be effectively and proactively
integrated into all facets of flight deck planning and m ssion

executi on.

If the United States mlitary strategically plans to

conti nue to overwhel m enem es, advanced and flexible
col | aborative tools and intelligent agents will be of paranmount
i nportance.

Accurate “requirenents nodeling” wll be necessary for
subsequent research efforts to effectively identify the

coll aborative tools and intelligent agents to support “Rapid

Deci sive Operations” in projecting air power.

The current Aviation Data Managenent and Control System

(ADMACS, described in Chapter I11) system software is running on
proprietary Hew ett Packard hardware that is no |onger
manuf act ur ed. Since a conputer’s useful life is approximtely

three years, the system architecture should plan regular
upgrades and enbrace open standards that wll nmake future

interoperability I ess of a problem

The sensor system that feeds the data managenent system
should be platform independent. In a nodular sense, today’s
sensor wll be replaced by sonmething nore effective tonorrow
The change should be transparent to the user because system
functionality would be consistent. The CoABS nulti-agent

m ddl eware recently devel oped by DARPA serves that goal

The  Peer -t o-Peer (P2P) Limted Objective Experinent
detailed in chapter four denonstrated how network managenent
tools could be used to view a conplex organi zati on and nonitor

the fl ow of informtion.
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The same tools should be used to design the information
system that will support the Quija board. This system can be
virtually assenbled and analyzed through simulations, then
nodi fi ed as necessary. More inportantly, as the actual system
is used in the operational environment, it can be nonitored and
managed as elenents or nodes are added or renoved from the

net wor k.

The ability to capture, archive, and analyze |ive network
traffic wll provide system engineer’s and nmanagers the
docunentation to justify neaningful inprovenents to subsequent

versions of the system

In view of recent asynchronous terrorist attacks on the
United States, the ability to rapidly identify a mssion,
identify required personnel and critical material will nake the

difference between ultimte m ssion success or m ssion failure.

The primary benefits of passive video capture, real tine
t hr ee-di mensi onal rendering and P2P conmuni cations on the flight
deck or hangar bay is enhanced operational awareness. The
infrastructure that facilitates this awareness wll be the
foundation for future advances in operational effectiveness.
Approaching flight deck conmunication and operational comand
and control tasks from a network nmanagenent perspective wll
allow the organization to use a broader range of tools to

del i ver operational success.

Col | aborative tools and environnments as well as dynamc
intelligent agents wll be integral to successfully noving
agai nst adversaries as they are revealed regardless of where
they m ght be in the world.
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APPENDI X A1 ADVACS | NTEGRATI ON LI ST

WORK CENTER (USER)

LOCATION SYSTEM / LABEL
EEMIECAUE (CVNG8 class) Application (Data / Data Blocks)
ALL System Status
ALL Time
Air Operations 03-170-0 ISIS Air Plan
Air Operations 03-170-0 ISIS Airborne Tanker Status
Air Operations 03-170-0 ISIS Alert Aircraft Status
Air Operations 03-170-0 ISIS ASW Datum
Air Operations 03-170-0 ISIS Bingo Fuels
Air Operations 03-170-0 ISIS Charts / Maps
Air Operations 03-170-0 ISIS Communication Plan
Air Operations 03-170-0 ISIS Current Ship's Position
Air Operations 03-170-0 ISIS Current Ship's Weather
Air Operations 03-170-0 ISIS Daily Call Signs
Air Operations 03-170-0 ISIS Divert Aircraft Status
Air Operations 03-170-0 ISIS Divert Field Info
Air Operations 03-170-0 ISIS Equip (Radar) Status
Air Operations 03-170-0 ISIS Event Information
Air Operations 03-170-0 ISIS Helo Status
Air Operations 03-170-0 ISIS Pilot Qualifications/Grades
Air Operations 03-170-0 ISIS Plane Guard Ship
Air Operations 03-170-0 ISIS Recovery Video
Air Operations 03-170-0 ISIS Ship's PIM
Air Operations 03-170-0 ISIS Tanker/Helo Status (Deck)
Air Operations 03-170-0 MORIAH Wind | Wind Speed & Direction
AOCC 1-74-2-Q AWIMS Bomb Farm Log
AOCC 1-74-2-Q AWIMS Magazine Arrangement
AOCC 1-74-2-Q AWIMS Master Magazine Temp Log
AOCC 1-74-2-Q AWIMS Mission Load List
AOCC 1-74-2-Q AWIMS On Load & Flow Sheet
AOCC 1-74-2-Q AWIMS Status Board
AOCC 1-74-2-Q AWIMS Weapons Inventory/Info
AOCC 1-74-2-Q ISIS Air Plan
AOCC 1-74-2-Q ISIS Event Information
Arresting Gear Officer 04-230-S ALRCS Aircraft Bulletins
Arresting Gear Officer 04-230-S ALRCS ALRE Status / Information
Arresting Gear Officer 04-230-S ISIS Event Information
AUXCON 08-159-0-C MORIAH Wind | Wind Speed & Direction
BALLOON INFLATION RM 01-255-3-Q ISIS Event Information
BALLOON INFLATION RM 01-255-3-Q | MORIAH Wind | Wind Speed & Direction
BOMB ASSY MAG 6-84-0-M AWIMS Status Board
BOMB ASSY MAG 5-129-0-M AWIMS Status Board
CAG Ops 03-138-2 AWIMS Mission Load List
CAG Ops 03-138-2 AWIMS Weapons Board
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WORK CENTER (USER)
LOCATION SYSTEM / LABEL
IDENTIFICATION (CVNEB class) Application (Data / Data Blocks)
CAG Ops 03-138-2 ISIS Airborne tanker status
CAG Ops 03-138-2 ISIS Aircraft Status (Deck)
CAG Ops 03-138-2 ISIS Aircraft Weight
CAG Ops 03-138-2 ISIS Alert Aircraft Status
CAG Ops 03-138-2 ISIS Bingo Fuels
CAG Ops 03-138-2 ISIS Charts / Maps
CAG Ops 03-138-2 ISIS Communication Plan
CAG Ops 03-138-2 ISIS Current Ship's Weather
CAG Ops 03-138-2 ISIS Divert Aircraft Status
CAG Ops 03-138-2 ISIS Divert Field Information
CAG Ops 03-138-2 ISIS Event Information
CAG Ops 03-138-2 ISIS Event Information
CAG Ops 03-138-2 ISIS Pilot Qualifications/Grades
CAG Ops 03-138-2 ISIS Recovery Video
CAG Ops 03-138-2 ISIS Ship's PIM
CATCC 03-170-1 ISIS Air Plan
CATCC 03-170-1 ISIS Airborne tanker status
CATCC 03-170-1 ISIS Alert Aircraft Status
CATCC 03-170-1 ISIS Bingo Fuels
CATCC 03-170-1 ISIS Charts / Maps
CATCC 03-170-1 ISIS Communication Plan
CATCC 03-170-1 ISIS Current Ship's position
CATCC 03-170-1 ISIS Current Ship's Weather
CATCC 03-170-1 ISIS Daily Call Signs
CATCC 03-170-1 ISIS Divert Aircraft Status
CATCC 03-170-1 ISIS Divert Field Info
CATCC 03-170-1 ISIS Equip (Radar) status
CATCC 03-170-1 ISIS Event Information
CATCC 03-170-1 ISIS Event Information
CATCC 03-170-1 ISIS Pilot Qualifications/Grades
CATCC 03-170-1 ISIS Recovery Video
CATCC 03-170-1 ISIS Ship's PIM
CATCC 03-170-1 ISIS SPN-46 info
CATCC 03-170-1 ISIS Tanker/Helo Status (Deck)
CATCC 03-170-1 SPN-46 SPN-46 info
CATCC 03-170-1-Q | MORIAH Wind | Wind Speed & Direction
CATOFF1EMERGENCY Launch Info
CONTROL STATION 04-149-2(P) ALRCS
CATOFF1EMERGENCY Wind Speed & Direction,
CONTROL STATION 04-149-2(P) MORIAH Wind | Crosswind/Headwind
CATOFF2 EMERGENCY Launch Info
CONTROL STA 04-74-1(S) ALRCS
CATOFF2 EMERGENCY Wind Speed & Direction,
CONTROL STA 04-74-1(S) MORIAH Wind | Crosswind/Headwind
CC CAT1 ALRCS Launch Info
CC CAT1 03-79-9-Q MORIAH Wind | Wind Speed & Direction
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WORK CENTER (USER)
LOCATION SYSTEM / LABEL
IDENTIFICATION (CVNEB class) Application (Data / Data Blocks)
CC CAT2 ALRCS Launch Info
CC CAT2 03-69-4-Q MORIAH Wind | Wind Speed & Direction
CC CAT3 ALRCS Launch Info
CC CAT3 03-148-8-Q MORIAH Wind | Wind Speed & Direction
CC CAT4 ALRCS Launch Info
CC CAT4 03-161-2-Q | MORIAH Wind | Wind Speed & Direction
CDC 03-156-0 ISIS Air Plan
CDC 03-156-0 ISIS Airborne tanker status
CDC 03-156-0 ISIS Aircraft Status (Deck)
CDC 03-156-0 ISIS Alert Aircraft Status
CDC 03-156-0 ISIS ALRE Status
CDC 03-156-0 ISIS ASW Datum
CDC 03-156-0 ISIS Bingo Fuels
CDC 03-156-0 ISIS Charts / Maps
CDC 03-156-0 ISIS Communication Plan
CDC 03-156-0 ISIS Current Ship's position
CDC 03-156-0 ISIS Current Ship's Weather
CDC 03-156-0 ISIS Daily Call Signs
CDC 03-156-0 ISIS Divert Field Info
CDC 03-156-0 ISIS Equip (radar) status
CDC 03-156-0 ISIS Event Information
CDC 03-156-0 ISIS Event Information
CDC 03-156-0 ISIS Helo Status
CDC 03-156-0 ISIS Plane Guard Ship
CDC 03-156-0 ISIS Recovery Video
CDC 03-156-0 ISIS Ship's PIM
CcDC 03-160-0 MORIAH Wind | Wind Speed & Direction
CDC Electric Warfare Area 03-165-1 MORIAH Wind | Wind Speed & Direction
Damage Control ? AWIMS Weight Report
FDC 04-160-1 AWIMS Bomb Farm Log
FDC 04-160-1 AWIMS On Load & Flow Sheet
Weapons Location on Flight
FDC 04-160-1 AWIMS DeckeHangar Deck ’
FDC 04-160-1 ISIS Air Plan
FDC 04-160-1 ISIS Airborne Tanker Status
FDC 04-160-1 ISIS Aircraft Bulletin
FDC 04-160-1 ISIS Aircraft Status (Deck)
FDC 04-160-1 ISIS Aircraft Weight
FDC 04-160-1 ISIS Alert Aircraft Status
FDC 04-160-1 ISIS Event Information
FDC 04-160-1 ISIS Event Information
FDC 04-160-1 ISIS Recovery Video
FDC 04-160-1 ISIS Weapons Information
FDC 04-160-1 ISIS Wind Information
FDC 04-160-1 ISIS / ALRCS | ALRE Status
FLAG BRIDGE/PLOT 07-159-1-C ISIS Event Information




WORK CENTER (USER)
LOCATION SYSTEM / LABEL
IDENTIFICATION (CVNEB class) Application (Data / Data Blocks)
FLAG BRIDGE/PLOT 07-159-1-C MORIAH Wind Wind Speed & Direction
FOSAMS/ROLMS 02-84-P AWIMS Weapons information
G1 WORKCENTER 1-133-4-A AWIMS G1 Build Sheet
G1 WORKCENTER 1-133-4-A AWIMS G1 Magazine Temp Log
G1 WORKCENTER 1-133-4-A AWIMS G1 Re-stow Sheet
G1 WORKCENTER 1-133-4-A AWIMS On Load & Flow Sheet
G1 WORKCENTER 1-133-4-A ISIS Event Information
G2 Division Work Center 3-82-2-Q AWIMS G2 Build Sheet
G2 Division Work Center 3-82-2-Q AWIMS G2 Magazine Temp Log
G2 Division Work Center 3-82-2-Q AWIMS G2 Re-stow Sheet
G2 Division Work Center 3-82-2-Q AWIMS On Load & Flow Sheet
G2 Division Work Center 3-82-2-Q ISIS Event Information
G-3 Division Office (FWD) 2-54-4-Q AWIMS G3 Build Sheet
G-3 Division Office (FWD) 2-54-4-Q AWIMS G3 Magazine Temp Log
G-3 Division Office (FWD) 2-54-4-Q AWIMS G3 Re-stow Sheet
G-3 Division Office (FWD) 2-54-4-Q AWIMS Magazine Arrangement
G-3 Division Office (FWD) 2-54-4-Q AWIMS Mission Load List
G-3 Division Office (FWD) 2-54-4-Q AWIMS Status Board
G-3 Division Office (FWD) 2-54-4-Q ISIS Event Information
G-3 Division Office (AFT) 3-143-3-Q AWIMS On load & Flow Sheet
G-3 Division Office (AFT) 3-143-3-Q ISIS Event Information
G4 Division Work Center 02-170-1-L AWIMS On load & Flow Sheet
G4 Division Work Center 02-170-1-L ISIS Event Information
G-5 Inventory Accounting 02-64-4-Q AWIMS Mission Load List
G-5 Inventory Accounting 02-64-4-Q AWIMS Weapons inventory/info
G-5 Inventory Accounting 02-64-4-Q ISIS Event Information
HDC 1-94-S AWIMS Bomb Farm Log
HDC 1-94-S AWIMS On Load & Flow Sheet
Weapons Location on Flight
HDC 1-94-S AWIMS Deckr;Hangar Deck ’
HDC 1-94-S ISIS Air Plan
HDC 1-94-s ISIS Airborne tanker status
HDC 1-94-s ISIS Aircraft Status (Deck)
HDC 1-94-S ISIS Aircraft Weight
HDC 1-94-S ISIS Alert Aircraft Status
HDC 1-94-S ISIS Event Information
HDC 1-94-S ISIS Event Information
HDC 1-94-S ISIS Recovery Video
HDC 1-94-S ISIS Weapons information
HDC 1-94-S ISIS / ALRCS | ALRE Status
ICCS 1&2 03-70-1-Q ALRCS Aircraft Bulletins
ICCS 1&2 03-70-1-Q ALRCS ALRE Status/Information
ICCS 1&2 03-138-2 ISIS Aircraft Weight
ICCS 1&2 03-70-1-Q ISIS Event Information
Head/Cross Wind, Wind
ICCS 1&2 03-70-1-Q MORIAH Wind | Speed & Direction
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WORK CENTER (USER)
LOCATION SYSTEM / LABEL
IDENTIFICATION (CVN68 class) Application (Data / Data Blocks)
ICCS 3&4 03-148-8-Q ALRCS Aircraft Bulletins
ICCS 3&4 03-148-8-Q ALRCS ALRE Status/Information
ICCS 3&4 03-138-2 ISIS Aircraft Weight
ICCS 3&4 03-148-8-Q ISIS Event Information
Head/Cross Wind, Wind
ICCS 3&4 03-148-8-Q MORIAH Wind | Speed & Direction
LENS RM 03-123-10 ECSS Basic Angle
LENS RM 010-160-1 IFLOLS Air Officer Interlock Status
LENS RM 03-123-10 IFLOLS Aircraft Hook to Eye
LENS RM 03-123-10 IFLOLS Aircraft Type
LENS RM 03-123-10 IFLOLS Barricade On Indicator
LENS RM 03-123-10 IFLOLS Basic Angle
LENS RM 03-123-10 IFLOLS Brightness Reset
Datum/Wave Off/Cut Light
LENS RM 03-123-10 IFLOLS Intensity 9
LENS RM 03-123-10 IFLOLS Ship Navigation Information
LENS RM 03-123-10 IFLOLS Source Light Intensity
LENS RM 03-123-10 IFLOLS SPN-46 Heave
LENS RM 03-123-10 IFLOLS SPN-46 Pitch
LENS RM 03-123-10 IFLOLS SPN-46 Roll
LENS RM 03-123-10 IFLOLS Stabilization Mode
LENS RM 03-123-10 IFLOLS Wave Off
LENS RM 03-123-10 IFLOLS Wave Off
LENS RM 03-123-10 ILARTS Cut
LENS RM 03-123-10 ILARTS Wave Off
LENS RM 03-123-10 MOVLAS Cut
LENS RM 03-123-10 MOVLAS Wave Off
LENS RM 03-123-10 VISUAL Ship Navigation Information
LENS RM 03-123-10 VISUAL Wind Speed & Direction
LSO 04-231-0 VISUAL Air Officer Interlock Status
LSO 04-231-0 VISUAL Aircraft Hook to Eye
LSO 04-231-0 VISUAL Aircraft Type
LSO 04-231-0 VISUAL Barricade On Indicator
LSO 04-231-0 VISUAL Basic Angle
LSO 04-231-0 VISUAL Cut light Indicator
LSO 04-231-0 VISUAL Failure Mode
LSO 04-231-0 VISUAL GO/NO GO
LSO 04-231-0 VISUAL Hook to Ramp alarm
LSO 04-231-0 VISUAL Hook to Ramp Warning
LSO 04-231-0 VISUAL Low Cell Flash Rate
LSO 04-231-0 VISUAL Low Cell Intensity
LSO 04-231-0 VISUAL Power "on"
LSO 04-231-0 VISUAL Ship List Information
LSO 04-231-0 VISUAL Ship Trim Information
LSO 04-231-0 VISUAL Source Light Intensity
LSO 04-231-0 VISUAL Stabilization Mode
LSO 04-231-0 VISUAL Targeted Wire # / HTD
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WORK CENTER (USER)
LOCATION SYSTEM / LABEL
IDENTIFICATION (CVNEB class) Application (Data / Data Blocks)
LSO 04-231-0 VISUAL Wave Off Indicator
LSO 04-231-0 VISUAL Wave Off Location
LSO 04-231.0 Isis ALRE Status
LSO 04-231-0 VISUAL Event Information
LSO 04-231-0 ISIS Event Information
LSO 04-231-0 ISIS Pilot Qualifications/Grades
LSO 04-231-0 VISUAL* Recovery Video
LSO 04-231-0 isis SPN-46-info
LSO 04-231-0 VISUAL A/C DRIFT RATE
LSO 04-231-0 VISUAL A/C IDENT
LSO 04-231-0 VISUAL A/C RANGE
LSO 04-231-0 VISUAL A/C SINK RATE
LSO 04-231-0 VISUAL A/C SPEED
LSO 04-231-0 VISUAL ACLS LOCK ON
LSO 04-231-0 VISUAL ACLS MODE
LSO 04-231-0 VISUAL Aircraft Bulletins
LSO 04-231-0 VISUAL CLR/FOUL DECK
Datum/Wave-Off/Cut Light
LSO 04-231-0 VISUAL intensity 9
LSO 04-231-0 VISUAL Deck Status Light
LSO 04-231-0 VISUAL Hook To Ramp Motion
LSO 04-231-0 VISUAL Hook Touch Down (A/C)
LSO 04-231-0 VISUAL Ramp motion
LSO 04-231-0 VISUAL Wave Off
LSO 04-231-0 VISUAL Wave Off
LSO 04-231-0 VISUAL Weather Information
LSO 04-231-0 VISUAL Wind (Head & Cross) Angle
LSO 04-231-0 VISUAL Mr. Hands Information
LSO Equipment Room 03-233-2 IFLOLS Cut
LSO Equipment Room 03-233-2 IFLOLS Wave Off
LSO Equipment Room 03-233-2 IFLOLS Wave Off
LSO HUD 04-231-0 LSO HUD | Wind Speed & Direction
Main Comm 03-108-0 ISIS Air Plan
Main Comm 03-108-0 ISIS Current Ship's Weather
Main Comm 03-108-0 ISIS Event Information
Main Comm 03-108-0 ISIS Event Information
METOC 06-160-3 Moriah Ship Navigation Information
METOC 06-160-3 MORIAH Wind | Wind Speed & Direction
Pilot House 09-160-1 ISIS Air Plan
Pilot House 09-160-1 ISIS Airborne tanker status
Pilot House 09-160-1 ISIS Aircraft Bulletins
Pilot House 09-160-1 ISIS Aircraft Status (Deck)
Pilot House 09-160-1 ISIS Aircraft Weight
Pilot House 09-160-1 ISIS Alert Aircraft Status
Pilot House 09-160-1 ISIS ALRE Status
Pilot House 09-160-1 ISIS ASW Datum




WORK CENTER (USER)
LOCATION SYSTEM / LABEL
IDENTIFICATION (CVNEB class) Application (Data / Data Blocks)
Pilot House 09-160-1 ISIS Bingo Fuels
Pilot House 09-160-1 ISIS Current Ship's Position
Pilot House 09-160-1 ISIS Current Ship's Weather
Pilot House 09-160-1 ISIS Daily Call Signs
Pilot House 09-160-1 ISIS Divert Field Info
Pilot House 09-160-1 ISIS Event Information
Pilot House 09-160-1 ISIS Event Information
Pilot House 09-160-1 ISIS Helo Status
Pilot House 09-160-1 ISIS Pilot qualifications/grades
Pilot House 09-160-1 ISIS Plane Guard Ship
Pilot House 09-160-1 ISIS Recovery Video
Pilot House 09-160-1 ISIS SPN-46 info
Pilot House 09-160-1 ISIS Tanker/Helo status (Deck)
Pilot House 09-160-1 MORIAH Wind | Wind Speed & Direction
PRI-FLY 010-160-1 AWIMS On Load & Flow Sheet
PRI-FLY 010-160-1 IFLOLS Aircraft Hook to Eye
PRI-FLY 010-160-1 IFLOLS Aircraft Type
PRI-FLY 010-160-1 IFLOLS Barricade On Indicator
PRI-FLY 010-160-1 IFLOLS Basic Angle
PRI-FLY 010-160-1 IFLOLS Brightness Reset
PRI-FLY 010-160-1 IFLOLS Cut light Indicator
PRI-FLY 010-160-1 FLoLs | Daum/Wave-offiCut Light
Intensity
PRI-FLY 010-160-1 IFLOLS Failure Mode
PRI-FLY 010-160-1 IFLOLS GO/NO GO
Hook to Ramp Meter -
PRI-FLY 010-160-1 IFLOLS Dynamic P
PRI-FLY 010-160-1 IFLOLS Hook to Ramp Meter - static
PRI-FLY 010-160-1 IFLOLS Hook to Ramp Warning
Hook Touchdown meter -
PRI-FLY 010-160-1 IFLOLS dynamic
PRI-FLY 010-160-1 IFLOLS SHt‘;(t’i'é Touchdown meter -
PRI-FLY 010-160-1 IFLOLS Low Cell Flash Rate
PRI-FLY 010-160-1 IFLOLS Low Cell Intensity
PRI-FLY 010-160-1 IFLOLS Power "on"
PRI-FLY 010-160-1 IFLOLS PRI-FLY / Lens Room. Cmd.
PRI-FLY 010-160-1 IFLOLS Ship List Information
PRI-FLY 010-160-1 IFLOLS Ship Trim Information
PRI-FLY 010-160-1 IFLOLS Source Light Intensity
PRI-FLY 010-160-1 IFLOLS Stabilization Mode
PRI-FLY 010-160-1 IFLOLS Targeted Wire # / HTD
PRI-FLY 010-160-1 IFLOLS Wave Off Indicator
PRI-FLY 010-160-1 IFLOLS Wave Off
PRI-FLY 010-160-1 IFLOLS Wave Off Location
PRI-FLY 010-160-1 ISIS Air Plan
PRI-FLY 010-160-1 ISIS Airborne tanker status
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WORK CENTER (USER)

SYSTEM / LABEL
IDENTIFICATION (IES'S:Q'I;IISSIQI) Application (Data / Data Blocks)
PRI-FLY 010-160-1 ISIS Aircraft Bulletins
PRI-FLY 010-160-1 ISIS Aircraft Status (Deck)
PRI-FLY 010-160-1 ISIS Aircraft Weight
PRI-FLY 010-160-1 ISIS Alert Aircraft Status
PRI-FLY 010-160-1 ISIS ALRE Status
PRI-FLY 010-160-1 ISIS ASW Datum
PRI-FLY 010-160-1 ISIS Bingo Fuels
PRI-FLY 010-160-1 ISIS Current Ship's Position
PRI-FLY 010-160-1 ISIS Current Ship's Weather
PRI-FLY 010-160-1 ISIS Daily Call Signs
PRI-FLY 010-160-1 ISIS Divert Field Info
PRI-FLY 010-160-1 ISIS Event Information
PRI-FLY 010-160-1 ISIS Event Information
PRI-FLY 010-160-1 ISIS Helo Status
PRI-FLY 010-160-1 ISIS Pilot qualifications/grades
PRI-FLY 010-160-1 ISIS Plane Guard Ship
PRI-FLY 010-160-1 ISIS Recovery Video
PRI-FLY 010-160-1 ISIS SPN-46 info
PRI-FLY 010-160-1 ISIS Tanker/Helo status (Deck)
PRI-FLY 010-160-1 MORIAH Wind | Wind Speed
Ready Room/MC 03-220/50 -0 AWIMS Mission Load List
Ready Room/MC 03-220/50 -0 AWIMS Weapons Information
Ready Room/MC 03-220/50 -0 ISIS Air Plan
Ready Room/MC 03-220/50 -0 ISIS Airborne Tanker Status
Ready Room/MC 03-220/50 -0 ISIS Aircraft Status (Deck)
Ready Room/MC 03-220/50 -0 ISIS Aircraft Weight
Ready Room/MC 03-220/50 -0 ISIS Alert Aircraft Status
Ready Room/MC 03-220/50 -0 ISIS ASW Datum
Ready Room/MC 03-220/50 -0 ISIS Bingo Fuels
Ready Room/MC 03-220/50 -0 ISIS Charts / Maps
Ready Room/MC 03-220/50 -0 ISIS Current Ship's position
Ready Room/MC 03-220/50 -0 ISIS Current Ship's Weather
Ready Room/MC 03-220/50 -0 ISIS Divert Aircraft Status
Ready Room/MC 03-220/50 -0 ISIS Divert Field Info
Ready Room/MC 03-220/50 -0 ISIS Event Information
Ready Room/MC 03-220/50 -0 ISIS Event Information
Ready Room/MC 03-220/50 -0 ISIS Helo Status
Ready Room/MC 03-220/50 -0 ISIS Pilot Qualifications/Grades
Ready Room/MC 03-220/50 -0 ISIS Plane Guard Ship
Ready Room/MC 03-220/50 -0 ISIS Recovery Video
Ready Room/MC 03-220/50 -0 ISIS Ship's PIM
Ready Room/MC 03-220/50 -0 ISIS Tanker/Helo status (Deck)
Ready Room/MC 03-220/50 -0 ISIS Wind Over Deck
SEC CONN Station 4-124-1-C MORIAH Wind | Wind Speed & Direction
SPN46 | 07-175-3 SPN-46 Wind Speed & Direction
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WORK CENTER (USER)
LOCATION SYSTEM / LABEL
IDENTIFICATION (CVNEB class) Application (Data / Data Blocks)
SPN-46 07-175-3 SPN-46 Basic Angle (IFLOLS)
SPN-46 07-175-3 SPN-46 Ship Navigation Information
SPN-46 07-175-3 SPN-46 VISUAL Tracking Data
SPN-46 07-175-3 SPN-46 Wave -off
Strike Ops 03-138-1 AWIMS Mission Load List
Strike Ops 03-138-1 ISIS Air Plan
Strike Ops 03-138-1 ISIS Aircraft Status (Deck)
Strike Ops 03-138-1 ISIS ALRE Status
Strike Ops 03-138-1 ISIS Divert Field Info
Strike Ops 03-138-1 ISIS Event Information
Strike Ops 03-138-1 ISIS Ship's PIM
Strike Ops 03-138-1 ISIS Weapons information
Tactical Operations Plot 09-162-1 MORIAH Wind | Wind Speed & Direction
TFCC 03-150-0 MORIAH Wind | Wind Speed & Direction
V-2 Division Office 03-79-0 ADMACS Aircraft Bulletins
V-2 Division Office 03-79-0 ALRCS ALRE Status/Information
V-2 Division Office 03-79-0 ISIS Event Information
V-2 Maintenance Office 03-79-0 ADMACS Aircraft Bulletins
V-2 Maintenance Office 03-79-0 ALRCS ALRE Status/Information
V-2 Maintenance Office 03-79-0 ISIS Event Information
V-4 Division Office 02-79-P ALRCS ALRE Status/Information
V-4 Division Office 02-79-P ISIS Event Information
WPNS DEPT CC 02-165-2-Q AWIMS On Load & Flow Sheet
WPNS DEPT CC 02-165-2-Q ISIS Event Information
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10.
11.
12.
13.
14.

APPENDI X B: Al RCRAFT HANDLER S QUESTI ONNAI RE

Describe the most complex task you perform in the normal course of the day’s
events.

Describe the most time consuming aspect of your job.

If you could automate specific portions of your job, what would you automate and
to what degree. (List as many as you wish — prioritize them with 1 being the
highest priority).

Are there aspects of your job that you feel should never be abandoned by “human
intelligence”, i.e. which should never be automated? What are they and why is it
they should be left as is?

Are there aspects of your job that you cannot spend adequate time on because of
either time constraints or other extraneous constraints that keep you from them?
Would a decision support system that is able to display a “Spot Plan” given the air
plan requirements, the aircraft availability, weapons load, etc. be a welcomed
“tool”, or would you view this as a threat to your job? If it were perceived as a
threat, what would make it less threatening in your eyes?

In the planning stages of preparing for a specific launch (first go, second go, third
go), are there redundant tasks that could be automated?

What specific inputs should be taken into consideration?

For display purposes, is a color display preferred over monochrome?

Who else would you want to have input to this effort to digitize the Ouija board?
To what extent would you want their input?

Are their specific questions or inputs that we should ask of them?

Are their other inputs that you would like to provide us with?

Are their specific Handlers (current or otherwise) that you would recommend we
survey (Please provide information to help us locate them, e.g. Command Name or

e-mail address)?
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15. Rate the functionality of the following hardware in support of handling aircraft:

Rate 1to 5 Maintenance | Ready

(5 is Excellent, Control Room
1is Very Poor)

Flight Deck Flight Hangar

Bridge Air Boss Control Deck Deck

Hand held
devices (PDAS)

Wearable
computers

Heads -up
displays (on
Yellow Shirts,
Blue Shirts, etc.)

Touch screen
displays

Pen tablets

Hands -free
computing

Virtual Displays
(3D graphic
representation of
objects and
environment)
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APPENDI X C. RESULTS OF QUESTI ONNAI RE

From CVN 73 Handl er

1. Display positions of JBD, bonb/mssile elevators, whip

ant ennae, and el evators.

2. Generate statistics per pilot (an aircraft’s pilot can
be retrieved from I1SIS) Ilike flying tinme, recoveries by

arresting wre nunber, aircraft maintenance.

3. Cenerate statistics per shipboard personnel (tinme per

wash down, fueling/de-fueling efficiencies).

4. GCenerate statistics per aircraft like time to I|aunch,
counts by arresting wire nunber, wash-downs, down rate, de-

fuel s.
5. Generate statistics per ship like sortie rate.
6. Optimze aircraft re-spots.

7. Perform support functions (like Mxinmum Spotting Density
for the Spotting Roon).

8. Mobilize the Quija board so that anyone on the ship’'s
LAN can visualize info and/or the Handl er can generate the next
day’s spotting configurations from the head, his stateroom or
t he beach.

9. Zoom in on digital sections of the flight deck. The
colored aircraft tenplates currently used would be replaced by
vect or (CAD |ike) drawi ngs that allow highly accurate
i nvestigations of spotting configurations.

10. Select a camera and display what it is seeing.

11. Zoomin on a subsection.
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12. Digital enhancenent of the video (sharpening, contrast

enhancenent) under user control.

13. Touch a canera icon then an aircraft to automatically
bring up video and zoom (you won't have to specify a canera and
touch out the zoomregion).

14. Store all aircraft novenments for an entire cruise.
These could be searched (for F18 bow re-spots at night),
replayed with VCRIike controls (fast forward, reverse, pause),

and saved.

15. Panoramic view (digitally create an i mage nosai ¢ of the
entire flight or hangar deck). This may have sone probl ens
because not all canmeras wll have the sane view ng position.
For exanple, the Aft Radar Mast Canera will be around 150" aft
of the island caneras and at | ower elevation. The nosaic nay be
st range. We could patch together a single inmage on the next
cruise to give Handl ers an idea.

16. Emergency video recording. In case of an energency (or
for training), the conmputer could start archiving a canera’s
i mgery (or subsection). | would guess you could only save 5 to
10 mnutes before hard drives filled up. Al ternatively, you
could have a standby recorder co-located with the workstation
and clicking an option would save imgery to a SVHS tape wth
hours of storage potential.

17. Count the elevator runs (from M. Husni’s kickoff

neeting notes).

18. Count the aircraft noves (from M. Husni’'s Kkickoff
nmeeting notes).
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19. Render the decks with hol ographs (the Navy has been
researchi ng washtub-1ike rendering displays for years) so that
everything appears in 3D.

20. Retrieve video snippets from a ship’s cruise (e.g.
“Show me all of 105 s nighttime recoveries.”). The degree of
aut omati on woul d be contingent on what equi prent you buy and how
you hook it up. For exanple, EATS will automatically be able to
print out a list for the above w thout any additional equipnent.
You could then walk to the PLAT canera room and try to retrieve
the video fromtheir circular storage system (a drawer of tapes
with the last — or nbst recent - tape put in being the last to
be reused). This would be pretty onerous because of the nmanua
review of nmany tapes but the timestanps are on the tapes.
Alternatively, EATS video could be streanmed to a bank of tape
decks. This gives EATS nore control of the inmagery and
potentially allows EATS to autonatically generate one tape from
its list of “interesting events” and extraction of video data

from banks of decks through digital control.

21. Digital storage of “interesting events.” A user (from
Pri-fly or a training air space, etc.) could say “Log al
recoveries for 310.” EATS would then tenporarily store each
recovery and upon finding out that the recovered aircraft (from
ISIS) was 310, would stream the data onto the network to the
desi gnat ed airspace. If it weren’t 310, EATS would wite over
the data. | don’t know how mai ntenance works but | would think
this may be handy where sonmething on an aircraft was suspicious
and they mght want to review it in slow-notion when they had

time (like a faulty aileron).

22. EATS could allow the zoomin, observation, and tracking

of personnel.
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23. EATS may al |l ow sone gross form of FOD detection.
24. EATS may all ow sonme gross form of ordnance inspection.

25. Foul ed deck detection (in addition to nunerous others).

From Commander Yoast, Aircraft Handler for CVN 73

and Avi ati on Bosun Mate Al an Procter

Most tense novenent is when a Deck Edge Elevator is down.
It is very difficult because it involves coordination anpongst so
many spaces. Tension 1s up. 2 mnutes after it is down, the
operator will get a call fromthe bridge about when it can cone
up again. CCTV hangar bay caneras allow him to recall the

el evator quickly. Two caneras have pan/tilt/zoom

Joe Breslen Menorial Canera nonitors the bow catapults so
that when the |ILARTS canera is swtched to recoveries and the
ship is still launching aircraft, sonething is recording that

area. It is alowlight level camera with a fixed aperture.

Anot her 360-degree canera (actually nuch 1less, probably
180) is used for spotting board operators (an El evator Operator
(EO). AH can bring a guy down fromthe 08 |evel on the sound
powered phones or from within the |LARTS booth down bel ow and
they just use the CCTV to spot ships. The canmera has pan, tilt
and zoom This low |light canera (not “Dage”, but off the shelf)
must function with lots of glare in daytine but also work well

at night. This mght be fixed with a new nonitor.
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APPENDI X D:

| NPUT/ QUTPUT SURVEY

FI i ght Deck Contr ol

ADMACS |ISIS G umman | EATS

Support Equi pnent Status

Par ki ng Plan / Spot Sheet

ALRE Equi pnent St at us

Aircraft Position

CATTC / Primary Flight Control

Al C Bingo Performance Data

Ext ernal Fli ght
(NOTAMS, etc.)

| nf or mati on

Operation Area Information

Bingo Field Informtion

CATCC St at us Board

Primary Flight Control Status

Board

V-4 | Fuel s Division

Total Fuel System Status

Al C Fuel ing Status

Fuel Crew Managenent

Fuel Station Status

Fuel Pl an




Squadr on QOperati ons

Squadron Pl an of the Day (PQOD)

Pilot Qualifications

Squadron Duty Roster

Pil ot Medical Status

Pil ot Landi ng G ades

Squadron Training Pl an

Squadron Flight Schedul e

CAG (Qperati ons

Aircraft Perfornmance Paraneters

Air Wng Tactics

Rul es of Engagenent

Threat Intelligence

Target / OQp Area Information

(Maps, coordi nates, etc)

Tar get Phot os

Stri ke Pl an

Squadr on Mai nt enance

(Repeated for each squadron)

Squadr on Mai nt enance Pl an

Squadron Flight Hour Records

Aircraft M ntenance Records

162




(VI DS/ MAFS)

Air Wng Aircraft Status Board
(not replicated at Squadron

Level)

Weapons Depart nment

Repl eni shnment Requi renent s

Repl eni shnrent Pl anni ng

Magazi ne | nventory

Movenent Pl an

Build Pl an

Break Qut Pl an

Load Pl an

Conbat Systens / C4l

Recent Intelligence

SD Weapons and St at us

Friendly Track Data

Hostil e Track Data

OP Area Maps / Data

CDC/ E-2 Status / Situation
Di spl ays
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APPENDI X E: RESPONSE TO | NPUT/ QUTPUT SURVEY

Response from CA2 David Young, youngd@itty-Hawk. navy. ml ;
COMM 243-4295, X-6540 Fuels Mai ntenance O ficer CV63.

V-4 | Fuel s
Di vi si on
11 Tot al Fuel 8 O clock reports
System St at us
Checker Cards And Log Sheets Are Used To
12 Al C Fuel ing Track A/C Start Loads and Top Of Loads.
St at us W Use This Information To Track Each
| ndi vidual Aircraft Fuel Issue.
13 Fuel Crew COWNAVAI RPAC/ COVWNAVAI RLANT | nstruction
Managenent 3500. 71a
F/ID Repair Personnel Physically Check
14 Fuel Station During R-42/44 PM5 Check. Use 8 O clock
St at us Reports And Division Fuel Station Status
Report To Track Status.
Use Air Plan For Fuel Load O Aircraft.
15 | Fuel Plan Use AFOSS To Plan For Fuel UNREPS.

Response from LCDR M chael Shults [nshult @i ncol n.navy.ml],
Ordnance Handling Oficer (OHO for CVN 72

Weapons
Depart nent
34 | REPl eni shrent ROLMS/ E-mai | inputs to LOG REC
Requi renent s
35 Repl eni shnent ROLMS/ E- mai |
Pl anni ng
36 Magazi ne ROLMS
| nventory
37 | Movenent Pl an NONE- coordi nated by Ordnance control,
Ordnance Handling O ficer (OHO
38 Buil d Pl an None- coordi nated by Ordnance control,
OHO
39 | B eak Qut Pl an None- coordi nated by Ordnance control,
OHO
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40

Load Pl an

In puts provided to Strike Ops by phone
or in person/E-mail.
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APPENDI X F: ADVMACS DEPLOYMENT PLANBSS

ACTIVITY PROCUREMENT | INSTALLATION
CV 63 USS Kitty Hawk FYO02 FYO03
CVN 65 USS Enterprise FYOI1 FY02
CV 67 USS John F. Kennedy FY02 FYO03
CVN 68 USS Nimitz FYO98 FY0O
CVN 69 USS Dwight D. Eisenhower FY00 FY02
CVN 70 USS Carl Vinson FY(1 FY02
CVN 71 USS Theodore Roosevelt FYOI FYO2
CVN 72 USS Abraham Lincoln FY00 FYOI
CVN 73 USS George Washington FY 00 FYOI
CVN 74 USS John C. Stennis FY 00 FYOL
CVN 75 USS Harry S. Truman FY 00 FY O
CVN 76 USS Ronald Reagan FY00 FY 01

55 N78- NTSP- A-50- 0009/ D, Navy Trai ning System Plan For The Aviation Data Managenent
And Control System March 2001
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