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A Study on Frame Prediction Method based on Operation

Probability Map

by Soo-Hwan Lee

Department of Electrical & Electronics Engineering
Graduate School of Korea Maritime and Ocean University

Busan, Republic of Korea

Abstract

Frame prediction, which is a technique to reconstruct frames lost due to
damage or to generate new consecutive frames in the video, is attracting
attention as a main technology which is indispensable for the autonomous
vehicle and the artificial intelligence based security system that require motion
prediction of objects. Recently, this technology has improved prediction
accuracy in combination with deep learning technology, but it is difficulties
in practical application because it involves a lot of learning data and
computation amount. The existing deep learning based prediction model, since
the frame generated by the prediction is feedback in the new frame
generation process, is decreased the prediction accuracy over time. Therefore,
in this paper, we propose an operation probability map based new frame
prediction model using convolution neural network (CNN), long short-term,

memory (LSTM) and deconvolution neural network(DNN) to minimize

_Vi_
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unnecessary computation regions in the frame and prediction error. The
proposed model extracts the operating characteristics of the frames through
CNN and LSTM and learns the patterns to generate the operation probability
map. Through this process, a region in which an operation occurs is
determined in one frame, and a new frame is obtained through DNN only in
this region. At this time, the generative adversarial nets(GAN) technique is
applied for efficient learning of DNN with the high learning complexity. For
the learning and verification of the proposed new model, we compared and
analyzed the generated frame and the original frame based on robotic motion
images with some frames removed randomly using PSNR. As a result, the
PSNR of the proposed frame prediction model is 35.16, which is 14.06
higher than the other three models. Also, the decrease of the PSNR according
to the generated frame is decreased to 2 before the 4th frame and then to 7

thereafter, and is improved by 5 on the average.

- vii -
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Chapter 1 Introduction

The problem of understanding the sequence of situations and reconstructing
the situation by reasoning the intermediate process is relatively easy for
humans. But, in the case of the machine, because it understands and
inferences the situation by learning the video without auxiliary techniques
such as image segmentation and abstraction, It is difficult to expect a
human-like level of results for changes in  object size, color, shape, and
angle. Therefore, in order to apply a completely unmanned system such as
autonomous navigation and unmanned surveillance in an actual environment
where many variations of similar objects occur, an algorithm that solves the
problem of lowering the accuracy of the image understanding is required. So
several studies have been actively conducted in the field of computer vision
both at domestic and overseas. Recently, Deep Learning, which is a learning
model capable of deep abstraction, has been improved to solve this problem.
However, Deep Learning model based on an artificial neural network requires
a large amount of computation, so it is limited to be applied in real time.
Therefore, we need an approach to reduce the computational complexity by
learning the features of the image selectively, rather than the heuristic
approach of the existing learning model.

The frame prediction is very similar to the frame interpolation method
used in the conventional animation or image restoration, by extracting patterns

in a video and estimating a subsequent frame of a target frame. However,
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unlike the frame interpolation method, which is based on the comparison
between the previous frame and the post frame, the frame prediction is more
difficult than the frame interpolation because it is estimated based on the
features of the previous frames without the information of the after frame.
The frame interpolation technique has been used in various image industries
that require post correction to increase the number of frames per second of
the original image by generating an intermediate frame. But, since real-time
processing is important to be applied to unmanned systems such as
autonomous navigation and unmanned - surveillance, there is a need for a
frame prediction method that estimates the posterior situation without posterior
information.

The technique of predicting a frame of a video is a field in which the
recent research in the field of computer vision has begun. Because of the
similarity with the existing frame interpolation algorithms, the same technique
applied to the existing algorithm is used. The fundamental principle of frame
prediction is a method of estimating the position of pixels in a post frame
by learning or modeling a movement pattern of pixels by accumulating the
displacement difference of the same pixel in frames in a moving image. For
this frame prediction, the movement of pixels of the whole moving picture is
extracted by a descriptor called motion vector, and the tendency of the whole
moving picture is estimated by posterior frame estimation based on various
learning algorithms or probability models. In recent years, there have been
many researches such as the convolution neural network (CNN), which
extracts the spatial relation through the connection between neighboring

pixels, and the recurrent neural network (RNN), which learns the temporal
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relation through the connection of the next node recursively. Algorithms for
predicting posterior frames based on previous frames are being studied
through a model that is constructed by properly combining neural network
layers.

The existing research is to extract the optical flow, which is an optical
change from the frames in the image, by the descriptor and generate the
intermediate frame through the flow of the target frame before and after[l,
2]. However, since the movement of the object is represented by using the
characteristics of light as the descriptor, it is difficult to extract the descriptor
in the image with severe distortion due to the light, There is a limitation in
that the accuracy of the prediction is inferior in case of a complicated
operation. Another study uses a motion vector that expresses the variation
pattern of similar pixels between frames, unlike optical flow, which uses light
characteristics as a descriptor[3, 4, 5]. The technique using motion vector
descriptor extracts the change of frames in the video as a descriptor and
models the change tendency of the video to estimate the frame. In this way,
it is possible to predict more precise and general features by abstracting the
various and complex change characteristics in the image by expressing the
change characteristics of the pixels as descriptors or constructing them as
models. However, since the prediction method based on the motion vector
uses the pixel variation of the moving picture as the descriptor, the
predictable motion is limited and the prediction accuracy is weak in the
unusual image where many similar objects occur.

Recently, deep learning techniques have shown good performance in many

areas of computer vision based on high abstraction ability. Deep learning is a
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neural network, which enables higher abstraction than existing neural network
algorithms, and can extract various features of information compared to other
models[6, 7]. Long et al[8]. applied deep learning to input the previous and
subsequent frames into the deep learning model for image matching and
interpolate the frames. However, since this study uses the existing deep
learning model, there is a problem that the interpolated frame is blurred due
to the limit of the generator. Niklaus et al[9]. combine frames created by
passing previous and subsequent frames and a convolution neural network
model to generate intermediate frames. Also, a technique for predicting
images through various deep-running models has been studied recently [10,
11].

We apply the method used in existing interpolation algorithms and try to
solve the limitations of existing deep learning based algorithms. In this paper,
we propose a model that learns the features of motion through the change of
motion in frames and predicts the area with the high probability of operation
based on the previous frame of the target frame to be generated and
generates the motion in part afterward. The model also proposes a frame
prediction algorithm that combines the previous frame and the generated
region to produce a posterior frame. Convolution neural network (CNN) is
constructed to extract the characteristics of motion according to the frame
progression of video and learns the tendency of changing extracted features
into a recurrent neural network (RNN). This model predicts the probability of
occurrence of an operation, generates an operation probability map and finds
a portion likely to be operated. Since the area with a low probability of

operation will not change, we designed an algorithm that suppresses
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generation and combines with the previous frame to suppress noise and
reduce the amount of computation. To learn the proposed model, ten frames
are generated by predicting the frame by feeding back the generated frame
with a natural image of 30 fps or more, and comparing with the original

frame, the peak signal to noise ratio.
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Chapter 2 Related Works

2.1 Convolutional neural network
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Fig. 2.1 The concept of basic convolution neural network

In general, deep learning, which is an artificial neural network stacking
technique, consists of a fully connected network in which both input nodes
and output nodes are connected to each other. This layer can perform various
operations through weighted learning, but it is very vulnerable to a
recognition of local features because it has high computational complexity and
learns global features. Therefore, in the field of computer vision aiming at
the image, most of them use convolution neural network (CNN). But in real

image problems, it is mnecessary to understand objects based on local
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characteristics. Therefore, CNN improved the general artificial neural network.
Fig. 2.1 shows the connection structure of the single-layer CNN based on the

input image. In Fig. 2.1, «z;,

; 1s input information, y; is output information,

and w,;, w,, and w; are weights of each line. Fig. 2.1 summarizes the results

as shown in:

y= 2 diwrz, @.1)

Equation (2.1) is assumed to be one-dimensional information, unlike
general video situation. In the case of an image, the result of y axis is
added to equation (2.1). As shown in Fig. 2.1 ‘and equation (2.1), CNN
learns only based on surrounding pixel information. Also, CNN can be

applied to other areas of w,, w,, and w; with the same weight, thereby

reducing computational complexity. However, since a single weight map can
extract only one feature, a weight group that plays a role of various filters is
required for classification of various features. A weight map corresponding to
one filter is called a kernel, and the number of kernels is equal to the
number of filters. Therefore, CNN constructs various kernels according to

each extracted feature to extract various features[12].
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Fig. 2.2 The kernel of basic convolution neural network

Fig. 2.2 shows the configuration in the CNN of these filters. w;, w,, ws,
w,, Wy, W, W;, Wg, and wy in Fig. 2.2 represent the weights of kernel 1. In

Fig. 2.2, the output is determined through the convolution of the weights of
the left input image and the normal CNN mask size. If kernel 1 and 2 are
assumed to weight 1 and the rest of 0, kernel 1 is a feature of the vertical
orientation of the image, and kernel 2 is a filter that extracts features of the
horizontal orientation of the image. By increasing these various kernels, it is
possible to extract small features from all over the world through various

filters that extract the same feature in all regions.
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2.2 Long Short-Term Memory

Fig. 2.3 The architecture of Long Short-Term Memory

The videos are arranged in chronological order in each frame. Therefore, a
special type of neural network is needed to characterize sequential signals. It
is a recurrent neural network that is designed to extract the characteristics of

sequential signals by recursively repeating the input of the node's output to
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the next node. As the RNN progresses in time, the gradient vanishes due to
backpropagation for learning, which makes learning difficult. RNN has been
designed to add LSTM by adding five gates to solve this problem of
increasing learning difficulty. Fig. 2.3 represents the monolayer structure of
LSTM and represents the weight and gate of ¢ moment. Where x is input
information, h is intermediate output information, ¥y is final output
information, w is weight, f, ¢, o and c are the four gates of LSTM. f is a
forget gate, ¢ is an input gate, o is an output gate, and c is a cell gate. The

parameters of each gate are given by:

fi = U<wxh.fxt + whh.fht—l i bh.f) (2.2)
iy = U<wxh.i$t + w1+ bh.i)
0, =0 wzh.oxt + whh.oht—l + bh.o)

= tanh(wzh_g:vt + Wy gyt bh_g)
¢ = f0 ¢y Fi 0 g
h, = o,0 tanh(c,);

&
|

where o is the Hadamard product, which means multiplication by
element. b is the coefficient that adds the bias of the function. These gates,
which are added to the basic RNN, are designed to manage the memory,
such as the maintenance and deletion of stored information. Typically, forget

gate f, is a gate for deleting previous information, which receives h, , and
x, and is derived from an active function. In general, since the sigmoid

function is used as an activation function, it has a value between 0 and 1,

so 0 is deleted, and 1 is memorized. The input gate 4, is a gate that

determines what information is stored in the cell. These gateways determine

_10_
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and handle the deletion and maintenance of information in the long term[13].

The primary LSTM input node and output node are designed to receive
only one input of the preceding node. However, it is possible to design the
LSTM layer with various configurations by modifying the arrangement of the
LSTM input node and the output node. The LSTM-CNN layer can be
constructed by transforming the input node of the LSTM into the input form
of the CNN layer so that the LSTM can extract the characteristics of the
image. In this paper, we use the LSTM-CNN layer that combines both the
CNN spatial feature extraction function and the LSTM temporal feature

extracting function[14,15].

-11 -
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2.3 Generative adversarial network

Noise Images

) ’

\
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Fig. 2.4 The architecture of Generative adversarial network

In the fields of frame prediction and image restoration, a new image is
generated in an initial image mixed with noise, unlike a general image field
which modulates an image. Therefore, unlike the existing computer vision
algorithms, this generation model is tough due to limitations of the map
learning model. Recently, the generative adversarial network has been
proposed, and many improvements have been made to the learning method of

this generation model. Fig. 2.4 shows the architecture of the GAN. GAN is a

- 12 -
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method of learning by constructing two networks of mutually opposing pairs,
and these two opposing pairs are composed of a generator and a
discriminator. The generator reproduces the original target image based on the
image including the noise, and the discriminator determines whether the
original image is compared with the image reproduced by the generator and
the original image. Generators that are difficult to learn are relatively easy to
complete by learning to generate images that can not be distinguished by the
discriminator through competition between the discriminator and itself. The

Loss function on GAN is expressed. as:

Loss = minmax Loss (G, D) = X[logD(z)] + Z[log(1 — D(G(2))], (2.3)

where X is the original image to be input, Z is the noise input to the
generator, G is the Loss function of the generator, and D is the Loss
function of the discriminator. Through the equation (2.3), the generator G
tries to reduce the probability of the success of the discrimination, and the
discriminator D tries to increase the probability of success of the
discrimination so that the H function to be learned can be explained by the
min-max game of the generator and the discrimination period. However, since
the simultaneous learning of the generator and the discriminator is impossible,

it is possible to express as:

L, = max,L(G,D) = X [logD(z)] + Z[log(1 — D(G(2))] (2.4)
L, =max,L(G) = Z[logD(G(z))]

L, = min L(G) = Zllog(1 — D(G(2)))],

_13_
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where L, is a Loss function for learning discriminator D), and L, and L,
are Loss functions for learning generator G. In order to learn GAN
effectively, we first learn L, which is relatively easy to learn, several times,
then learn L, of the generator to learn the generator that is difficult to learn
at first slowly to the discriminator. Then, if the learning is stabilized, it
learns through L, and converges quickly. Through this process, it is possible

to efficiently learn the generator which is difficult to learn as compared with

other models[16,17].

- 14 -
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Chapter 3 The proposed frame prediction model

Operat‘l{‘m Generated
probability i
image
map
Combined
image generated
image

Fig. 3.1 The concept of proposed model

In this paper, we propose an operation probability map based frame prediction
model that generates only highly probable regions by estimating the operation
probability using a deep neural network. Fig. 3.1 is a graphical representation of the
idea of the proposed model. The operation probability map based frame prediction
model is a model that generates the operation probability map at the top by
estimating the operation possibility of the object in the input image shown in Fig.
3.1 and generates only areas with a high probability of being hatched based on the
operation probability map. In the general video, it can be seen that the background

area except for the moving object hardly changes. Therefore, only the region of the

_15_
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moving object is generated, and the image of the background region which is not
generated is taken from the image of the input image and combined to complete the
predicted image. Reducing redundant operations on unchanging backgrounds further
reduces learning and creation time. In the following section, we describe the
structure of the proposed model and the composition and arrangement of the

individual layers.

_16_
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3.1 Structure of the proposed model
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Fig. 3.2 The architectures of proposed model at the testing

phase
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Since the constructed model is based on map learning, it is divided into
the training phase and testing phase. Fig. 3.2 shows the architecture during
the testing phase of the proposed model. The layer configuration at the
testing phase consists of a predictor and a generator. In order to learn several
frames of video sequentially, time and spatial features are extracted through
LSTM-CNN layer which combines LSTM node and CNN node. Based on the
extracted features, we estimate the operation probability of the frame
generated by the softmax layer. The operation probability map generated
through this process is input to the generator together with the last feature
map of the LSTM-CNN layers. The generator consists of deconvolution layers
which are modified to fit the image generation by reversing the CNN node.
An operation probability map and a feature map are input together so that
only an area having a high operation probability is generated. The n shown
in Fig. 3.2 is conFig.d by adjusting the input/output size of the predictor and
generator.

Since GAN technique is introduced, training method is slightly different
from general network. Thus, the model consists of adding a discriminator at

the end of the generator during the training phase.
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Fig. 3.3 shows the architecture of the proposed model during the training
phase, which shows the structure in which the discriminator is added by
applying the GAN technique. It helps to learn the generator by adding a
discriminator to the model during the testing phase. Since the performance of
the discriminator is not an important issue in this model, a simple and
superior model is selected and used as a discriminator. Therefore, the
proposed model at the bottom of Fig. 3.3 learns whether the generated frame
and ground truths are the original image or the fake image through CNN and
the fully connected layer.

Through the training phase and the testing phase, we can improve the
learning efficiency of the proposed model and reduce errors in the generation
phase. In the following sections, the configuration and functions of predictors,

generators, and discriminators are described.

_20_

Collection @ kmou



3.2 Model for feature extraction and operation probability

estimation
Sx5 5x5 LSTM 5x5 LSTM 5x5 LSTM
Input image Conv 1 Conv 1 Conv 2 Conv 3
(x32) {x32) {x64) {x64}
— — —_— I
Stride Stride Stride
x2 X2 x2
128x128x3 64x64 32x32
Sx5LSTM 5x5LSTM Ix1 Operation
Conv 4 Conv § Conv 2 Probability
{x128) (x128) {x32) Map

el B ——— B —
Stride Sofimax
x2
16x16 8x8 8x8

Fig. 3.4 The architectures of feature extraction and operation

probability estimation

In this model, it is necessary to generate the map by estimating the operation
probability to limit the operation of the unnecessary area. In order to generate this
operation probability map, the motion possibility is estimated by extracting the

spatial and temporal features in the video based on the artificial neural network. Fig.

-21 -



3.4 shows the predictor in Fig. 3.2 and Fig. 3.3 in detail. The predictor consists of
four different layers. A general CNN that extracts spatial features, rather than an
operation that directly extracts motion features directly from the input image, is
placed. Because the features extracted from the CNN in the first stage are
boundaries, colors, etc., basic characteristics can be reliably extracted without
affecting temporal influences[18]. Then, we use the RNN-based layer as several
models that use existing sequential features to extract the features of the continuous
operations in the frame progress of moving images. A feedforward model or a
feedforward encoder based model[19] used to learn existing videos has considerable
difficulty in learning. Also, when the RNN model is deepened, vanishing gradient
problem is not learned and it is not suitable. In order to solve this problem, LSTM
has been proposed which improved the problem of RNN by learning the result
through several gates. Therefore, this study uses LSTM-CNN, which learns spatial
features extracted from CNN through LSTM in time. The LSTM-CNN layer is
constructed so that pixels at close distances can learn critical spatial images
temporally.

In order to generate the operation probability map, the operation characteristics
of the moving picture are learned, and the operation probability of the frame is
estimated by the five stacked layers of the LSTM-CNN layers described above.
After that, the CNN layer of 1 X 1 is placed, which replaces the existing pooling
layer, compressing the kernel and helping to produce stable results on the back side.
Finally, the feature map output from the CNN layer is transformed into a probability
map through softmax, and the operation probability map is output. The input/output

size for each side of the predictor can be derived from:

- 22 -
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N, —f+2p

N = ‘N;/Ai,*lif+2p
v s+1 ’

where N is the size of the input/output channel, and the image is composed of
the x axis and the y axis. i is the layer of the model, and 7 — 1 is the entire layer of
i. f is the size of the kernel, p is the size of the padding, and s is the size of the
stride. This formula allows us to set a layer size and iteratively sets the layers
between the given input image and the target output channel. Therefore, the size of
the network is variable according to the size of the input image, and the form can be
constructed through equation (3.1). In this paper, the size of the input image is
128 x 128, the size of the kernel is 5 < 5, the size of padding is 2, and the size of

stride is 2.

_23_
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3.3 Model for generating and combining images

Operation 5x5 5x5 5x3
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Fig. 3.5 The architectures of generating and combining images

The role of the generator based on the generation model is to generate the target
image according to the feature map extracted by the predictor, and the autoencoder
model[20] and the deconvolution model[21] are applied to the existing image
generation model. Because autoencoder is an unsupervised learning base, learning

data sets can be learned at least, but training speed is slow, and accuracy is low.
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Therefore, we apply deconvolution model, which is a supervised learning model, to
solve learning speed problem based on unsupervised learning. Also, to efficiently
generate frames by suppressing the generation of unnecessary regions in the
generation process, this model is generated only in the area where the future
operation is predicted based on the estimated operation probability map. The image
is then combined with the input original image to complete the frame. The frame
generation process uses a deconvolution neural network that does not use the
recurrent technique because it generates an image according to the expression type
that is different from the operation probability estimation that recognizes the change
of operation. Fig. 3.5 shows the model details of the generator in Fig. 3.3 and Fig.
3.4. The generator consists of two layers. It consists of a deconvolution layer for
generating images based on input features and a CNN layer for pooling. The layer
design of the deconvolution model is following as:

=G+ )N,, +f—2p (3.2)

T

Nl
N,; = (s +1)N,;_, +f—2p;

where N is the size of the input/output channel, and the image is composed of
the x axis and the y axis. i is the layer of the model, and 7 — 1 is the entire layer of
i. f is the size of the kernel, p is the size of the padding, and s is the size of the
stride. This formula allows us to determine the layer configuration to match the
target image size. In this paper, the size of the output image is 128 < 128, the size of
the kernel is 5 X 5, the size of padding is 2, and the size of stride is 2.

As shown in the left part of Fig. 3.5, the generator model inputs the feature map

output from the LSTM-CNN 5 layer at the end of the predictor into the
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deconvolution layer, so that the output of the network used to estimate the operation
probability share. Through this process, the generator model suppresses the
generation of the low probability region and strengthens the high probability region,

thereby eliminating the error in the generation process and unnecessary duplication.
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3.4 Model for learning of generative model

Generate
image
5x5 5x5 5x5
Conv | Conv 2 Conv 3
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128x128
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image X2 2 x2
3x5 Fully
128x128 Conv 4 Connected
(x64) Layer

True

False

8x8

Fig. 3.6 The architectures of learning of generative model

The general generative model has features that are very difficult to learn
compared to other learning algorithms. In this paper, a deconvolution model
composed of generative models also requires an assistive technique for learning.
Therefore, this paper applies the GAN technique. In order to apply the GAN
technique, it is necessary to select the generator and the discriminator appropriately.

Fig. 3.6 shows the details of this discriminator. Since the generator is a
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deconvolution model to learn, and the discriminator is not a part that affects the
performance of the model, we use a relatively simple classification model, CNN of 5
layers and fully connected layer. In this network, equation (3.1) is applied in the
same way as the predictor, but the target output result is a slightly different design

from1 x 1.
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Chapter 4 Experiments and result

4.1 Dataset for learning and testing

This section describes the dataset for learning the proposed model. Unlike
artificially edited images, general natural images have a sudden and wide range of
pixel changes except for the boundary area. Therefore, we use natural motion data
sets with smooth motion for the prediction of moving images, which is the goal of
this paper, We used the image frame prediction model. We selected about 2 million
frames of data from the video data set used in other papers and used it for model
learning. The verification was also conducted using some of the data sets used. The
datasets used are two, Caltech Pedestrian Detection Dataset and Robotic Pushing
Dataset. The Caltech Pedestrian Detection Dataset is a set of gait scenes taken by
some fixed cameras and is suitable for learning and verifying motion that occurs
throughout the screen. The Robotic Pushing Dataset is suitable for learning because
it contains various types of motion generated by robots with a data set of 1.5 million
frames consisting of 57,000 situations in which the robot moves objects in a fixed
area. The Caltech Pedestrian Detection Dataset is used in the learning process and is

not used for validation.
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4.2 Analysis of experimental results

(b)

(d)

Fig. 4.1 The origin image of robotic pushing dataset

Experimental simulation implementation of this study is based on TensorFlow.
For the learning and verification of the proposed model, we performed the Caltech
Pedestrian Detection Dataset and Robotic Pushing Dataset described in Section 4.1.
Learning was conducted by constructing mini-batches by randomly mixing two sets
of data in video units for efficient learning and preventing overfitting. Fig. 4.1
shows part of the original image of Robotic Pushing Dataset. Fig. 4.1 (a), (b), (¢)
and (b) show the difference of 4 frames, which are different from (a), (b), (c) and
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(d). Experiments were carried out to generate the first frame by inputting randomly
selected frames into the proposed model and then input the generated frames again
to generate a total of 10 frames repeatedly. The results are compared with the

original frame and the peak signal to noise ratio (PSNR).

(c) (d)
Fig. 4.2 The result image of proposed model

Fig. 4.2 shows the predicted frame results through the proposed model. Fig. 4.1
(a), (b), (¢), and (d) are the same frames in Fig. 4.2. So we can compare the two to
see the results. When the generated frame is visually confirmed, (a) and (c) are
generated almost the same as the original image, but in (b), the position of the green

object is predicted differently. In (d), it can be seen that the prediction of the
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region where the operation frequently occurs is blurred. It can be seen that the error
that is generated as the frame progresses is accumulated and the prediction accuracy
is lowered.

Fig. 4.3 shows the average PSNR for each frame generated. The horizontal axis
in Fig. 4.3 represents the number of frames generated, and the vertical axis
represents the average PSNR. The red line in Fig. 4.3 is the proposed model, and the
blue line is the FC LSTM model. In both models, the PSNR decreases as the frame
is generated. The decrease in PSNR is due to the accumulation of errors in the
process of re-inputting the predicted frame, and the results of Fig. 4.1 and Fig. 4.2

can be numerically confirmed. We show that the proposed model is relatively
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Fig. 44 Training loss according to iteration

improved because it is 37 in the first frame and 25 in the 10th frame and the existing
algorithm is 34 to 24. Compared with the conventional algorithm, the proposed
algorithm is suitable for multi-frame prediction by reducing the error in the
accumulation process of the frame.

Fig. 4.4 shows the training loss during the training phase. The horizontal axis in
Fig. 4.4 is the number of repetitions, and the vertical axis is the training loss. Fig.
4.4 shows that the iterations converge quickly at about 5000 times or less, and the
convergence speed slows down after that. When the number of iterations exceeds

about 50,000, it can be confirmed that convergence is almost completed.
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Fig. 4.5 shows the PSNR during the raining phase. The horizontal axis in Fig. 4.5
is the number of repetitions, and the vertical axis is PSNR. As shown in Fig. 4.5, the
PSNR value is over 30, which is a good accuracy, and the PSNR value converges to

almost 50,000 when the repetition frequency is low.
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(©) (d)
Fig. 4.6 Operational probability map extracted from the proposed

model

Fig. 4.6 shows the transformation of the feature map from the predictor into a
binary image by taking the threshold after converting it into probability through
softmax. Fig. 4.6 (a), (b), (c), and (d) show four frames in order. Fig. 4.6 shows that
the operation probability is concentrated in the robot arm part where an operation is

most frequent. Therefore, the operation is appropriately predicted and generated.
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Table 4.1 The average PSNR of simulation

Model PSNR
Average frame 21.1
FC LSTM.[10] 24

CDNA[11] 35
Proposed 35.16

Finally, table 4.1 compares with the existing algorithms. For the basic
comparison, we compared the algorithm used in frame interpolation and the frame
prediction algorithms FC LSTM and CDNA with the average PSNR. The average
frame is 21.1, the FC LSTM is 24, and the CDNA is 35. The proposed model is

35.16, which is slightly improved than CDNA.
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Chapter S Conclusion

In this study, we applied the deep learning method to frame prediction of moving
picture. It is a model that predicts the frame by estimating the occurrence probability
of motion based on the learned motion characteristics in the previous frame. We
have learned and verified by using video images of robot motion changes and
various videos of 2 million frames to demonstrate model learning and validity.
Model learning was randomly sampled to prevent model overfitting for the input
video. Also, the experiment repeatedly feeds back the generated frame to analyze
the error caused by the accumulation of the prediction frame, generates ten frames
afterward, and compares the result with the original frame using the peak
signal-to-noise ratio (PSNR). As a result, the performance was verified by training
loss and PSNR. The result of this paper is 35.16 PSNR which is better than the
existing algorithm and the PSNR reduction according to the generated frame is
improved to 25 from the 10th frame.

Experimental results show that the proposed model reduces the error as more
frames are produced than the conventional algorithm. However, since the estimation
result of the probability of operation is small, the motion of the small object is not
applied to the predicted frame. Therefore, further studies are needed to consider the
probability of small motion in future studies.

Through this study, it is expected that it can be applied as an auxiliary algorithm
of image analysis by increasing the number of frames per second of images

collected by industrial or publicly installed image devices with limited performance.
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