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ABSTRACT 

 

Background: There is extensive heterogeneity in the risk of acquiring HIV-1 and in the rate 

of disease progression among HIV infected persons. Host genetic and epigenetic factors may 

account for some of this variation. In this study we investigated the influence of the following 

parameters on the risk of acquiring HIV infection: (i) the conjoint influence of cellular factors 

(peripheral blood cell counts) and the null state on erythrocytes of Duffy Antigen Receptor 

for Chemokines (DARC); and (ii) the combinatorial content of the copy number of CCL3L 

and CCL4L, genes that are ligands for the HIV coreceptor CCR5. We also initiated studies to 

determine the association between the DNA methylation status in the regulatory regions of 

CCR5 in HIV-uninfected and HIV–infected subjects from the cohort. 

Materials and Methods: The study group was a cohort of Black South African women, 

including commercial sex workers. The assays used were genotyping, genome-wide 

association studies (GWAS), and pyrosequencing assays to assess DNA methylation at CpG 

dinucleotides in the CCR5 regulatory regions.  

Conclusions:  

(i) Pre-seroconversion neutrophil and platelet counts influence risk of HIV infection. The trait 

of Duffy-null-associated low neutrophil counts i.e. individuals with DARC −46C/C genotype 

and neutrophil count below 2500 cells/mm3 influences HIV susceptibility. Because of the 

high prevalence of this trait among persons of African ancestry, it may contribute 

significantly to the dynamics of the HIV epidemic in Africa.  

(ii) The combinatorial content of the genes in the 17q12 region, namely, CCL3L- and CCL4L-

related genes rather than the gene dose of any one of these genes influences both HIV 
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susceptibility and disease progression. Specifically, our results point to an important role for 

the balance between the copy numbers of protective (CCL3La and CCL3Lb) versus 

detrimental (CCL4Lb) chemokine genes in influencing HIV susceptibility, viral replication 

and CD4+ T cell loss. Our findings supports previous data that shows subjects with a low 

dose of CCL3L genes are preferentially infected with HIV. 

(iii) We demonstrate a strong negative correlation between the methylation levels from the 

CCR5 promoter and intron regions with the CCR5 expression levels and further show that the 

DNA methylation status are lower in HIV+ subjects compared to HIV- subjects. 

These studies reinforce the idea that both genetic and epigenetic factors are likely to influence 

HIV-AIDS pathogenesis. 
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partners in the prior 3 month (335).  462 of these were HIV-positive 

subjects and 68 met exclusion criteria as described previously (e.g. 

pregnant, declined follow-up for two years) (335). 245 subjects 
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sex workers and at the end of the two year follow up period 28 

women had seroconverted and 122 remained HIV seronegative 

(exposed uninfected).  65 women who had less than 2 years of 

follow-up were excluded from the current analyses. PBC and 

GWAS data was available on 27 HIV-seroconverting women and 

115 HIV non-seroconverting women. (B) Evaluation of population 

stratification in the study groups. Red squares and blue diamond‘s 

indicate the mean PC score for the first 10 principal components 

(ordered from left to right) for HIV-infected and -uninfected 

subjects, respectively. Error bars represent the 95% confidence 

interval. Numbers at the right side are significant values obtained 

using Student's T test.  

 

Figure 2:  Association of the initial/baseline neutrophil and platelet counts 

with risk of acquiring HIV infection. (A) Proportion of HIV-

positive and HIV-negative subjects in the indicated categories of 

baseline neutrophil counts. (B) Multivariate logistic regression 

analyses for the association of platelet counts and low neutrophil 
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counts (defined as <2,500 neutrophils/mm
3
) before (blue) and after 

(red) adjustment for potential population stratification. Adjustment 

was done by including the ten principal components as covariates in 

the logistic regression model. Numbers at the top are the 

significance values.  

 

Figure 3:  GWAS for the traits of neutrophil and platelet counts. Plots indicate 

the -log10 P value of the association statistic plotted by the 

chromosomal location of the marker (x-axis). Chromosome 

numbers are shown at the top. Red arrows indicate the marker with 

strongest association that was statistically significant at the 

genome-wide significance threshold level of 5.8x10
-8

.  Results are 

shown as the significance value based on the Wald statistic for all 

subjects (A) and as significance values obtained using multivariate 

linear regression analyses after removing 4 subjects who were 

classified as outliers. (B). In panel B, Punadjusted and Padjusted indicate 

the significance values obtained using the unadjusted and adjusted 

(for the top ten principal components) models, respectively. 
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3
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subjects in each of the four possible DARC genotype-neutrophil 
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groups is shown and color-coded to match the frequency plots. (B) 

Proportion of HIV-positive and HIV-negative subjects according to 

DARC genotype and baseline neutrophil counts of ≤ or > 2,500 

cells/mm
3
. (C) Prevalence of DARC-negative-low neutrophil (red), 

DARC-negative-high neutrophil (green), and DARC-positive 

subjects (blue) phenotypes at enrollment (time 0 day), and 2 years 

after enrollment. (D) Kaplan-Meier plots for time to HIV diagnosis 

from enrollment into the cohort for the same 3 color coded groups 

shown in panel A. RH, relative hazard, CI, confidence interval and 

P, significance values derived by Cox proportional hazard models. 

In model 1, the reference (RH=1) for the Cox models are DARC-

positive subjects. In model 2, comparison of persons with DARC-

negative-low baseline neutrophil versus all other subjects (RH=1). 

 

Figure 5:  ROC curve for determining the cut-off at which the probability of 

possessing the DARC-negative-low neutrophil count trait is 

associated with an increased risk of acquiring HIV. 

 

125 

Paper two 

Figure 1:  

 

Chromosome 17q12 segmental duplication, chemokine gene copy 

number variation nomenclature and correlation between copy 

numbers of CCL3L andCCL4L. (a) Schematic representation of 

CCL3, CCL4, CCL3L andCCL4L genes. Arrows indicate the 

orientation of each gene. Shown on top is the distance between the 

indicated genes.  (b) indicates the previous literature used.  (Note 

 

133 



xxii 

 

the difference between the Shostakovich-Koretskaya et al, 2009 

figure which has the CCL3L3 gene swapped with CCL3L). 

 

Figure 2.  Validity and accuracy of the various CNV assays used in this study. 

(a) Panels show a scatter plot for the estimates of the total CCL3L-

CCL4L copies obtained by two methods: on the y-axis is the assay 

that estimated the total number while on the x-axis is the sum of the 

two assays that reported the number of copies for the a and b 

components of the CCL3L(left) and CCL4L (right). Red line is the 

least squares line. R
2
, variability in the total copy number that is 

explained by the sum of the two estimates for the components a and 

b; k, weighted Cohen's kappa for the two estimates when the 

estimated copy number was discretized into integers by rounding. 

(b) Target diagrams demonstrating the clustering of the copy 

number estimates from the integers. For each plot, the center of the 

target diagram represents center and the concentric centers indicate 

the distance from the integer. The concentric circles are placed 0.1 

units apart. 
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Figure 3:  Study subjects and principal component analyses for population 

stratification. (A) Study subjects. CAPRISA 002 Acute Infection 

Study screened 775 high risk women who self-identified as 

commercial sex workers or who reported more than 3 sexual 

partners in the prior 3 month (335).  (B) Evaluation of population 

stratification in the study groups. Red squares and blue diamond‘s 
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indicate the mean PC score for the first 10 principal components 

(ordered from left to right) for HIV-infected and -uninfected 

subjects, respectively. Error bars represent the 95% confidence 

interval. Numbers at the right side are significant values obtained 

using Student's T test.  

 

Figure 4:  Correlation, distribution and mean/median copy numbers of the 

CCL3L-related and CCL4L-related genes. (A) Correlation of the 

CCL3L and CCL4L genes. (B) Distribution of the CCL3L and 

CCL4L copies, the CCL3L gene has higher copies than the CCL4L 

genes. The median and mean copy number of CCL3L or CCL4L 

genes for HIV negative individuals (C) and HIV positive 

individuals (D). Correlation patterns for CCL3L-related and 

CCL4L-related genes (E) of note there is a significant inverse 

correlation between CCL4La and CCL4Lb. 
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Figure 5:  Copy number of both CCL3L and CCL4L genes together 

represented as high and low relative to the average race specific 

copy number i.e. 5 for CCL3L and 4 for CCL4L using HIV status as 

a comparison. (A) CCL3L High/low comparison, black bars 

represent HIV infected, (B) CCL4L High/Low comparison. (C) 

Examining the CCL3L-CCL4L genes together grouped according to 

their High/Low status. (D) Comparison of the CAPRISA HIV 

infected and uninfected subjects to a cohort of uninfected low HIV 

risk control samples from Durban. 
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Figure 6:  Proportion of subjects possessing either CCL3Lb or CCL4Lb 

relative to HIV status and total GCN. (A) Probability of possessing 

CCL3Lb gene in relation to the total CCL3Land CCL4L genes, after 

stratifying by HIV serostatus a further comparison was performed 

for the CCL3L (B) and CCL4L (C). A similar set of analyses was 

performed on the proportion of subjects possessing CCL4Lb gene 

(D,E,F). 
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Figure 7:  Factor analysis of the components of CCL3L and CCL4L and the 

influence of combinatorial chemokine gene content on steady-state 

viral load and rate of CD4 cell decline. (a) Results of principal 

components analyses. Two orthogonal factors (represented by 

abscissa and ordinate) were retained based on an eigenvalue >1. 

The plot represents the varimax-rotated loadings for each of the 

components on the two factors. Considering these loading patterns, 
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the first factor correlated strongly with CCL3La and CCL4La; 

while the second factor correlated strongly with CCL4Lb. Solid 

shapes represent HIV negative subjects while the hollow shapes 

represent HIV infected subjects. (c) Association of the factor scores 

with the steady-state viral load. Each study subject was scored 

based on the possession of the copy numbers of all four 

components (CCL3La, CCL3Lb, CCL4La, and CCL4Lb), and their 

respective loadings shown in panel b. The graph on the left, middle, 

and right show the associations for factor 1, factor 2 and ratio of the 

scores for factors 1 and 2 with steady-state viral load, respectively. 

(d) Association for the tertiles of factor 1 and 2, and the ratio of 

factor 1 and 2 (Factor 1/2) with rates of CD4
+
 T cell decline. The 

vertical bars indicate the point estimates while the error bars 

indicate the 95% confidence intervals rates of CD4
+
 T cell decline.  

 

Paper three 

Figure 1:  

 

CCR5 promoter2, intron2 and IL-2 DNA methylation levels 

compared against HIV uninfected and infected samples. The HIV 

infected samples are grouped according to days post infection. 

Table shows the p-values of HIV negative samples against each 

HIV positive group. 
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Figure 2:  The comparison of the pre and post infection methylation levels 

from the same individual. The log VL and CD4 count is plotted 

against weeks post infection. The date drawn for the sample used in 
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the methylation experiments is indicated on the graph. 

Figure 3:  An individual after HIV infection with methylation levels for serial 

timepoints. The CD4 counts and viral loads are plotted against 

weeks post infection. This individual has a higher CD4 count (>800 

cells/mm
3
) and a lower viral load. The methylation levels are 

measured at specific days after infection and these are indicated on 

the graph.  
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Figure 4:  DNA methylation patterns from mucosal tissue compared to that 

from peripheral blood cells. (A) Average DNA methylation levels 

for vaginal and PBMC samples for 10 individuals, (B) 

representative individual whose DNA methylation levels from the 

vagina are compared to the DNA methylation levels from the 

matched PBMC sample. 
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Acquired Immune Deficiency Syndrome (AIDS) is caused by Human Immunodeficiency 

Virus (HIV). HIV/AIDS is currently considered a pandemic, as an estimated 35 million 

people are infected globally (296). Recent reports by UNAIDS has shown that AIDS has 

already claimed 21 million lives since the first reported cases in 1981. The epidemic is 

particularly severe in Sub-Saharan Africa with approximately 21 million people infected, 

which is about 60% of the HIV infections globally, yet this region accounts for about 10% of 

the world‘s population (297).   

  

The transmission of HIV generally occurs when the HIV infected blood and genital 

secretions come in contact with tissues e.g. vaginal area, anal area, mouth, or eyes (the 

mucosal membranes), or with a break in the skin. The most common mode of transmission 

throughout the world include sexual contact, sharing needles, and by transmission from 

infected mothers to their newborns during pregnancy, labour (the delivery process), or 

breastfeeding. 

 

HIV can be found in the blood and genital secretions of all individuals acutely infected with 

HIV, despite whether or not they display clinical symptoms of HIV infection. Typical 

symptoms during early HIV infection are fever, fatigue and rash. Some other common 

symptoms reported include headache, swollen lymph nodes, and sore throat, which are very 

similar to the common cold. HIV is very effective due to its ability to weaken the immune 

system thus leaving the individual susceptible to opportunistic infections and tumours.  HIV 

infects fundamental cells in the human immune system and these include helper T 

cells, macrophages and dendritic cells as well as cells of the nervous system.  
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For the vast majority of infectious diseases there have always been individuals that are 

naturally resistant to infection, and generally the cure for the disease comes from exploring 

the defence mechanism in these individuals. The HIV disease is no different; there are 

individuals that remain HIV negative despite repeated exposure to the virus.  They include 

persons that are intravenous drug users (19), sex workers who engage in unprotected sex (82, 

142), health care workers who are accidently exposed (46, 235), infants that are born to 

infected mothers (260), exposed homosexuals (46, 64) and heterosexuals in contact with 

HIV-infected patients (167). Individuals that are infected with HIV also display contrasting 

phenotypes and have differences in their HIV-1 viral set points, the rates of decline of CD4 T 

cells, emergence of CTL escape mutants, and risk of opportunistic infections resulting in 

varying rates of disease progression (146). Approximately 5% - 10% (60) of the infected 

individuals, do not progress to disease for more than 10 years, and have low or undetectable 

levels of virus. These individuals are termed Long Term Non-Progressors (LTNPs).  There 

are also some instances whereby individuals can control the viral load below the level of 

detection i.e. <50 copies HIV-RNA/mL, these individuals are termed Elite Controllers (EC) 

(60). 

 

Multiple sexual partners and frequent coital acts leads to higher risk of acquiring and 

transmitting HIV than the general population (142) particaularly in areas where heterosexual 

transmission is the predominant form of transmission, such as Sub-Saharan Africa (243).   

High-risk sexual behaviour is not the only reason for increased infections, this can also be 

attributed to poor social conditions, poor knowledge about HIV infection and also the 

prevalence of other sexually transmitted infections  which have been observed in sex worker 
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cohorts in Kenya (277), Zaire (222), Somalia (54) and South Africa (142) as those sexual 

transmitted diseases are believed to increased the risk of HIV acquisition.  

 

Of particular interest are individuals that do not acquire the virus despite repeated exposure to 

the virus.    These individuals are termed Highly Exposed but Persistently Seronegative 

(HEPS) or Exposed Uninfected (EU).  The mechanisms by which such individuals resist 

infection might represent important correlates of protection that may potentially be helpful in 

the design and development of an effective vaccine against HIV.  A considerable amount of 

effort has been put in to developing cohorts that can help identify the protective mechanisms 

found in these individuals (301).  

 

HIV progresses to AIDS at variable rates in different individuals, which can be attributed to 

three factors; viral, host, and environmental factors (Figure 1.1). An example of this is the 

viral factors that determine the replication properties of the virus or its ability to escape 

immune responses i.e. if a virus is less fit, then it is unable to replicate and hence results in 

delayed progression to AIDS. In the environment factors, if an individual does not engage in 

risky behaviour this may confer protection from various viral co-infections that can influence 

rates of progression to AIDS. Finally, humans have intrinsic defense mechanisms against 

HIV-1 that may afford resistance to HIV-AIDS. Host genetic factors have been identified that 

are associated with resistance/susceptibility to HIV-1 infection and variable responses to 

therapy (146).  
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Figure 1.1:  Factors influencing HIV-AIDS pathogenesis.  

 

Relevance to this thesis 

 

To date  considerable progress has been made in identifying cohorts to study HIV-1 

transmission and AIDS progression. However, there have been difficulties in recruiting 

individuals with high-risk behaviours and documented exposure to HIV for prospective 

follow-up into cohorts. In this study, my work focuses on a cohort of highly exposed female 

sex workers. This group of repeatedly HIV-1 exposed individuals some remain negative 

throughout the duration of the study, therefore implying that they possess or utilize a 

protective mechanism. The cohort is also comprised completely of individuals of African 

descent. Hence, the characteristics of the cohort have value for understanding the host factors 

that influence HIV susceptibility in a cohort of South African women.  
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2.1. Genetics 

 

2.1.1. Host Genetic Factors 

 

Over the past few years, HIV-host interaction studies have identified a number of host 

cellular factors that are involved in the HIV infection process. To put an approximate number 

to the cellular factors needed for HIV infection, various investigators have performed a range 

of studies including genome-wide RNA scans. Several studies have identified genes that have 

shown to interact physically or functionally with HIV-1 (12, 28, 75, 88, 153, 234, 242, 326).  

When combined there are 1,254 human genes that may be involved in viral replication (12, 

28, 33, 75, 88, 153, 234, 242, 326).  These human genes are involved in every part of the 

viral life cycle from HIV entry right up to assembly and release from the cell membrane. 

 

The HIV entry is a promising step for intervention; this is due to interactions on the surface 

of the cell that can be inhibited and thus leaving the viral pathogen entry restricted. Since this 

is the first step of the viral replication, inhibiting viral entry further prevents integration of the 

proviral genome into the host cell therefore preventing latent viral reservoirs.  

 

HIV requires a mechanism to get into the host cells, the CD4 receptor, discovered more than 

20 years ago, and has been shown to be the primary receptor for HIV (56). Therefore HIV 

replication occurs in CD4+ cells, these cells are mainly lymphocytes but also include 

monocytes and dendritic cells (151, 269). For a long time, it was believed HIV only required 
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one receptor to get into a cell however an experiment showing human cells expressing a 

transfected CD4 gene were permissive for viral entry while murine cells expressing human 

CD4 on the cell surface was not able for viral entry (13, 63, 187, 229).  These experiments 

suggested that a species-specific coreceptor, that is unique to human CD4 cells, is required in 

addition to CD4 for viral entry. Chemokine receptors were discovered as a secondary 

receptor required for HIV entry (13, 63, 187, 229). 

 

Although there are many host genes involved in the HIV life cycle (as explained above), this 

thesis is restricted to focus mainly on members of the chemokine system as some chemokine 

receptors are the gateway for viral entry and have been shown to be extremely important for 

HIV resistance (197).  

 

2.1.2. Chemokines  

 

The name chemokines is derived from chemoattractant cytokines. These are small molecules 

in the cytokine family that promote cellular movement by chemotaxis (210).  Chemokines are 

expressed in a number of different cell types that include T cells, macrophages, natural killer 

(NK) cells, B cells, fibroblasts, and mast cells.  These different cell types are mainly involved 

in cell trafficking and immunomodulation of inflammation and immune responses (146).   

This super-family of chemokines contains about 50 related proteins, which range from 68 to 

120 amino acids (in the mature form) (240).  These structurally related chemokines contain 

four invariant cysteine residues. The chemokines are classified depending on the arrangement 

of the first two of these cysteines, such that they are divided into four subfamilies; CXC, CC, 
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C  and CX3C, these four groups are also less commonly known as α, β, γ and δ respectively 

(210).  

   

CC chemokines 

 

The CC chemokines (or ß-chemokine) have two adjacent cysteines located close to the amino 

terminus (29, 130).  Four cysteines (C4-CC chemokines), are found in most members in this 

subgroup, however, there are five members that possess six cysteines (C6-CC chemokines) 

(163, 309). In mammals, it has been reported that there are 28 members in the CC 

chemokines subfamily called CC chemokine ligands (CCL), ranging from CCL1 to CCL28 

(163). The genes encoding this cluster of chemokines are located mainly on chromosome 

17q11.2–q12 region. The CC subfamily can be further divided into various groups based on 

activities and/or sequence similarity that include; allergenic, pro-inflammatory, haemofiltrate 

CC chemokine (HCC), developmental and homeostatic groups. The CC chemokines that are 

classified in the allergenic, pro-inflammatory and HCC subgroups are considered inducible 

chemokines whereas the CC chemokines classified within the developmental and homeostatic 

subgroups are generally constitutively expressed, with exceptions to this rule (163). The CC 

chemokine subgroup have been shown to be potent chemoattractants 

of eosinophils and basophils (184), and induces chemotaxis of monocytes, NK cells, 

immature dendritic and B cells (226). Some examples of the CC chemokine subfamily are 

monocyte chemoattractant protein-1 (MCP-1 or CCL2) and this member has been shown to 

induce the monocytes to leave the bloodstream and move to surrounding tissue to become 

macrophages. Another example is the CCL5 (or RANTES) which has been shown to attract T 

cells, eosinophils and basophils which express the receptor, C-C Chemokine Receptor 
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5 (CCR5) (163, 226). The chemotactic proteins for macrophages, T-cells, eosinophils and 

basophils are RANTES, MIP-1α, MIP-1β, MCP-1, MCP-2, MCP-3 and eotaxin (63) 

 

CXC Chemokines 

 

The CXC chemokines (or α-chemokine) are a 16 member subfamily, and these genes are 

located mainly the chromosome 4q12–21 region. Some members in this family possess a 

three residue motif Glu-Leu-Arg (ELR) located near the amino terminus immediately 

adjacent to the CXC motif (163). There are eight members in this subfamily that lack this 

motif and hence this forms the basis for the subdivision within the CXC chemokines (163). 

The major difference between the ELR possessing and lacking groups are their ability to 

attract neutrophils, the ELR lacking group does not have neutrophil attracting ability, but 

attract lymphocytes and moncytes. The main role of the subgroup is to promote the adherence 

of neutrophils to endothelial cells and cell surfaces toward inflammatory sites (163, 226).  

 

C Chemokines 

 

The C chemokines (or γ-chemokine) contains two very similar members, the XCL1 and 

XCL2 (57). These two members differ by two amino acids found in the seventh and eighth 

position. These chemokines have been shown to induce chemotaxis of lymphocytes (163, 

226). 
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CX3C Chemokines 

 

The CX3C chemokine (or δ-chemokine) has just one member in this group that is the 

CX3CL1 with three intervening amino acids between the first two cysteines (163).  CX3CL1 

has potent chemoattractant activity for T cells and monocytes. 

 

 

2.1.3. Chemokine Receptors 

 

The chemokine receptors are a family of proteins that bind onto one or more members of the 

chemokine superfamily (240). It has been reported that there have been about 18 proteins that 

have followed this definition of being classified as a chemokine receptor. These are as 

follows; CCR1 to CCR11, CXCR1 to CXCR5, XCR1 and CX3CR1, this nomenclature was 

assigned based on their specific chemokine preferences (210). The chemokine receptors are a 

branch of the rhodopsin family of cell surface, seven-transmembrane domain (7TMD), G 

protein-coupled receptors (GPCRs). Two other 7TMD chemokine receptors, namely; D6 and 

Duffy (also known as Duffy antigen receptor for chemokines or DARC) where excluded 

from systematic nomenclature due to these proteins lack of ability to produce a signal. (131, 

218). The chemokine receptors common seven-transmembrane structure is made up of three 

extracellular loops and 4 intracellular loops separated by a hydrophobic domain (figure 2.1) 

(169).   
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Figure 2.1: The seven transmembrane structure and amino acid sequence of the CCR5 gene 

(adapted from McNicholl et al, 1997; (197)).    

 

Intracellular pathogens have exploited these chemokine receptors for cellular entry and 

disease transmission. This phenomenon may be illustrated by two examples: firstly with 

malaria caused by the pathogen Plasmodium vivax and the Duffy receptor (131) (explained in 

detail later in literature section 2.1.6), secondly, instance is with HIV and the CCR5 receptor 

(discussed below). Other chemokine receptors including CXCR4 also function as HIV 

receptors however their role in disease progression is not fully understood (130, 131, 262). 
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2.1.4. HIV coreceptors 

 

HIV is similar to all retroviruses and is surrounded by an envelope, consisting of a host cell 

derived lipid bilayer and virus-encoded envelope glycoprotein.  There are two protein 

subunits on the surface of HIV, glycoprotein 120 (gp120) the exterior envelope glycoprotein, 

and glycoprotein 41 (gp41) the transmembrane glycoprotein (11).  HIV infects CD4+ cells, 

due to the requirement of cell surface expression of CD4.  The CD4 molecule is used as a 

receptor for the virus (63).   

 

In 1986 it was discovered by Maddon et al that HIV needs a second receptor for infection 

into target cells, by showing that HIV-1 could not infect CD4+ cells in mice, even though 

these cells were engineered to express CD4 (187). The authors also showed that HIV was 

able to bind to the human CD4 molecule expressed on  the murine cell, therefore implying 

that it was intact and the virus was unable to get into the cell (187). In another experiment 

Landau et al demonstrated that when the human CD4 molecule, expressed on the murine cell, 

was fused with human cells that do not express the CD4 molecule, HIV infection did occur 

(166). Therefore implying that the lack of HIV-1 infection on mouse cells was due to the 

absence of another receptor required for viral entry, this second receptor was found in human 

cells, thus only infecting those cells (166). 

 

About a decade after the first reports of HIV-1 requiring a second receptor, Berger et al, in 

1996, identified the seven trans-membrane receptor belonging to the chemokine superfamily 

of receptors (78). This receptor was then termed fusin, by this group of researchers, due to its 
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ability to fuse to the HIV-1; fusin was subsequently renamed CXCR4 (265). A further study 

done by Samson et al in the same year, reported the biology of a chemokine receptor by 

cloning, sequencing and functional characterisation, this receptor also responded to MIP-1 

alpha, MIP-1 beta, and RANTES. Marc Parmenteir‘s group named this receptor CXCR4 

(265).Within a very short space of time five independent groups showed this receptor to be 

the required co-receptor for HIV-1 infection (5, 43, 63, 67, 68).  

 

The open reading frame for human CCR5 has a polypeptide sequence of 355 amino acids and 

is located on a single exon (210). The CCR5 protein is expressed on a number of important 

cells including peripheral blood-derived dendritic cells (102, 261), CD341 hematopoietic 

progenitor cells (263), and activated/memory CD26high CD45RAlow CD45R01Th1 

lymphocytes (25, 180). In addition fresh monocytes have been shown to express low levels of 

CCR5 which is increased when grown by in vitro culture  (5). CCR5 is the chemokine used 

by most circulating strains of HIV-1 for entry in host target cells.   

 

Co-receptor usage is the main determinant of viral cell tropism.  Viral strains that use CCR5 

as the co-receptor are called macrophage (M)-tropic, R5 subtypes, non-syncytium inducing 

(NSI) HIV-1 strains, and they account for more than 95% of HIV-1 infections (189). These 

strains are found predominantly during the first few years of infection, and are subsequently 

thought to be responsible for transmission of HIV-1 infection.  HIV also uses another 

coreceptor, CXCR4 that was the first HIV co-receptor discovered.Viruses that use CXCR4 

are termed the T-tropic, X4 or syncytium-inducing (SI) strainsand usually appear later in the 

course of HIV disease. However it has also been seen close to HIV acquisition, and this could 

be due to direct or indirect transmission from an individual with advanced disease (11, 189). 
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Besides the R5 and X4 viruses, a further group termed dual tropic viruses require both CCR5 

and CXCR4 for viral entry Into host target cells.   

 

Following the discovery that CCR5 was identified as a co-receptor for HIV entry, a deletion 

of 32 base pairs in the open reading frame (coding region) was identified in the CCR5 gene in 

a few individuals who were exposed to the virus but remained resistant (179).  This truncated 

form of the CCR5 gene (Figure 2.2), termed CCR5 Δ32, introduces a premature stop codon 

and the protein is not expressed on the cell surface.  The protein coded by this mutant allele 

lacks the three transmembrane segments of the receptor. The third intracellular loop and 

carboxy-terminal cytoplasmic domains are the two regions missing for the mutant form and 

these two regions and lack the parts for binding involved in G-protein coupling (265).  

Individuals that have 2 copies of this mutant form of CCR5 i.e. homozygous for the 32-bp 

deletion are resistant to the R5 strain of the virus.  Individuals that are heterozygous for the 

mutation i.e. they have one mutant allele of CCR5 Δ32 and one wild type, are at lower risk of 

acquiring HIV, however when these individuals do acquire infection they progress to disease 

at a much slower rate (169, 179, 265).  The CCR5 Δ32 mutation is mainly found in 

Caucasian individuals with a allele frequency of 10% and a prevalence of 1% for individuals 

that are homozygous for this mutation (59, 265).  Although these individuals are resistant to 

the R5 form of HIV they are however, susceptible to infection with other pathogens spread by 

sex and needles such as gonorrhoea, HCV etc (189). There have been no obvious indications 

of adverse health effects in persons with the CCR5Δ32/Δ32 genotype.  A possible reason for 

this could be attributed to other chemokine receptors on immune cells that could replace the 

role of CCR5. However, there is an exception, whereby individuals possessing the CCR5 

Δ32/Δ32 genotype tend to be more susceptible to the West Nile Virus (93). 
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Figure 2.2: Predicted structure and amino acid sequence of the mutant form of human CCR5. 

The mutant protein lacks the last three transmembrane segments of CCR5, as well as the 

regions involved in G-protein coupling (adapted from McNicholl et al, 1997; (197)). 

 

The presence of this mutation in predominantly Caucasian individuals indicates that this 

mutation may have arisen in humans after the populations diverged (169).  It has also been 

suggested that this mutation is at least 2900 years old (134).  There are also hypotheses that 

CCR5 Δ32 may have arisen because of the selection pressure of a historical disease such as 

black death (281) or smallpox (221). In a survey of 4166 subjects from 38 ethnic populations 

the CCR5 Δ32 allele frequencies were absent outside Europe. Stephens et al also argued 

that
 
the Black Death of 1348 was the most promising candidate

 
for the supposed epidemic 

and this then set in motion the ‗enormous
 
selective mortality‘ (281). 
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The CCR5Δ32/Δ32 genotype can account for HIV resistance in only a select few individuals, 

however there are many other individuals who are also resistant to the virus and lack the 

CCR5Δ32 mutation.  In another words, due to the low prevalence of this genotype and the 

population specific distribution nature of this mutation, CCR5 Δ32 can only explain a small 

proportion of the reported resistance of the disease. This therefore led researchers to look at 

other mutations that are present in CCR5 in relation to HIV.  

 

 

There have been several other mutations affecting the coding sequence of CCR5 (8, 41, 42, 

232).  Many of these mutations are very rare and also very specific to certain race groups.  

Some of them introduce frame-shifts that result in truncated proteins that, similarly to the ∆32 

variant, fails to bring the protein to the cell surface e.g., FS299 mutation which is found with 

a frequency of 4% of Asians (165).  Surface expression of the receptor and its ability to bind 

to ligands are also affected by changing the formation of the disulfide bridges which are due 

to the mutations C20S and C269F with a frequency of 0.3% in Caucasians and 1.4% in 

Asians, respectively (24, 165).  The A29S mutation, involving a conservative substitution 

within the N-terminal region, results in failure of binding to the ligands of CCR5 and occurs 

with a frequency 1.5% in Africans (42).  Some mutations result in undetectable or very low 

levels of surface receptor C178R (frequency 0.5% in Asians) (24), G106R (frequency 1.4% 

in Asians) (38), C101X (frequency 1.4% in Africans) (42, 165).  The R60S mutation results 

in poor co-receptor internalization with a frequency of 1.3% in Africans (42, 165).  There are 

also a number of CCR5 promoter polymorphisms including CCR5 59029A, CCR5 59353C, 

(45) and CCR5 -2459A/G (123). These CCR5 promoter polymorphisms have been reported 
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to associate with risk of HIV acquisition or disease progression, presumably though their 

impact on CCR5 expression (96, 191). 

 

There are a few chemokine receptors that are considered as minor co-receptors for HIV-1 cell 

entry. One of these is the CCR2 gene, which is located on the same chromosome (3q21) 

(figure 3) as CCR5 has also been shown to play a role in AIDS (123, 170, 280).  The V64I 

(G190A) substitution found in the first transmembrane region of CCR2 is associated with 

delayed progression to AIDS by 2-4 years when compared to in individuals possessing the 

homozygous wild type (280).  The frequency of the protective ‗A‘ allele in populations 

ranges from 8%-10% among Caucasians, 15%-17% among Chinese, 12% among North 

Indians (146, 280).  It has also been shown that the CCR2-V64I homozygosity is associated 

with reduced risk of acquiring HIV in discordant couples in Thailand (146, 182).  

Polymorphisms in CCR5 and CCR2 are in strong linkage disequilibrium (41) therefore 

performing combined analyses on these genes have assisted in greatly in creating extended 

haplotypes. 

 

Mummidi et al have created CCR5 human haplogroups, whereby a haplogroup is a collection 

of several distinct haplotypes that share a common ancestry (208).   They have grouped 

CCR5 haplotypes into seven phylogenetically distinct groups HHA, HHB, HHC, HHD, HHE, 

HHF, and HHG (Figure 3).  The HHA represents the ancestral CCR5 haplogroup, which is 

shared with chimpanzees.  Each haplotype within a haplogroup is characterised by collection 

distinct signature of invariant CCR5/CCR2 polymorphisms, but may vary from each other by 

exclusive but rare single nucleotide polymorphisms (SNPs) (96).  The authors have shown 
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that the CCR5 haplotypes are associated with varying rates of risk of HIV-1 acquisition as 

well as disease progression, and they also noticed differences between race groups (96).   

 

The HHA haplotypes were associated with a delay in progression to AIDS and consistent 

with its higher prevalence in persons of African ancestry, this association was found mainly 

in persons of African ancestry (96).  Whereas the HHC haplotypes found in Caucasians, 

Hispanics and Thai race groups was associated with disease retardation, particularly delayed 

progression to death (96, 217).  In contrast the HHC haplotype in African American 

individuals was related with disease acceleration (96).  HHE homozygosity (but not HHE 

heterozygosity) in Caucasians and Thais was associated with disease acceleration, 

particularly an accelerated progression to death; however HHE homozygosity was not 

associated with disease-modifying effects in African Americans.  In the Indian population 

HHE haplotype has been implicated with susceptibility to infection and development to AIDS 

(147).  The HHG*2 and HHF*2 haplotypes that contain the CCR5-d32 mutation and the 

CCR2-64I polymorphism, respectively, have been shown to be associated with slower 

progression among Caucasian and African American populations, respectively (96, 146).   
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Figure 2.3: Structure of the CCR5 locus, single nucleotide polymorphisms and main 

haplotypes. The structure of the human 3p21 chromosomal region containing the CCR2 and 

CCR5 genes is schematically displayed.  Blue boxes represent exons, and red boxes the 

coding regions of CCR2 and CCR5.  The position of the upstream promoter (Pu) and the 

predominant downstream promoter (Pd) of CCR5 is indicated. The promoter region is 

enlarged and a subset of single sequence polymorphisms described in this region is displayed.  

Numbering is according to Mummidi et al, (208)while the numbering relative to the 

translational start site is provided between brackets. (adapted from Arenzana-Seisdedos, 

2006). 

 

 

Relevance to this thesis 

 

Previous data has shown that the HHA haplotype plays a role in delaying progression to 

AIDS in HIV-positive African-Americans (96, 208). Therefore in this study we are provided 

with a unique opportunity to examine the effect of this and the other CCR5 haplotypes of 
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viral infection and disease progression in an exclusive cohort of individuals from Africa. 

Since not much work has been done on individuals from this ethnic background, this study 

will open doors to new avenues to explore as well as to help answer some questions related to 

the resistance of infection noticed in individuals enrolled in the cohort despite repeated 

exposure to HIV-1. 
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2.1.5. Copy Number Variation  

 

The human genome is comprised of a number of insertions and deletions (indels) as well as 

duplications.  These duplications can range from just a few base pairs long to entire 

chromosomal segments including entire gene clusters, such that the number of copies of a 

gene is replicated a variable number of times.  This polymorphism is termed copy number 

variation (CNV).  It has been estimated that there are 57,829 copy number variable regions 

(search done March 25, 2010), which consists of about 29.74% of the human genome (refer 

to table 2.1) (323).  According to the SNP database there are 105,098.087 entered into the 

database and 23,652,081 Reference SNP (rs) are included in this release. The size of a SNP is 

1 base pair (bp) in length, in comparison, the size of a typical CNV can range from 100bp to 

3Mb (323).  The presence of a CNV or SNP leads to a change in the expression of the gene or 

could also have no effect. There is a 17% contribution to expression variation for CNV, while 

SNPs account for 83.6% of the expression variation (282). When we consider the mutation 

rate, it is interesting to note that the point mutations have an estimated rate of about 1.8 - 2.5 

x 10−
8
 per base pair per generation (152, 211, 323). Calculations of the mutation estimates for 

CNV are much harder to pin down as the locus-specific mutation rates were calculated using 

a number of different methods. The CNV mutation estimates range from 1.7 x 10−
6
 to 1.0 x 

10−
4
 per locus per generation (183, 303, 323). That is an increase of 100 to 10,000 times more 

than point mutation rates (323). This therefore indicates that CNV is an important starting 

point to examine for differences in phenotypes (e.g. disease susceptibility) between 

individuals. 
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Table 2.1: Copy number variation (CNV) versus single nucleotide polymorphisms (SNP) 

 CNV 

(Database of Genomic Variants, 

http://projects.tcag.ca/variation/) 

SNP 

(dbSNP,http://www.ncbi. 

nlm.nih.gov./SNP/) 

Total number 57,829 (Mar 25, 2010) 105,098,087 (Build 131) 

Size 100 bp to 3 Mb Mostly 1bp 

Type Deletion, duplication, complex Transition, transversion, short 

deletion, short insertion 

Effects on genes Gene dosage, interruption, etc. Missense, nonsense, 

frameshift, splice site 

Percentage of the 

reference genome 

covered 

29.74%
a
 <1% 

Contribution to 

expression variation  

17% 83.6% 

 

Mutation rate 1.8–2.5x10−
8
 per base pair 

per generation 

1.7x10−
6
 to 1.0x10−

4
 per locus 

per generation 

a 
This value may be overestimated owing to the resolution limitation of the technologies (e.g., 

BAC cloning vs CGH arrays) used in CNV screening but also could be underestimated 

because of the inability to resolve smaller CNVs (1- to 20-kb range) and the limitations of the 

current reference genome (adapted with modifications from Zhang et al, 2009). 
 

Studies have shown that copy number variation is as important as SNPs in determining the 

differences between individuals humans (17).  CNV also has a contributing role in evolution.  

A study done by Bruder et al shows identical twins can have different CNVs, therefore 

indicating that CNVs can arise both meiotically and somatically (30).   CNV may also be 

directly related to the cause of diseases when there are genomic rearrangements, this leads to 

the disruption of vital genes used for development; e.g., both micro-deletions and -

duplications located on the chromosome 17p11.2 region. This results in syndromes 
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characterized by developmental delay and mental retardation (239). In the cancer field a 

change in copy number is involved in cancer formation and progression (306) and shown to 

contribute to cancer proneness (85).   

 

The effect of CNV can be particularly complicated, such that the CNV of three separate 

genes (e.g. FCGR3B, C4 and CCL3L) found in different chromosomal locations can be both 

independently linked to the susceptibility for example in the case of systemic lupus 

erythematosus (SLE), a complex polygenic autoimmune disease characterized by 

autoantibody production, immune complex deposition, and inflammatory damage to multiple 

organ systems (314). The complement component C4 (with isotopes C4A and C4B) are 

located on chromosome 6 and has been shown to have inter-individual gene CNV and this 

variation lead to different susceptibilities to SLE (320). The activatory Fc receptor for IgG, 

FCGR3 (also known as FCGRIII) located on chromosome 1, also shown to have inter-

individual gene CNV, which also results in different susceptibilities to SLE (4). 

 

One of the most studied CNV regions is the human region 8p23.1; this region contains the 

defensin cluster which has two sub-clusters within this segment; namely the alpha defensin 

and beta defensin. The 2Mb defensin locus has been shown to have variable copies of both 

alpha and beta defensin genes (126, 190). A study done by Fellermann et al. shows that a 

variable number of copies of human beta-defensin 2 (HBD-2) affects the acquisition of an 

inflammatory bowel disease, Crohn disease (CD) (76). Individuals that posses lower copies 

(≤3) of HBD-2 showed a significantly greater risk of developing colonic CD when compared 

to individuals with higher copies (≥4) of HBD-2 (76). The converse shows that an increase 
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number of copies of the beta defensin genes results in an increase in psoriasis, a chronic 

inflammatory dermatosis (127).  

 

 2.1.5.a. Effect of CNV on HIV 

 

In this study we focus on HIV as the disease model, therefore we reviewed literature on the 

effect CNV plays on HIV.  However to explain how CNV effects the replication of HIV we 

need to first explain how HIV uses the chemokine receptor to enter the cell. The mechanism 

of HIV entry into the target cell is a multi-step process. Firstly the CD4 molecule acts as a 

docking station, the HIV particle more specifically the HIV-1 gp120 protein latches onto the 

CD4 molecule and this allows the virus while hanging atop the cell to make contact with the 

large seven-transmembrane cell-surface receptor, CCR5. Thereafter, the CCR5 molecule 

which is found to be floating around the fluid-like cell surface membrane, floats unto and 

binds the CD4-snagged HIV (223). The bound HIV-CD4-CCR5 causes the HIV gp41 protein 

to change shape and thus ―drill‖ into the cell membrane. Once this step is completed the HIV 

particle then fuses with the cell membrane and hence all the viral components enter into the 

cell.  

 

The CC chemokine ligand 3-like 1 (CCL3L) gene product is the most potent CCR5 agonist, 

and the most efficient inhibitor of R5 HIV entry. CCL3L competes with HIV to bind onto 

CCR5 (97, 223).  Hence the more copies of CCL3L available, the greater chance of it binding 

to CCR5 rather than HIV (Figure 2.4).  As indicated in figure 2.4 Mip-1α, Mip-1β or 

RANTES binds onto CCR5 while SDF1 binds onto CXCR4 (223).  The free chemokines 
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produced are a result of inflammatory responses and thus would sterically inhibit HIV-1 

gp120 binding and limit entry through CCR5 (186).   

  

Figure 2.4: Illustration of how HIV-1 enters cells, suggesting candidate ARGs for inspection. 

(Adapted from O’ Brein and Nelson, 2004) 

 

 

Thus having explained how HIV needs the chemokine receptor for viral entry, the chemokine 

CNV role in HIV-1 life cycle is described. There is a CNV anomaly found in the human 

chromosome 17q region (Figure 2.5a).  The 16 genes from the CC chemokines cluster are 

localized to a 2.06 Mb interval at 17q11.2–q12 on genomic contig NT_010799 (52). This 

region has been found to be a hot spot for segmental duplications, and plays a role in driving 

immunity to infectious diseases like HIV.  CCL3L other names, MIP-1αP and LD78b also 

including CCL4L1 (MIP-1b-like) acts as a natural ligand for CCR5 (200, 293).   

 

The non-allelic copies (CCL3L and CCL4L1) represent the duplicated isoforms of the genes 

encoding CCL3 and CCL4, respectively.  The two non-allelic CCL3 isoforms encode highly 
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related proteins. CCL3 and CCL3L display more than 90% identity.  Variable numbers of 

copies per diploid genome are a result of the duplications and hence the copy number of 

CCL3L and CCL4L1 varies among individuals (14, 97, 200, 293).  Within all the human 

chemokine genes the noticeable characteristic of CCL3L and CCL4L is these genes are found 

to contain variable number of copies in the human genome.  

 

There is also evidence that the human CCL3L–CCL4L region contains complex homologous 

recombination events. This can be demonstrated when a high resolution CNV analysis is 

performed, the data reveals there is significant architectural complexity in the CCL3L–

CCL4L region, and this is clearly shown by smaller CNVs embedded within larger ones and 

interindividual variation in breakpoints (Figure 2.5b) (40, 52, 231). Colobran et al states that 

‗one of the consequences of this complexity is that individuals may vary not only in the total 

copy number of CCL3L and CCL4L genes, but also their individual components‘ (52).  
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Figure 2.5. Genomic organization and mRNA products of human CCL3–CCL4 and CCL3L–CCL4L genes. (a) Map of the CC chemokine cluster 

in the 17q11.2–q12 region, based on the genomic sequence NT_010799. The orientation of each gene is shown by an arrow. (b) Genomic 

organization of human CCL3–CCL4 and CCL3L–CCL4L genes based on the genomic sequence NT_010799. Distances between genes are  
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expressed in Kb. The nucleotide change [single nucleotide polymorphism (SNP) rs4796195] 

that leads to CCL4L1 (A allele) or CCL4L2 (G allele) is shown. (c) Transcription pattern of 

human CCL3–CCL4 and CCL3L–CCL4L genes. mRNAs derived from each individual gene 

are shown (adapted from Colobran et al, 2010). 

 

There are a number of genes included in the CCL3L–CCL4L cluster and the official symbols 

for these genes are based on the public human genome sequence. The CCL3L gene has three 

copies while the CCL4L gene has two copies. Each of these genes has a completely random 

or by chance occurrence of possessing the mentioned number of copies for each gene. The 

CCL3L and CCL4L genes have been allocated their numbering according to their position 

relative to the centromere and telomere regions (52). The CCL3L genes are termed according 

to NCBI, CCL3L1 (GeneID: 6349), CCL3L2 (GeneID: 390788) and CCL3L3 (GeneID: 

414062). There are two CCL4L genes and are termed as CCL4L1 (GeneID: 9560) and 

CCL4L2 (GeneID: 388372).  

 

A study done by Shostakovich-Koretskaya et al. recently helped clarify the nomenclature of 

these genes (figure 2.6) (275). The CCL3L3 is a separate gene from the CCL3L1, although 

each gene has three exons that encode the same amino acid (200, 202, 275).  Shostakovich-

Koretskaya et al has denoted CCL3La as the addition of CCL3L1 and CCL3L3 (figure 2.5c 

and 7).  CCL3L2 (known previously as LD78g or GOS19-3) contains only two exons which 

are identical to those found in exons 2 and 3 in CCL3L1 and CCL3L3, but lacks the first exon 

and hence was thought to be a pseudogene (200, 202, 275).  Shostakovich-Koretskaya et al 

has identified 5‘ novel exons for CCL3L2 (which is denoted as CCL3Lb).  The authors have 

shown that the CCL3Lb gives rise to alternatively spliced transcripts (CCL3Lb-v1 and 

CCL3Lb-v2), which contains chemokine-like domains but are not predicted to encode 

classical chemokines (275) (figure 2.5c and 2.6).  The two genes CCL3La and CCL3Lb, as 
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explained by the authors, produce two distinct kinds of transcripts; CCL3La encodes the 

classical chemokines while CCL3Lb encodes the alternatively spliced transcripts with novel 

5‘ exons (275). 

 

There are two CCL4L genes: CCL4Lb (CCL4L1 – with GeneID: 388372) and CCL4La 

(CCL4L2 – with GeneID: 9560) (figure 2.5c and 2.6).  CCL4La and CCL4Lb have been 

denoted by Shostakovich-Koretskaya et al (275), and these genes have the same exonic 

sequences i.e. they share 100% sequence identity in the coding regions (figure 2.6).  

However, a single A to G mutation in the splice acceptor site in the intron 2 of CCL4Lb 

results in an abnormal transcript formed in comparison to CCL4La.  The formation of the 

abnormal transcripts occurs with the retention of parts of the intron 2 or a partial loss of exon 

3.  Similar to CCL3La and CCL3Lb the two genes CCL4La and CCL4Lb produce two distinct 

kinds of transcripts. CCL4La produces transcripts that encodes a classical chemokine, 

whereas CCL4Lb encodes abnormally up to 11 spliced mRNA transcripts (275).  
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Figure 2.6: Chromosome 17q12 segmental duplication, chemokine gene copy number 

variation nomenclature and correlation between copy numbers of CCL3L and CCL4L. (a) 

Schematic representation of CCL3, CCL4, CCL3L andCCL4L genes. Arrows indicate the 

orientation of each gene. Shown on top is the distance between the indicated genes.  (b) 

indicates the nomenclature previous literature used.  (c) and (d) Schematic representation of 

the exon–intron structure of (c) CCL3L and (d) CCL4L genes. In(d), the downward pointing 

arrow indicates the AG transition that leads to the generation of aberrantly spliced CCL4Lb 

transcripts, and the splicing patterns of these mRNA species are indicated by the curved 

arrows. Thus, a CCL4L copy, designated here asCCL4La, has the intact AG intron–exon 

splice sequence and is predicted to transcribe an intact full-length CCL4L transcript (adapted 

from Shostakovich-Koretskaya et al, 2009).   

 

 

Of note the difference between CCL3 and CCL3L mature proteins is three amino acids. The 

latter protein has a proline (P) located in position 2 as opposed to the serine (S) located in 

CCL3 also noticed  two changes are reciprocal S/G (glycine) swaps in the position between 

cysteines 3 and 4 (figure 2.7) (52). When we consider CCL4 and CCL4L1 it is noticed that 

the mature proteins have only one difference in the amino acid sequence, and this is a 
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conservative Serine to Glycine change at amino acid 47 of the mature protein (figure 8) (52). 

An interesting observation is that both the CCL4 and CCL4L1 genes produce alternatively 

spliced mRNAs which has been shown to lack the second exon, and hence this creates the 

CCL4Δ2 and CCL4L1Δ2 variants (figures 6 and 8) (49, 52, 203). These proteins of 29 amino 

acids retain only the first two aa therefore lacking the defining CC‘s to be considered as 

chemokines and vital for intramolecular disulphide bonding, and these genes therefore lose 

their ability to bind onto CCR5 and thought to possess no CCL4/CCL4L1 activity (49, 52). 

 

Figure 2.7: Alignment of human CCL3–CCL4 and CCL3L–CCL4L derived proteins. Signal 

peptides are depicted in grey. Cysteines are depicted in red. Basic amino acids, which are 

involved in the binding of chemokines to the glycosaminoglycans are depicted in blue. The 

S/G swap shared between CCL3–CCL3L and CCL4–CCL4L1/L2 proteins is depicted in 

green (adapted from Colobran et al, 2010). 

 

 

The effect of CNV on gene expression has been a crucial question that researchers have been 

baffled with since the first reports of CNV. The impact of CNV on gene expression varies 

either positively or negatively based on the gene in question (282). When we examine the 

CCL3L gene, it is noticed that the CCL3L gene CNV promotes the production of CCL3L 

protein and mRNA expression, more specifically an increase in the CCL3L copy number 
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results in a strong positive correlation with the CCL3L protein and mRNA expression (52, 97, 

135, 298). 

 

CCL4L copy number effects on CCL4L1 mRNA or protein expression has not been fully 

understood as yet. Initial work has been performed by Townson et al in 2002, whereby the 

authors state that they were unable to measure a positive correlation between the CCL4L copy 

number and the CCL4L1 mRNA. What they did find is that subjects that have a single copy 

of the CCL4L gene were found to also have a lower expression of the CCL4L1 protein when 

compared to subjects with higher doses of CCL4L copy number (293). However, the authors 

did not take into account the CCL4L2 variant, which has been shown to produce variations in 

transcripts and proteins compared to the CCL4L1 gene. Therefore the lack of correlation that 

they report could be due to them not quantifying the CCL4L1 and CCL4L2 genes 

independently (293). A further study done by Melzer et al. shows a SNP found in close 

proximity to the CCL4L1 gene affects the production of the CCL4L1 protein, due to the SNP 

and the CCL4L CNV being in linkage disequilibrium (199). Further studies need to be 

conducted to determine the impact of the CCL4L copy number effect on the CCL4L1 gene 

and the CCL4L2 variant mRNA or protein expression. 

 

Gonzalez et al has shown that different ethnic groups have significantly different doses of 

CCL3L copy numbers (97). The number of copies range from 0 to 10, with higher numbers in 

African populations.  It was noticed that individuals from African descent have a median 

CCL3L-continaing segmental duplication of four to five (97, 198).  A median of 2 copies was 

observed in Caucasians (97) and Indian individuals (212), a median of 3 copies was found in 

Hispanic individuals (97) and 5 copies median was observed in Japanese individuals (272).  
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Gonzalez et al have also screened the CCL3L copy numbers in chimpanzees, as the animals 

also follow the differences in CCL3L gene copy number from animal to animal.  The median 

copy number, of nine, found in chimpanzees was much higher than in humans (97).  The 

authors hypothesized that the elevated CCL3L copy numbers might be the factor that confers 

HIV resistance.  While the findings revealed that the lower number of copies associates with 

a reduced susceptibility to HIV/AIDS, the authors however caution that the number of copies 

does not determine HIV susceptibility, but rather the number of copies that an individual has 

in relation to individuals with the same ethnical background.  Therefore the individuals at 

greatest risk of acquiring HIV are those that have CCL3L gene doses lower than the 

population-specific average (97). 

 

The CCL3L CNV was also examined in animals for their associations to rate of progression 

to AIDS. A study, done by Degenhardt et al, tests the effect of CCL3L copy number on 

disease progression in Rhesus macaques (61). The authors demonstrate that a low CCL3L 

copy number is associated with a faster rate of disease progression to experimental AIDS 

when the animals were challenged experimentally with SIV. Since the Indian rhesus 

macaques are known to progress at a faster rate when compared to the Chinese macaques 

(177), the authors also further suggest that the noticed lower CCL3L copy number in Indian 

rhesus macaques may implicate the faster progression to AIDS in Indian when compared to 

the Chinese macaques (61). Chimpanzees have also been shown to be affected with variation 

in CCL3L copy numbers, the animals that possess  higher copies do not develop to AIDS 

(52).  
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In a South African cohort, Kuhn et al have shown that infants with a higher CCL3L copy 

number was found to have a reduced risk of HIV-1 transmissions from their HIV infected 

mothers (156).  Hence, indicating the importance of CCL3L copy number in perinatal HIV-1 

transmission.  Further studies performed have shown an association or lack of an association 

with disease, table 2.2 summarises these findings. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

36 

 

Table 2.2. Studies showing association of copy number variations for CCL3L-CCL4L genes 

with disease. 

Disease Gene  Population N = Association Ref. 

HIV CCL3L WHMC (EA,AA,HA) 

and 

Argentinean children 

4308 Disease association  (97) 

 CCL3L WHMC (EA,AA,HA), 

MGH, USCF, UCSD 

4329 Clinical aspects (3, 66, 

157) 

 CCL3L Ukraine 298 Disease association 

and clinical aspects 

(275) 

 CCL3L South Africa 505 Disease association 

and clinical aspects 

(156, 

198, 

271) 

 CCL3L Estonia 374 Disease association (133) 

 CCL3L Japan 300 Disease association (213) 

 CCL3L Rhesus macaque 57 Clinical aspects (61) 

 CCL3L 

and 

CCL4L 

AA, HA, EA 411 No disease 

association and 

clinical aspects 

(272) 

 CCL3L Euro-CHAVI, TACC, 

MACS 

2982 No disease 

association and 

clinical aspects 

(21, 

298) 

Type 1 

diabetes 

CCL3L 

and 

CCL4L 

British 12,625 No disease 

association 

(79) 

 CCL3L New Zealand 

(Caucasian) 

534 No disease 

association 

(196) 

Hepatitis C CCL3L Germany 464 No disease 

association 

(105) 

Systemic lupus 

erythematosus 

CCL3L San Antonio SLE 

cohort, Colombian 

SLE cohort,  

Ohio SLE cohort, 

Colombia 

1639 Disease association 

and clinical aspects 

111, 

112 

Rheumatoid 

arthritis 

CCL3L New Zealand 

(Caucasian) 

1767 Disease association (196) 

 CCL3L British (Caucasian) 557 No disease 

association 

(196) 

Lung 

transplantation 

acute rejection 

CCL4L Spain (Caucasian) 161 Clinical aspects (50) 

Kawasaki 

disease 

CCL3L USA 164 + 

parents 

Disease association (32) 

Primary 

Sjogren’s 

syndrome 

CCL3L Colombia 470 Disease association (188) 

 

WHMC-Wilford Hall Medical Center, MGH-Massachusetts General Hospital, UCSF-

University of California San Francisco, USCD-University of California San Diego, TACC-

Tri-Service AIDS Clinical Consortium, MACS-Multicenter AIDS Cohort Study, EA-
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European American, AA-African American, HA-Hispanic American. Adapted from 

Colobran, et al., 2010  

 

 

The copy number of CCL3L and CCL4L are shown to be highly correlated, with CCL3L 

having a greater copy number than CCL4L (275).  The distribution patterns of CCL3La and 

CCL4La has been shown to be very similar to those of the total copy numbers of CCL3L and 

CCL4L.  The authors also show a strong negative correlation between the copy number of 

CCL4La and CCL4Lb.  They therefore state that those who had higher ‗functional‘ 

chemokine-encoding CCL4La copies than CCL4Lb copies progress better in HIV disease 

than those individuals that only possessed CCL4Lb copies (275).  In other words a higher 

gene content of CCL4Lb or a lower content of CCL3La and CCL4La increases the risk of 

transmission and an accelerates disease progression (275).   

 

 2.1.5.b. Controversies associated with CCL3L CNV 

 

Recently a few studies have disputed the previous findings of CCL3L CNV having an effect 

on HIV-1 infection, viral load or disease progression (21, 79, 298). Urban, et al published one 

of these journal articles and in their attempt to explain their result they remark ‗measurement 

of CCL3L copy number variation appears highly susceptible to systematic biases related to 

the preparation and quality of DNA samples‘ (298). The authors also make mention of ‗batch 

differences in input DNA amounts between cases and controls can lead to biased copy 

number estimates by the real-time PCR method used‘ (298). Of special note Urban and 

colleagues  state that they find a converse result to the one previously reported by Gonzalez et 
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al, that low CCL3L is detrimental for HIV acquisition and disease progression (97), Urban et 

al demonstrate they find a significant association with higher copy number among HIV 

infected cases compared with controls, this is however before the dilution of the DNA 

samples into an appropriate range (298).  

 

Bhattacharya et al indicate that the findings from their research ―do not support a relationship 

between the population specific CCL3L gene copy number and HIV/AIDS susceptibility or 

the response to HAART as previously reported‖ (21). The authors also further state that 

despite using a ―similar population, used the same method for determining the CCL3L gene 

copy number, used CCR5Δ32 as a proxy for the CCR5 promoter polymorphisms and used a 

study powered to detect the postulated effect‖ they were unable to replicate the previous 

results (21). 

 

A further study,  by Field et al, examined the experimental aspects of CCL3L copy number 

quantification in depth (79). The authors examined DNA samples from 5,771 British 

individuals with type 1 diabetes and 6,854 geographically matched controls for CCL3L 

variation. Using two different assays the authors explain that they notice differences between 

the results generated by TaqMan assay and by an alternative assay called the paralogue ratio 

test (PRT) (79). When the 5,121 samples were used to compare the different PRT and 

Quantitative Polymerase Chain Reaction  (qPCR) experiments, the results show that 64% 

were consistent between the two methods, while 25% having an additional copy of CCL3L 

using the qPCR techniques when compared to with PRT. The qPCR assay demonstrated a 

greater likelihood of possessing higher copy numbers compared to PRT assays; this shift 

observed the authors explain as an artifact of the qPCR primers which may also be binding a 
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CCL3L pseudogene, CCL3L2, as well as CCL3L (79). The authors conclude by indicating 

that the PRT technique should be used for a more accurate CNV analysis. 

 

In direct response to the above studies He et al, (the study team that initially reported the 

effects of CCL3L CNV on HIV-1 infection, viral load or disease progression) explains the 

flaws in each of the above studies and point out why the respective authors could not 

reproduce the results (112). In the Urban et al study, the authors made two major 

modifications that subsequently resulted in failure to reproduce the previous results. The first 

of the modifications to the original assay is the change of tetramethylrhodamine (TAMRA) as 

the quencher, Urban and colleagues used another quencher, minor groove binder (MGB), He 

et al state this different quencher raises the melting temperature of the probe by 8 ºC higher 

than the optimal temperature (112, 298). The second modification that Urban and colleagues 

performed was the quality and the amount of input DNA the authors used variable amounts 

of input DNA (up to 100 ng) and constructed standard curves of tenfold dilutions from 100 

ng to 1 pg, this was in direct contrast to the specifications given in the original assay by 

Gonzalez et al, (97) requires a fixed amount of high-quality input DNA with a range between 

2 and 10 ng, and, consequently, they used qPCR standard curves comprising twofold 

dilutions from 25 to 0.78 ng (112). He et al performed a comprehensive analysis comparing 

the two different techniques and show that the conditions from the original Gonzalez et al 

assay yield more accurate results, therefore stating ―that the use of the MGB assay and 

variable input DNA together may have compromised the results of the association studies‖ 

(112). 
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In response to Bhattacharya and colleague‘s work (21), He et al indicated that the authors 

have also modified the qPCR assay (112). The quencher used for their assay is Quencher 

Series 7 (QSY7), this probe decreases the optimal melting temperature by 8 °C. He et al did 

not make direct comparisons between the QSY7 assay and the TAMRA assay (112). 

However, the authors state that this change in the quencher used will affect the assays 

performance.  

 

He et al also noted, that the Bhattacharya et al study (21)  did not adequately account for 

genetic-epidemiological factors that are pertinent to the full interpretation of their results 

(112), and indicate three instances, which is briefly summarised here to ensure that 

researchers are mindful of the delicateness of the CCL3L CNV assay and also to guarantee 

success when replicating the original assay (112). Firstly, since high CCL3L gene copy 

number (GCN) has been previously shown to be associated with a slower rate of progression 

to AIDS and death, therefore when the population level is considered it is noticed that there is 

a gradual enrichment over time of HIV-positive subjects with a protective high CCL3L GCN 

(97). With regards to this, individuals that are sero-positive for approximately 7 years, it is 

noted that after this time the prevalence of CCL3L GCN in surviving HIV-positive 

individuals approaches that of HIV-negative individuals (97, 112). Therefore, He et al argued 

that since Bhattacharya and colleagues examinined a mainly sero-prevalent cohort (more than 

three quarters of the population is HIV infected), it may be assumed that the authors have 

found similar CCL3L GCN distributions in both the HIV-infected and uninfected subjects 

(21, 112). 
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The second instance that Bhattacharya et al (21) have not fully accounted for as explained by 

He et al (112), is the number of AIDS events during the 12 year study period. A total of 53 

individuals (13%) HIV positive from a cohort of 396 individuals investigated in the 

Bhattacharya et al study (21)  and compared to the Gonzalez et al study (97), which has the 

similar study period however about 40% of the subjects were infected of the 1, 132 subjects 

examined. Therefore, He and colleagues stated ‗Given the limited AIDS events and small 

sample size, it is not surprising that strong associations between CCL3L GCN and AIDS were 

not detected‘ (112). 

 

Thirdly, He et al state that failed detection of the association between CCL3L GCN or 

conjoint genotypes of CCL3L GCN and the CCR5Δ32 allele with highly active antiretroviral 

therapy (HAART) responses in the Bhattacharya et al study (21) is possibly due to false 

negatives (112). Despite the lack of replication found between the CCR5Δ32 heterozygosity 

and improved CD4+ T cell and viral load responses during HAART by the Bhattacharya et al 

study many other studies have successfully shown this (106, 117, 144, 299, 319), surprisingly 

this includes individuals from the same study group used by Bhattacharya et al (21, 112). 

Thus He et al clarified why Bhattacharya and colleagues were unable to replicate their 

previous findings. 

 

In the third study that He et al (112) responds to, the authors demonstrate a flaw in Fields et 

al study (79), whereby the authors using the PRT assay only quantify two of the three CCL3L 

genes. The exclusion of a CCL3L gene from the analysis could be directly related to the 

discrepant results observed when comparing the PRT and TaqMan qPCR assays. The gene 

that was excluded from the analysis was the CCL3L2 gene, which was previously considered 
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to be a pseudogene, however, a recent report (275) and unpublished data indicate otherwise.  

Furthermore, Field et al state that the CCL3L GCN departed from Hardy-Weinberg 

equilibrium (HWE), and thus imply that the qPCR assay does not provide robust GCN 

estimates (79), in response to this He et al state the authors ‗Hardy-Weinberg estimates would 

be valid if the CNVs of the individual CCL3L genes were both duplicated and distributed 

randomly on each chromosome, permitting accurate computation of copies per chromosome‘ 

(112).  

Using CCL3L gene copy  number data from 655 parent-child trios, He et al reported it is very 

difficult to predict the chromosome phase of CCL3L GCN, even in individuals with two 

copies, but especially in those with >2 copies (112). Furthermore, when the expectation 

maximization algorithm described by Fields et al (79), was used by He et al, the authors 

indicate ‗that Hardy-Weinberg estimates in 991 normal donors departed from equilibrium 

only when they were computed for a CCL3L GCN of >2 but not ≤2‘ (112). Upon examining 

the data from the 655 parent-child trios, He et al showed 62 trios for whom the CCL3L GCN 

phase of each family member could be resolved, but the expectation maximization algorithm 

used by Fields et al (79) misclassified the CCL3L GCN phase in 13% of these 186 subjects 

(112). 

 

In the final point that He et al make, the authors briefly describe the extensive architectural 

complexity found in the CCL3L-CCL4L region. Firstly, the authors show that there is varying 

levels of correlations of the GCN between the CCL3L and CCL4L genes, which is seen in 

data from the Human Genome Diversity Cell Line Panel (HGDP)-CEPH samples. Of the 55 

populations examined, some populations display a strong inverse correlation between the 

CCL4L1 and CCL4L2 GCNs. Also as mentioned above there is a high degree of complexity 
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in this region, which shows smaller CNVs, embedded within larger ones and with 

interindividual variation in breakpoints (112). Accounting for complexity when trying to 

interpret association studies is extremely vital to understanding any study, but here the 

authors demonstrate that without examining this complexity, the results can yield erroneous 

results as demonstrated by the three studies (21, 79, 298). Including the previously considered 

pseudogene CCL3L2 copy number is also very important for full interpretation of copy 

number studies. 

 

Relevance to this thesis 

 

Despite the controversy raised primarily by three groups regarding the role of CCL3L and 

HIV-AIDS associations, there have been several studies from independent groups around the 

world that have showed CCL3L CNV having an effect on HIV-1 infection, viral load or 

disease progression (as shown in table 2.2). Here in studies related to my thesis (97, 3, 66, 

157, 275, 156, 198, 271, 133, 213, 61), we examine the effect of CCL3L and CCL4L GCN 

with HIV-1 susceptibility in a cohort of highly exposed female sex workers. Furthermore, we 

also give further insight as to the complexity displayed in the interested gene region.  In this 

thesis we plan to investigate the balance between the doses of CCL3L and CCL4L genes and 

their respective components (CCL3La and CCL3Lb) and (CCL4La and CCL4Lb) conferring 

either protective or detrimental effects that impact HIV-1 infection and on the predictors of 

AIDS risk i.e. CD4 count and viral load.  
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2.1.6. Duffy Antigen Receptor for Chemokines 

 

Duffy Antigen Receptor for Chemokines (DARC) is also called Glyco-protein D or Duffy 

Antigen, is another chemokine receptor that has recently gained much interest due to its role 

in HIV disease (55).  The Duffy blood group antigen was first recognised in a haemophiliac 

patient (named ―Duffy‖) who displayed high antibody titres against the erythrocytes of 

several individuals (55).  The Duffy antigen is located on chromosome 1q21-22 (146). DARC 

is mainly expressed on red blood cells (RBCs) but also found on vascular endothelial and 

neuronal cells (109).  Similar to other members of the G-protein coupled chemokine 

receptors, DARC is organised in seven transmembrane domains.  DARC has the ability to 

bind to a wide array of proinflammatory chemokines and has been shown to bind with strong 

affinity to both CC and CXC chemokine families (109).    

 

The Duffy antigen is an erythrocyte receptor for malarial pathogens such as Plasmodium 

vivax and Plasmodium knowlesi (259) (figure 2.9a).  Individuals that lack DARC on 

erythrocytes  render the individual resistant to Plasmodium vivax and Plasmodium knowlesi.  

The vast majority of individuals from African descent lack DARC expression, in contrast to 

Caucasian individuals whereby DARC is uniformly expressed (259).  Therefore indicating its 

role in evolution in malaria rich areas of Africa.  The lack of DARC expression on RBC 

surface is due to a polymorphism in DARC promoter region (figure 2.8). The T-46C mutation 

disrupts a GATA binding motif (292) and thus the direct result is the loss of expression of 

DARC on RBCs, which renders the individual resistant to malaria. This mechanism is very 

similar to that of the CCR5 delta 32 polymorphism (figure 2.8b and c), which when present in 

the homozygous form protects the individuals from HIV-1 infection.  Duffy-negative 
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individuals are able to express DARC in non-erythroid tissues, because GATA binding is not 

a requirement for DARC transcription (292). 

 

The DARC protein has also been shown to play a role in the life cycle of HIV (114, 161), 

hence its inclusion here in this thesis. HIV has the ability to bind onto RBC‘s (figure 2.8a) 

and this is understood to happen by two distinct mechanisms. The first mechanism of HIV-1 

binding onto RBC‘s described by Lachgar and colleagues (161), is mediated by DARC (114). 

The HIV bound RBC has been detected in HIV infected individuals undergoing HAART 

with very low to undetectable levels of viral load (122). The second mechanism thought to 

play a role in HIV binding onto RBC‘s is an indirect association of HIV/anti-HIV immune 

complexes and complement factor c3b binding to CR1 (CD35) (15, 128). 

 

Since the T-46C mutation is vital for protection against malaria (292), a study done by He et 

al, further evaluated the impact of DARC on HIV-AIDS pathogenesis, the authors thought to 

determine the effect of the T-46C polymorphism in DARC on HIV-AIDS susceptibility.  The 

results show that the T−46C polymorphism in DARC affects susceptibility and disease 

progression to HIV-AIDS in African Americans (114).  They show that the -46C/C genotype 

(DARC negative phenotype) increases the likelihood of HIV infection by 40% when 

compared to those lacking this genotype (114). They also consider the risk of acquiring HIV 

associated with possession of the DARC −46C/C in subjects of African descent.  An 

estimated 11% of the HIV burden in Africa may be due to -46C homozygosity (114).   
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Figure 2.8: (A) Schematic diagram on the left indicates the presence of DARC -46C/C, 

which results in lack of DARC expression on the RBC cell surface. The diagram on the right 

shows the DARC proteins bound onto a red blood cell. The DARC proteins (shown in 

yellow) is found on the surface of the RBC, the pathogen Plasmodium vivax (shown in green) 

binds onto the surface DARC to get into the cell. Several chemokines (blue dots) also bind 

onto DARC. HIV (shown as the red spiked sphere) has also been shown to attach onto the 

DARC protein (114), this then transfers the HIV bound particle to cells where HIV 

replication can occur. (B) Presence or absence of the CCR5 delta 32 polymorphism directly 

results whether the protein will be expressed on the cell surface. (C) Similar to the CCR5 

system the DARC protein is not expressed on the RBC surface based on the presence or 

absence of the -46C/C mutation. 
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He et al, also reported that the DARC negative genotype was associated with delayed 

development to AIDS related dementia, delayed CD4+ T cell loss, and longer survival.  The 

authors demonstrate that HIV-1 binds to DARC on the surface of RBCs and transfers virus to 

target cells, therefore implicating the RBCs as the carrier of HIV-1 particles to susceptible 

cells such as CD4+/CCR5+ T lymphocytes (114).  Levy et al, in their review illustrate that 

HIV binds onto RBCs, dendritic cells, lymphocytes, neutrophils, and platelets (172).  The 

HIV bound cell then transfers the virus to target cells; T-cells, macrophages, and mucosal 

cells (114). 

 

The DARC -46C/C genotype is responsible for lower WBC count (140, 214, 250).  Reich et 

al, have shown that more specifically lower neutrophil and monocyte counts contribute to the 

decreased WBC.  DARC -46C/C associates with low neutrophil and monocyte count (250).  It 

is known that persons of African ancestry have, on average, a low neutrophil cell count, a 

condition designated as ―benign ethnic leukopenia/neutropenia‖ (86, 108, 132, 158).  The 

time to death in HIV infected persons is significantly shorter in those with a low WBC than 

those individuals with high WBC (158).  Given the association between the DARC -46C/C 

genotype and low neutrophil and monocyte cell count in HIV-positives in studies related to 

this thesis, the hypothesis was tested that a low neutrophil count is associated with an 

increased risk of acquiring HIV infection, and  further hypothesized that interaction between 

DARC -46C/C and neutrophil counts will influence HIV risk. 
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2.1.6.a. Controversies associated with DARC genotypes and HIV-

AIDS susceptibility 

 

After the publication by He et al, (114), there has been four studies showing contrasting 

associations (129, 140, 308, 316), indicating that the DARC -46C/C genotype does not 

influence HIV-1 disease progression/ acquisition. In one of these studies, which was 

performed by Winkler et al, (316), it is stated that the population substructure is considered to 

be the major confounding factor, particularly due to the factor that the DARC -46C genotype 

is considered to be a marker for African ancestry. The authors further explain that after 

performing a principle components analysis (PCA) using the EIGENSOFT program with 70 

independent, ancestry-informative markers (AIMS) the results showed that there is minimal 

population substructure stratification using a cohort of injecting drug users enrolled in the 

ALIVE cohort in Baltimore, Maryland, between the 454 HIV-infected and 425 HIV-

uninfected persons (316).  

 

He et al, (113) explain in their response to Winkler et al, (316), the 11 markers used in the 

original study predicted self-reported ethnicity with >98% accuracy, however the authors 

further explore 96 well-characterized AIMS (154). Using a total of 360 randomly selected 

European Americans (EAs) and African Americans (AAs) individuals, in addition population 

reference groups from the HapMap were included, European [CEU, n =60] and African [YRI, 

n = 60] (113). The DARC -46T/C polymorphism was not selected in the 96 genetic marker 

set. The results of the principal component (PC) using EIGENSOFT displayed the distinct 

separation between individuals of European and African ancestry (p < 0.0001). The PC 

analysis between the AAs from HIV-positive and HIV-negative individuals demonstrated no 
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significant differences in the population stratification p = 0.43 and 0.48 with 96 and 11 

markers, respectively. Furthermore, there was a strong correlation noticed between the 96 and 

11 markers. The authors indicate that the association noticed between the DARC genotype 

and HIV risk subsequent to adjusting for the PC of the 11 markers (OR = 1.56; 95% CI = 

1.14–2.13, p = 0.005). Therefore the authors (He et al) state that their original findings were 

not the result of population stratification (113). 

 

He et al (113), highlight the inconsistencies demonstrated by the four studies (129, 140, 308, 

316) and therefore state ―The epidemiological features (e.g., representativeness of subject 

selection and controls, sample size, route of infection, endpoints analyzed) of the four studies 

reported in these correspondences may limit direct comparability‖ (113). The author‘s also 

further comment on the four studies selected cohorts, some of these comments are based on 

the sample size chosen, as well as the cohort selected i.e. injection drug users. Previous 

studies indicate host genotypes may differentially influence HIV acquisition based upon the 

route of infection (192). He et al (113), comment on the choice of samples from the Julg et al 

study (140) by stating the authors ‗investigated 381 subjects comprising an untreated subset 

of a larger seroprevalent cohort. This may preferentially result in enrolment of slow versus 

rapid disease progressors, as the latter would more likely be placed on therapy, rendering 

them ineligible for study participation‘ (113). Implying that researchers should be mindful of 

the selection of the cohorts when conducting host genetic association studies. 

 

The authors reiterate their previous findings that the DARC -46C/C genotype does associate 

with variability to HIV/AIDS susceptibility, however further work needs to be done to fully 

understand the effect that this genotype plays. 
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Relevance to this thesis 

 

To achieve a better understanding of DARC genotype with HIV/AIDS, which might help 

clear up the controversies attached with this subject. Here in studies related to my thesis, we 

plan to explore the intricate interaction between DARC -46C/C and with a low WBC count, 

found by Julg et al (140) and He et al (113) which influences HIV-AIDS susceptibility 

(Kulkarni et al., 2009). In this study we utilise the cohort probably best suited for this type of 

analysis i.e. a highly exposed persistently seronegative cohort of female sex workers from 

South Africa.  
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2.1.7. Host antiviral genes 

 

Apart from the genes that restrict viral entry, there are various other genes that are critically 

involved in HIV-1 restriction and hence could influence the immune response.  These genes 

include, the virus restriction factor TRIM5α and the antiviral APOBEC3G gene, which is 

described briefly here. 

 

TRIM5α 

 

Tripartite motif-containing 5 alpha (TRIM5α) is a protein of 493 amino acids long and found 

in most cells of primates.  This antiviral factor has also been shown to act as a  defence 

mechanism in both humans and and non-human primates against a number of retroviruses 

(146).  The TRIM5α acts as an intrinsic immune factor, which is critical in the innate immune 

defence system. The mechanism of the TRIM5α protection occurs as the viral capsid uncoats, 

TRIM5α, found in the cytoplasm, recognises the motifs within the viral capsid and binds to 

them.  Thus inferring with the viral uncoating process and preventing successful reverse 

transcription (146).  

 

The TRIM5α protein is not efficient against HIV-1.  There have been two polymorphisms 

described, which affects its antiviral activity. The H43Y and R136Q mutations have shown to 

play a role in viral activity (302).  The H43Y allele is thought to weaken the E3 ligase 

activity of TRIM and hence leds to progression to AIDS.  The R136Q mutation is thought to 
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be related with anti-HIV activity (146).  This mutation has also been reported to be more 

frequent in high-risk seronegative African Americans as compared with HIV seropositive 

patients.  In the cohort examined in this study, it was noticed that HIV-1 negative participants 

had a higher expression of the TRIM5α protein than those infected with HIV-1 (270). 

 

APOBEC3G 

 

Apolipoprotein B mRNA-editing enzyme, catalytic polypeptide-like 3G (APOBEC3G) exists 

as a tandem array of seven APOBEC genes or pseudogenes. The APOBEC3G is a host 

antiviral factor that hypermutates the retroviral DNA G-to-A; i.e. it is a cytidine deaminase 

(324).  This therefore leads to instability of the nascent viral transcripts or lethal mutations.  

However, this APOBEC3G-mediated innate immune mechanism is counteracted by the HIV-

1 vif, thus allowing the virus to escape through mutations and even develop drug resistance. 

A polymorphism, H186R, has shown to be associated with HIV disease progression (6).  

Individuals that posses the mutated allele progress to AIDS at a faster rate. This result has 

been duplicated in the cohort examined in this study (248). 
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2.2. Epigenetics 

 

In 1942, Conrad Waddington referred to epigenetics as ‗the process whereby genotypes give 

rise to phenotypes during development‘ (23, 307).  Robin Holliday defined as epigenetics 

"the study of the mechanisms of temporal and spatial control of gene activity during the 

development of complex organisms" (124). Another definition by Arthur Riggs and his group 

in 1996 referred to epigenetics as ―the study of mitotically and/or meiotically heritable 

changes in gene function that cannot be explained by changes in DNA sequence‖ (264).  A 

further definition of epigenetics is given by Adrian Bird as the: ―the structural adaptation of 

chromosomal regions so as to register, signal or perpetuate altered activity states‖ (23). The 

term ‗epigenetics‘ translates to, above/over (epi-) the genome (-genetics) and refers to the 

changes in gene/protein expression, from the changes in the DNA sequence (23, 72, 164, 

285). There are a number of varying definitions of epigenetics, however despite the number 

of different definitions given it is still accepted that epigenetics alters gene expression is 

passed on through cell divisions. 

 

A change in gene expression can result from alternate states in chromatin structure, histone 

changes, non-coding RNA (e.g. siRNA, miRNA, piwiRNA), polycomb/trithorax protein 

complexes, ATP-dependent chromatin remodeling complexes and cytosine-5 DNA 

methylation at CpG dinucleotides (23, 72, 77, 87, 164, 227, 285). These epigenetic 

mechanisms are directly related to development and differentiation and can arise via selected 

pressure from the environment or random change (136).  Epigenetic mechanisms can also 

serve as a form of protection from viral genomes which are able to hijack cellular functions 

for their propagation (136, 137).  
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The important regulators of gene expression which utilises a series of well-known chemical 

modifications are the Histones. These modifications include acetylation, phosphorylation, 

methylation, and ubiquitylation. Alteration of the chromatin structure and the gene expression 

can be demonstrated by an example of methylating and/or acetylating specific lysine residues 

of the nucleosomal cores of the histones (136, 137).  

 

The genetic variation and environment affect phenotype is a well known model. A further 

genetic and epigenetic model of common diseases suggests that the epigenotype influences 

disease (Figure 2.9). The epigenotype, in turn, is affected by the environment, the 

epigenotype of the parents, age, and the genotype at loci that regulate DNA methylation and 

chromatin (101). 

 

Figure 2.9. Influence of genetic and epigenetic factors on disease (Adapted from Gosden, 

and Feinberg, 2007).  
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2.2.1. DNA Methylation 

 

In 1975 DNA methylation was thought to be responsible for a certain gene expression pattern 

throughout mitotic cell division (125, 136, 257). Currently DNA methylation is considered to 

be the major contributor to the stability of gene expression states (136).  

 

Chromatin structure is a dominant epigenetic characteristic, and is regulated by a number of 

factors including cytosine methylation and post-translational histone modifications (PTM). 

Cytosine methylation is a vital DNA modification that is essential for normal development, 

chromosome
 
stability, maintaining gene expression states and proper telomere

 
length (23, 72, 

164, 285). DNA methylation involves transfer of a
 
methyl-group to  the fifth position of the 

cytosine in a CpG dinucleotide (22) via DNA methyltransferases (DNMT)
 
that create 

DNMT3A, 3B or maintain DNMT1 methylation patterns (Figure 2.10). Methylation of other 

dinucleotides such as CpNpG is rare and only has been found in plants or in mouse 

embryonic stem cells. 
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Figure 2.10. Unmethylated DNA undergoes methylation by DNA methyltransferases 

(DNMT) at the CpG site. DNA demethylation relaxes chromatin structure which allows 

histone acetylation and the binding of transcriptional complexes. The methylated DNA 

results in a tight compact chromatin structure which does not allow the transcription 

machinery access to the DNA hence resulting in lack of transcription. 

 

 

Three DNA methyltransferases have been discovered in mammals, the first DNMT1 has 

become known as the maintenance methyltransferase, due to its role in maintaining the DNA 

methylation patterns through successive rounds of DNA replication (139, 313). The second 

methyltransferase is DNMT2, (20, 139) and is the most conserved of all DNMT family 

members. This enzyme was initially thought to lack DNA methyl transfer activity; however, 

recent data has shown it to be an active enzyme (121). The DNMT3 is the third DNA 

methyltransferase and has two related enzymes, DNMT3a and 3b. These enzymes are 

responsible for establishing the somatic pattern of DNA methylation during embryogenesis 

and also play a role in de novo DNA methylation (224). 
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The DNA methylation levels, measured by PCR-based techniques can be described as a one-

dimensional measurement of a
 
multidimensional state. Furthermore, recently new studies 

show 
 
incorporate an integrated analysis of epigenetic states (110, 322) such as combinations 

of DNA methylation and transcription
 
factor binding (311), gene expression and DNA 

methylation (207),
 
DNA methylation and histone modifications (220, 311), combinations

 
of 

gene expression and DNA methylation with the use of epigenetic
 
inhibitors (92, 173, 284) 

and also triple combinations of gene
 
expression, DNA methylation and histone acetylation 

(274).  

 

DNA methylation patterns vary between cell types and individuals (84, 266),
 
potentially 

stemming from environmental exposure (317), stochastic
 

methylation events (89) or 

heritability(141), and influence development
 
of disease (e.g. cancer, autoimmune diseases), 

and also time of disease onset (2, 34, 39, 70, 71, 81, 95, 98, 101, 111, 138, 160, 178, 216, 

238, 241, 283, 286, 295, 300, 304, 315).  Based on several examples of epigenetic 

inheritance, including from twin-based studies (26, 44, 115, 205, 233, 244, 245), there is little 

doubt that epigenetic (e.g., DNA methylation) heritability exists. Furthermore, the notion that 

there are inter-subject differences in epigenetic patterns (81, 251, 285), including among 

monozygotic twins, is well established.  

 

Normal DNA methylation patterns may vary among individuals (84, 266),
 

potentially 

stemming from environmental exposure (317), stochastic
 

methylation events (89) or 

heritability (141), and have been implicated in the development
 
of disease, and also the time 

of disease onset (81, 238, 304). Alterations in DNA methylation content have been found in 

diverse clinical entities that range from cancer, imprinting disorders, and autoimmune, 
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neurological and cardiovascular diseases (34, 70, 71, 111, 138, 241, 283, 304, 315)).  Of note, 

it has been shown that HIV-1 infection may directly modify the host epigenome  by 

increasing the DNMT1 expression levels which in turn resulted in de novo increase of global 

methylation content (74) as well as an increase in CpG methylation of certain genes such as 

IFNγ (201).  Outside the HIV-AIDS field, the importance of epigenetics in disease 

susceptibility has been highlighted by many studies, spawning the field of ―epigenetic 

epidemiology‖ (81). 

 

In this emergent field, the attention has been placed on two major disorders: cancer and 

mental retardation syndromes (reviewed in (81)). Initially it was conjectured that 

―environmental noise‖ could account for the phenotypic variation observed in certain traits 

between monozygotic twins (MZT) (246) as well as for different disease outcomes. Once the 

bisulphite modification and high throughput methodologies were incorporated in the field to 

assess methylation content, it was recognized that indeed the environment exerts its disease-

modifying effects via epigenetic modification. 

 

Just
 
7% of all CpGs are within CpG islands and most of the CpG sites (75%) are methylated 

in mammalian genomes (258). Due to the higher deamination rate of the 5-methylcytosine 

dinucleotide (CpGs are hotspot for mutations), the content of CpG is underrepresented in 

eukaryotic genomes. However, CpGs that have resisted this methylation-induced 

deamination, are clustered around 5‘ ends of first exons and in promoter regions, are usually 

hypomethylated and because they are found at the expected C+G frequency, they are called 

―CpG islands‖. The definition of ―CpG island‖ has suffered in the past decade several 

changes, but currently, it is accepted as a DNA fragment that has G+C content that is above 
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50%, an observed/expected ratio of CpG of more than 0.6 and a minimal size of 200bp (287).  

These elements are usually associated with open chromatin domains  (which are DNAse I 

sensitive) and are linked to gene activation (9). Interestingly, during carcinogenesis or 

imprinting, CpG islands have been found to be hypermethylated but there are cases where 

they are hypermethylated even in somatic tissues of normal individuals (273). 

 

As mentioned earlier DNA methylation involves the covalent addition of methyl group to 

cydines in the CpG context. This ―transmethylation‖ reaction requires the transference of 

methyl group from the universal methyl donor S-adenosyl methione (SAM), and is catalyzed 

by DNA methyl transferases. One-carbon biochemical reactions depend on the availability of 

methyl donor compounds such as methionine and choline and cofactors such as vitamin B12, 

folate and phosphate of pyridoxal, and hence efficiency of methylation can be influenced by 

dietary factors or by the environment such as diet, age, other disease, etc. (reviewed in (22) 

and references therein). 

 

Enzymes that have been linked to the establishment or maintenance of DNA methylation 

patterns are DNMT1, DNMT2, DNMT3A, DNMT3B as well as DNMT3L. Whereas it has 

been demonstrated in vitro the role of DNTM1, DNT3A and DNMT3b as ―the maintenance‖ 

and ―the novo‖ methyl transferases, respectively, the exact biochemical function of DNMT2 

and DNMT3L remains obscure. Intriguingly, DNMT2 has been implicated in methylation of 

RNA [(i.e. cytosine 38 methylation of tRNA(Asp)] since it has been shown that treatment of 

cell lines with ribonucleoside azacytidine prevents RNA-methylation directed by DNTM2 

(267). Experiments in mice have demonstrated that the knockout of DNMT1 or 

DNMT3A/3B is detrimental for embryonic viability, highlighting the role that DNA 
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methylation plays in development. Indeed, only conditional knock out (employing Cre-lox 

methodology) strategies have been used to demonstrate that DNA methylation represses 

IFNgamma and other gene expression in certain stages of T-cell ontogenesis (10). 

 

DNMT1 propagates DNA methylated patterns mitotically and meiotically (150). It catalizes 

the addition of methyl group from SAM to the hemimethylated template, which  is generated 

after the S-phase of DNA replication. It ―travels‖ along the replication fork in association 

with other proteins of the ―replicasome‖ (e.g. PCNA) and hence it passes the epigenetic 

information from mother to daughter molecule of DNA. Thus, it has been coined the term 

―maintainance‖ transferase. DNMT3A and DNMT3B are known as ―de novo‖ methyl 

transferases because they add methyl tags to completely demethylated templates, as shown by 

in vitro assays. They have been involved with centromeric methylation as well as with the 

establishement of the methylation marks early in embryogenesis. These enzymes seem to 

have substrate specificity (they are usually found in regions of low complexity such as alpha-

satellite DNA) and require the cooperatation with DNMT3L. Neverthess, in vitro data 

suggest the roles of DNMT1, DNMT3A and 3B are probably interchangeable and each of 

these players might compensate the other one in certain normal as well as pathological 

situations. 

 

Genomic methylated motifs can be recognized by a plethora of nuclear proteins such as DNA 

methyl-binding domain proteins (MBDs 1-4) or methyl CpG-binding proteins (MeCP2), 

which are attracted to methylated DNA. By binding to methylated DNA, they create the 

scaffold of repressed chromatin along with other correpresors such as HDACs, proteins from 

the polycom/trithorax group, ATP-remodeling complexes, chromodomain binding proteins 
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and heterochromatin factors (e.g. HP1α). In addition, some Zn-finger motif-possessing 

factors such as Kaizo or ZBTB4/ZBTB38 proteins can bind to methylated CpG and prevent 

RNA transcription (80); for example Kaizo can bind to methylated CGCG motif through its 

three Kruppel-like C2H2 zinc fingers and repress gene expression. 

 

CpG methylation is mainly thought to be a ―repressive signature‖ and the repression is 

thought to be mediated through recruitment or exclusion of the regulatory proteins.  As 

explained in the paragraph above, methyl-CpG binding proteins interact with histone 

deacetylases (HDACs) to create a repressive chromatin state (22).  Methylation may also 

preclude binding of activating transcription factors (such as NF-kB p50 subunit, CTCF or c-

myb, reviewed in (22)) and thus inhibiting transcription or conversely in rare cases might 

activate transcription by excluding repressive proteins (22). 

 

How does DNA demethylation occur? Even though the exact biochemical mechanism in 

mammals is still unclear, two mechanisms have been ruled in. A passive mechanism, 

described for the regulation of IL-4 or IFNγ, can be speculated to occur by merely preventing 

the propagation of this epigenetic mark mitotically or meiotically. Simply, a trans-factor 

could ―evict‖ DNTM1 from its target site and in this way, could prevent the maintenance of 

the DNA methylation patterns. The second mechanism postulates the existence of an ―active 

DNA demethylase‖ and it is based on the assumption that a similar mechanism of DNA ß-

glycosylation (via GADD45a) that occurs in plants could also be operative in mammals (16). 

Very recently, it has been found that the activation induced cytidine demainase (AID) known 

as ―Aid‖ (Apobec family) was capable of deaminating rU in RNA as well as 5-methyldC in 

DNA (206).  
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2.2.2. Epigenetics and HIV-1/AIDS Pathogenesis. 

 

Even though the international Human Epigenome Project (HEP) has been launched (1, 279) 

and there is a burgeoning interest in epigenetic epidemiology (81) few studies have examined 

the direct association between host epigenetics and infectious diseases. 

 

Some pioneer studies have demonstrated that in the battlefield of HIV-1 and host, DNA 

methylation can be employed to favor viral latency or immune evasion. For example, it has 

been shown that HIV-1 infection may directly modify the host epigenome by increasing the 

DNMT1 expression levels (probably by Tat-mediated Erk inactivation) which in turn resulted 

in de novo increase of global methylation content (74) as well as an increase in CpG 

methylation of certain genes such as interferon gamma (201).  

 

Although still controversial, it appears that HIV life cycle is also regulated by DNA 

methylation (107, 145, 174). This epigenetic mark elicits two effects on HIV-1 biology: it 

represses transcription and  maintains latency. In fact, many endogenous retroviral elements 

(e.g. H, K and W families (168, 193)) as well as infective retroviruses (e.g. Rous sarcoma 

virus (116)) exploit 5‘ LTR CpG methylation to accrue transcriptional silencing. Very 

recently, Blazkova et al. {Blazkova, 2009 #127} showed that DNA methylation of HIV 

promoter can lastingly suppress HIV expression. In this study they used a two-fold approach: 

in vitro they analyzed the relation of CpG methylation of the HIV-1 5′ LTR to transcriptional 

suppression and reactivation of HIV-1 provirus in a model consisting of Jurkat clonal cell 
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lines harboring a latent HIV-1 LTR–driven retroviral vector; once established this in vitro 

model of epigenetic latency, they  compared these findings with the relationships between the 

methylation pattern, latency, and reactivation of latent HIV-1 provirus in CD4
+
 T cells of 

long-term aviremic and viremic patients {Blazkova, 2009 #127}. The authors concluded that 

―CpG methylation of the HIV-1 5′LTR could be an important epigenetic mechanism that 

maintains the latency of HIV-1 proviruses by preventing their reactivation‖ and they further 

proposed a two-step model of epigenetic control of HIV-1 latency. Interestingly, they showed 

that treatment with a strong HDAC inhibitor such as suberoylanilide hydroxamic acid 

(SAHA) could reactivate the latent virus. These results instilled the impetus to investigate 

whether, in addition to the current HAART protocols, ―epigenetic drugs‖ should be employed 

to eradicate viral reservoirs (48, 252).  

 

HIV integration sites in activated and resting CD4+ T-cells also show a preferential targeting 

of the active chromatin compartments (i.e. CpG-island gene-rich domains), as shown by 454 

sequencing (27). 

 

Most of the studies conducted so far are either in mouse models or in vitro and are 

circumscribed mostly to genes that are hallmarks of Th1-Th2-Th17 differentiation/polarization 

pathways. However, there is a lack of in vivo studies on epigenetic regulation of HIV-1 host-

restriction factors. To emphasize the paucity of information regarding the role of DNA 

methylation of genes that encode host factors in HIV-1/AIDS pathogenesis, it can be 

mentioned that no single publication was retrieved as at the date of the preparation of this 

Ph.D. dissertation when the key terms: ―epigenetic epidemiology‖ and ―HIV/AIDS‖ were 

utilized in a Pub Med Search. 
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Why is the need to explain HIV-1/AIDS pathogenesis in light of epigenetics? After ~25 years 

of extensive research, explaining and predicting HIV-associated CD4 cell loss, the 

pathogenesis of HIV disease still is a puzzle. Several lines of evidence from human and non-

human primate studies indicate that viral entry-dependent mechanisms cannot account for the 

full extent of CD4+ T cell loss observed during HIV infection. 

 

First, viral load (VL), a parameter of the extent of viral entry and replication is insufficient in 

explaining fully time to AIDS or rates of CD4+ T cell declines. For example, Dolan, Ahuja et 

al. found that ~9% and ~4% of variability in time to AIDS and CD4+ slope was explained by 

steady-state VL, respectively(66). Likewise, ~6% and ~3% of variability in time to AIDS and 

CD4+ slope, respectively, was explained by polymorphisms in CCR5 and CCL3L. Second, 

during chronic untreated HIV infection, relatively few HIV infected CD4+ cells can be 

detected, even in subjects with a high VL (118). Third, SIV infection of several non-human 

primate species does not cause AIDS despite high levels of viral replication (276). Together, 

these three observations suggest that host factors might have a comparable or even greater 

impact on disease progression than does the extent of viral replication, such that indirect, 

viral-entry independent mechanisms (those not attributable to HIV replication) might 

contribute significantly to HIV-AIDS pathogenesis. CMI conferred by the CCL3L-CCR5 axis 

was identified by our group as one of the VL-independent parameter of HIV/AIDS 

pathogenesis; however, mathematical analysis suggested the presence of other VL-

independent factors (66). Concordantly, recent genome wide association studies found 

genetic variants in the MHC locus that explain only ~10% of the variability of VL setpoint 
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(75). In summary, these findings suggest that factors other than host genetic variation impact 

on VL setpoint; we believe that epigenetics could fill in the gap. 

 

Relevance to this thesis 

 

Epigenetics has the ability to alter gene expression, as demonstrated in other disease models. 

A change in the expression of the CCR5 gene is critical for HIV susceptibility/protection as 

demonstrated by many previous studies. Measuring DNA methylation could help explain the 

changes in the CCR5 gene expression, since methylated DNA does not allow the 

transcription machinery to bind therefore resulting in lack of gene expression. Furthermore, 

in this cohort a unique opportunity is provided by  measuring the DNA methylation levels in 

HIV negative individuals and following them over time to the point of HIV seroconversion, 

and thereafter followed up regularly during the course of HIV disease progression. To our 

knowledge there have been no studies exploring the relationship between epigenetics and 

HIV/AIDS.  

 

 

2.2.3. CCR5 Expression 

 

Expression levels of CCR5, the major coreceptor for cell entry of HIV-1, on T cells are a 

central determinant of nearly all facets of HIV/AIDS pathogenesis including HIV cell entry 

(148, 175, 176, 225, 230, 318) and replication (90, 256), HIV (18, 230, 253, 288) –AIDS (90, 
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255) susceptibility, and CD4 cell recovery during HAART (90, 117, 144, 254, 299, 305, 

319). In each case, low CCR5 surface expression levels are associated with a protective 

phenotype. 

 

Defining factors that fine-tune CCR5 levels is of critical importance because there is a 

‗threshold‘ of CCR5 surface expression that is permissive for cell entry, and small changes in 

CCR5 density are associated with large increases in HIV infectivity and efficacy of CCR5 

blockers (119, 120, 155, 171, 237, 254, 255). Kuhman et al, and Platt et al, have shown that 

small changes in CCR5 density are associated with an exponential increase in HIV infectivity 

in vitro (155, 237). Accordingly, small changes in CCR5 expression are exponentially 

correlated with VL and disease progression (119, 171, 254, 255). Additionally, in vitro data 

shows that small changes in CCR5 levels have large effects on efficacy of CCR5 

blockers/entry inhibitors (119, 120).  

 

Although there is remarkable variation in CCR5 levels between persons, longitudinal 

examination of CCR5 expression demonstrates that within a healthy person it is remarkably 

stable over time (36, 37, 58, 83, 149, 181, 195). Although the HIV field is heavily focused on 

CCR5 density (number of CCR5 molecules) per cell, the proportion of CCR5 expressing cells 

also has critical importance for two reasons: First, measuring numbers of CCR5-expressing T 

cells vs. simply CCR5 density also has the advantage of directly relating CCR5 expression to 

variation in PBMC levels among subjects or within each subject during disease progression, 

factors which are frequently not considered. Second, although there is a strong correlation 

between CCR5 density and %CCR5-expressing cells, it is not 100%. This suggests that 
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although density and %CCR5-expressing cells are inter-related, both common and specific 

molecular mechanisms may underlie their genesis.  

 

The mechanism after infection is very specific as demonstrated by O‘Brien et al (223)‖when 

HIV-1 infects a person, it seeks out tissue cell compartments where it can replicate, including 

lymph nodes, neural tissue, epithelium in gut or vagina, spleen, testes, kidneys and other 

organs. HIV‘s principal factories are macrophages, monocytes and T-lymphocytes, all of 

which carry the CD4 cell surface protein.  HIV-1 enters various cells by co-opting two 

receptor proteins on the cell surface‖ (223).  HIV also selects specific cells for infection, as 

explained above; CCR5 is required for viral entry and the more CCR5 available to bind to 

subsequently results in greater chance for HIV acquisition (119, 120, 155, 171, 237, 254, 

255). 

 

CCR5 also plays a key role in several facets of T-cell immunity (204), including T-cell 

differentiation (185), proliferation (35, 143), and activation-induced cell death (209, 236).  

Consistent with this, prior studies in CCR5 knockout mice and HIV-negative subjects 

revealed that CCR5 expression influences T cell immune responses in vivo (65). 

Additionally, levels of CCR5 and T cell activation are highly correlated (18, 219, 228, 278, 

325), and CCR5 expression is closely tied to the type of effector function acquired during T 

cell activation, that is, a Th1 response (180, 185). Although IL-2 impacts on CCR5 levels 

(312, 321, 327), we found that CCR5 expression influences NFAT translocation, IL-2 

production, and subsequent signaling events during T lymphocyte activation (e.g. T cell 

differentiation) (35). These data demonstrated a link between CCR5 and pathways 
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downstream of T cell receptor (TCR) that influence IL-2 expression, and that the expression 

levels of CCR5 and IL-2 are coregulated.  

 

CCR5 ligands such as CCL3L can influence CCR5 surface expression by inducing ligand-

mediated internalization and subsequent recycling/degradation of the chemokine receptor 

(Figure 2.11). CD26/dipeptidyl peptidase IV alter the biochemical structure of chemokines, 

affecting their coreceptor specificity/agonistic activity, disrupting the network of chemokine 

receptor/ligands and thus, indirectly, influencing CCR5 cell expression.  Atypical receptors 

such as D6 or DARC, by binding to ―free‖ circulating chemokines can buffer the availability 

of ligands that can internalize or desensitize CCR5. In terms of CCR5-dependent factors, 

CCR5 locus (defined as CCR5 haplotypes) result in differential DNA-binding protein profiles 

that can impact on CCR5 transcriptional ability. The goal of thisThesis is to study how 

various factors can regulate CCR5 expression and hence link this with HIV-AIDS 

susceptibility or resistance.   

 

Figure 2.11: Non-CCR5 factors and CCR5-dependant factors directly and indirectly 

affecting CCR5 expression, which leads to HIV-AIDS susceptibility (unpublished). 
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2.2.4. CCR5 Promoter regions 

 

CCR5 contains 3 exons: 1 coding exon, 2 non-coding exons designated as exon 1 and exon 

2A/2B.  CCR5 has 2 promoters (Pr): Promoter 2 (Pr2) and Pr1 (figure 13) drive production of 

alternatively spliced mRNAs with distinct 5‘ untranslated exons, named as ―full length‖ or 

―truncated‖ isoforms, respectively. All transcripts have an identical open reading frame 

(ORF) that resides in exon 3 but on the basis of whether these transcripts contained or lacked 

exon 1 they were designated as full length or truncated transcripts, respectively (figure 2.12). 

Promoter 1-driven, exon 1-lacking transcripts are present even in cell types that do not have 

surface CCR5 (e.g. naïve CD4+ T cells), therefore we conceptualized Pr1 as the 

―constitutive‖ CCR5 Promoter. This establishes the following relationship: ―Pr1 — exon 1-

lacking, truncated isoforms — absent or low CCR5 surface expression‖. On the other hand,  

production of promoter 2-driven, exon 1-containing full length transcripts correlates with 

CCR5 surface expression and T cell activation (therefore, Pr2 represents the CCR5 ―inducible 

promoter”), establishing the following relationship: ―Pr2 — exon 1-containing, full-length 

isoforms — presence of CCR5 surface expression.‖ 
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Figure 2.12: CCR5 gene/mRNA structure and its 2 promoters (unpublished). 

 

Initial screening of CpG sites in the CCR5 promoter and intron gene regions was performed 

on bisulphite modified DNA (EZ kit, Zymo Research) (unpublished). A total of 31 CpG sites 

were located upstream of the CCR5 ORF (Figure 2.13). These CpG sites were PCR 

amplified, cloned, multiple plasmids were picked at random and sequenced. A cost effective 

method was established whereby, certain positions which showed the most significant 

changes in methylation, assessing the CD4+CD45RO+/- activity, were selected. For the 

CCR5 Intron 2 region, the CpG positions 1 to 6 were selected. While for the CCR5 promoter 

2 region the CpG positions -28 to -31 were selected (Figure 2.13) (99).   
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Figure 2.13: Methylation (CpG) sites in the CCR5 Promoter and intron regions 

(unpublished). Black circles represent methylation and white circles represent demethylation. 

Each circle represents a single PCR clone picked at random.  

 

The CpG site that resides closest to the IL-2 transcription start site (TSS) has been previously 

shown to closely track IL-2 expression (31). DNA methylation profile of IL2 shows that this 

gene is composed of 4 exons (black boxes in Figure 2.14).  Methylation statuses of six CpGs 

upstream of the IL2 transcriptional start site were determined. These CpG sites were selected 

because they play a role in IL-2 gene regulation. 
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Figure 2.14: IL-2 region demonstrated with six CpG sites located in the promoter region 

(unpublished). 

 

Gonalusse et al , {Gornalusse, 2011 #411}also suggests that CCR5 Promoter 2 and other 

regulatory regions such as intron 2 (a genomic region that we found also influenced 

transcriptional activity) is methylated in naïve T cells, which therefore provides the basis for 

repression of exon 1-containing transcripts and minimal CCR5 surface expression on naïve T 

cells. The data also shows that CpGs in Pr1 is demethylated even in naive T cells, providing a 

basis for the constitutive expression of exon 1-lacking CCR5 mRNA isoforms in naïve T 

cells without concomitant high CCR5 surface expression in these cells.  

 

In this study we examine the role of CCR5 DNA methylation, located in the promoter and 

intron regions, and CCR5 expression looking at both the density per cell and the number of 

cells expressing CCR5. Furthermore, we look at the effect of DNA methylation on HIV 

acquisition and disease progression. We also highlight confounding effects of non-similar 

sources of DNA when measuring DNA methylation.  
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CHAPTER 3 - MATERIALS AND METHODS 
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3.1. CAPRISA cohort 

 

The HIV infected and exposed uninfected samples used in this study were obtained from 

Centre for the Aids Programme of Research (CAPRISA), Doris Duke Medical Research 

Institute (DDMRI), University of KwaZulu-Natal (UKZN), Nelson R. Mandela Medical 

School and the CAPRISA Vulindlela Research Facility. Ethics for this study was approved 

by the UKZN ethical review committee. The ethics number for the study is E013/04 

 

The CAPRISA 002 Acute Infection study is a longitudinal cohort study and consists 

primarily of high risk HIV-uninfected women working as female sex workers (FSW), 

recruited from a large urban area (301). This represents the first acute infection study in 

Southern Africa to document acute infection in a prospective cohort with extensive follow-up 

on the natural history of HIV-1 subtype C infection. A paper published by van Loggerenberg 

et al describes the details of establishing the CAPRISA 002 study (301).  This thesis contains 

a brief description of the study with some additional details. 

 

The target group for the study is women who are at greater risk of HIV acquisition, and data 

has shown that younger women in urban South Africa have an increased risk for HIV 

infection (247). To be enrolled in the study individuals must be self-identified FSW or 

women reported as having at least three sexual partners in the last three months prior to 

recruitment or at least 2 sexually transmitted diseases (STDs) episodes in the last 3 years 

were screened for study participation. Eligible women had to be at least 18 years of age and 

not pregnant at the time of screening and assurance that adequate birth control measures will 
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be used for the duration of the study. Individuals that planned on travelling away from the 

study site for more than three months were not included in the study. Individuals that are 

negative for the ELISA and Western Blot HIV-1 tests.Also are able to provide written 

informed consent to have samples stored. HIV negative individuals were followed up and 

received counseling; however when an individual did seroconvert they were recruited and 

followed up. 

 

 3.1.1. Additional HIV Infected recruitment 

 

In order to increase the number of HIV- infected individuals study participants, with acute 

HIV infection , meeting one of the following criteriawere recruited:HIV antibody 

seropositive with a documented HIV seronegative test in the previous three months; HIV 

antibody negative with HIV infection demonstrated by HIV-1 RNA testing; Willingness to 

adhere to the evaluation schedule; Hemoglobin > 10.0 g/dl at screening; Age: 18-60. 

 

Participants who met any of the following criteria were NOT eligible for this study: Subjects 

who planned to travel away from the recruitment area for > 3 months during the 24 months 

following screening; History of immunodeficiency, chronic illness, malignancy, autoimmune 

disease, or use of immunosuppressive medications; Individuals with a history of cancer were 

excluded unless there has been surgical excision followed by sufficient observation period to 

give a reasonable assurance of cure: Medical or psychiatric condition or occupational 

responsibilities, which precluded subject compliance with the protocol; Prior receipt of HIV-

1 vaccines; Pregnant or lactating women; Subjects who had any other condition that, in the 
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opinion of the Principal Investigator or designee would preclude provision of informed 

consent, or make participation in the study unsafe.  Antiretroviral therapy (ART) was 

disallowed in the study . The initiation of ART was an endpoint for this study and the 

individual was not followed up. Concomitant ART was not permitted while on study.   

 

 3.1.2. Date of infection calculation 

 

Date of HIV infection was estimated using the following algorithm: If no previous HIV 

serology result was available and a positive RNA was available on the same date as a 

negative HIV enzyme immunoassay (EIA), the HIV infection was estimated at 14 days prior 

to the positive RNA EIA test date. The second method used for date of HIV infection 

calculation was estimated as the midpoint between the last documented HIV negative EIA 

and any of the first positive EIA.  

 

 3.1.3. Sites of the study populations 

 

This prospective observational cohort study was conducted at the following sites: 

(i) Doris Duke Medical Research Institute (DDMRI) at the Nelson R. Mandela School of 

Medicine, University of KwaZulu-Natal, Durban.  
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(ii) CAPRISA Vulindlela Research Facility. The CAPRISA rural facility in Vulindlela 

adjoins the Mafakathini Primary Care Clinic.  In this setting, adolescents and particularly 

young women are a vulnerable group at high risk of acquiring HIV.  Women acquire HIV 

infection at a younger age, at least 5-10 years earlier than men. Adolescents utilizing the 

primary health care services for antenatal, family planning or sexually transmitted infections 

(STI) services and who met all study eligibility criteria were invited to participate in this 

study. 

 

(iii) CAPRISA eThekwini Clinical Research Site is based the Prince Cyril Zulu 

Communicable Disease Clinic, Durban. The Prince Cyril Zulu Communicable Disease Clinic 

(CDC) is a large local government clinic for the diagnosis and treatment of STIs and TB, for 

which it provides free treatment. Given the high HIV prevalence of 63% in this group of STI 

patients and the strong association between STIs and HIV, these patients are a key risk group 

for acquiring and transmitting HIV.  HIV negative male and female patients seeking STI care 

at the Prince Cyril Zulu clinic and who met study eligibility criteria were invited to 

participate in this study. 
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3.1.4. Phases of the study 

 

The individuals were grouped in different phases based on their infection and progression 

status. Phase I refers to HIV negative individuals, Phase II is HIV positive within three 

months of infection, Phase III is HIV Positive between three to twelve months, and Phase IV 

is HIV positive greater than 12 months. Table 3.1 summarizes the phases of the study and 

describes the criteria for enrolled, the period enrolled and frequency of the visits. 

 

Table 3.1: Summary of the Phases and follow-up of the study, indicating both serostatus at 

enrollment into each phase and their follow-up schedule, as well as time from enrollment 

(into Phase II). 

Study Phase HIV Status Months from 

Infection 

Visit 

Frequency 

I: HIV negative HIV Antibody negative and HIV RNA 

negative 

N/A Monthly 

II: Acute 

Infection 

HIV antibody negative and HIV RNA 

positive; 

OR 

HIV antibody positive with a documented 

HIV negative within the previous 3 

months 

0 - 3 

 

 

 

Weekly for 3 

weeks, 

fortnightly 

until 3 months 

post 

enrollment 

III: Early 

Infection 

HIV seropositive 3 - 12 Monthly, post 

diagnosis 

IV: Established 

Infection 

HIV seropositive > 12 Quarterly, 

post 

enrollment 
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 3.1.5. Study Design 

 

A total of 775 women were screened over a 6-month period, of these 462 had anHIV 

infection and hence ineligible for the study. A further 68 women were also not eligible due to 

various reasons e.g. some were pregnant, relocating to a different area, work commitments 

etc. Therefore, 245 HIV high risk women were recruited into the study and were enrolled in 

phase I (refer to figure 3.1). These women were followed up for two years, during which 28 

seroconverted to HIV positive status and were hence enrolled into phase II. To increase the 

number of HIV infected samples we recruited a further 44 seroincident cases from other 

similar CAPRISA studies mentioned above.  
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Figure 3.1: Flow diagram of the screening and recruitment for the CAPRISA study with the 

breakdown of each phase.  

 

 

 

HIV antibody or 

RNA positive 

    

Enrollment  into Phase I 

 

Phase IV: Chronic Infection  >12mths* 
Follow-up quarterly until end of study or a clinical endpoint is reached.  Minimum follow-up 

of 42 months (3.5 yr) and maximum duration of participation 66 months (5.5 yr). 

Phase I: HIV Negative Cohort 
245 HIV negative female sex workers.   

Follow up monthly for maximum of 24 months 

 

* Indicates months post enrollment into Phase II. 

Enrollment  into Phase II 

Screeneed 775 

sexworkers over 6 

months 

Recruit HIV-1 infected women who areeither 
HIV Ab positive with documented HIV negative 
in the past 3 months or 
HIV-1 RNA positive and HIV Ab negative 

28 44 

Phase II: Acute Infection (≤ 3m) 
Enrolled a total of 72 participants: 

 

Follow-up weekly for three weeks, 

fortnightly until three months post 

enrollment 

Phase III: Early Infection >3m, ≤ 12mths* 
Follow-up monthly until 12 months post-enrollment 
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3.1.6. Laboratory Assays and Procedures 

 

Sexually transmitted infections were used as a biological marker for behavioral risk. Blood 

specimens were collected and tested for syphilis, Hepatitis B virus (HBV) and HSV-2 

serology. Vulvovaginal swabs are used to test bacterial vaginosis, N. gonorrhoeae, C. 

trachomatis, T. vaginalis, M. genitalium and HSV-2. Cervicovaginal lavages were also 

collected to test for human papilloma virus (HPV) and DNA methylation levels measured. 

Individuals possessing genital ulcers had specimens taken for DNA extraction and PCR 

testing for T. pallidum, H. ducreyi, C. trachomatis (LGV types), C. granulomatis and HSV-2. 

Blood specimens were collected for; hematology assays (full blood count), biochemistry 

assays (urea and electrolytes, liver function tests, calcium, magnesium, phosphate, Vitamin 

B12, iron, folate, blood glucose, cholesterol, LDL, triglycerides), on-site rapid testing for 

HIV antibodies. Hemoglobin at enrollment into phase II was determined using a 

hemoglobinometer. Urine specimen collected for on-site β-HCG pregnancy testing as well as 

Uricheck Dipstick. 

 

CD4 + T cell counts were measured using the FACSCalibur flow cytometer (Beckton 

Dickinson). The procedure is as follows; whole blood is stained using the Beckton Dickinson 

Tritest (Becton Dickinson 342414). The reagent contains a monoclonal antibody cocktail 

composed of CD4 FITC, CD8 PE and CD3 PerCP. When a known volume of whole blood is 

added to the staining reagent, the monoclonal antibodies bind to specific cell markers. When 

these pass through the flow cell of the FACSCalibur flow cytometer, they are excited by the 

laser beam and fluoresce. Staining takes place directly in a TruCOUNT tube containing a 

lyophilized pellet. The pellet dissolves liberating a known concentration of fluorescent beads.   
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The absolute number of positive cells is determined automatically by the software (Multiset) 

by comparing the number of cellular events with the number of bead events. 

 

The COBAS AMPLICOR™ HIV-1 MONITOR Test, v1.5 (Standard or the Ultrasensitive, 

Roche Diagnostics) was used to measure viral loads.  The detection of HIV-1 RNA in pooled 

samples the AMPLISCREEN
Tm

 HIV-1 Tests v1.5 (Roche Diagnostics) were used. 
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3.2. Durban HIV negative cohort 

 

Control samples with lower HIV exposure and HIV negative that are also age matched, were 

recruited from the general population, as a comparative group to the  CAPRISA cohort. The 

ethics for this study was approved by University of KwaZulu-Natal ethics number is 

BE081/09. Inclusion criteria were as follows; firstly only black females from the similar area 

as the CAPRISA cohort were considered, secondly, women between the18-60 age group; and 

thirdly, HIV negative according to an ELISA test.  

 

Health care workers, predominantly nurses, were screened for HIV-1 infection at Inkosi 

Albert Luthuli and King Edward VIII hospitals. Eighty four individuals were HIV-1 

screened, of these 24 were HIV infected and not considered for study inclusion. The study 

participants enrolled totalled  58. PBMC‘s were collected, processed and stored at the HIV 

Pathogenesis Programme (HPP), Nelson R Mandela Medical School, University of KwaZulu-

Natal. 
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3.3. DNA Methylation 

 

3.3.1. Sodium Bisulphite Mutagenesis. 

 

Genomic DNA was bisulphite-modified and PCR amplified and individual clones were 

sequenced according to the original procedure described by Grunau et al. (104). 

Concentration of NaHSO3 was increased to 5 M and time reduced to 5 hrs to increase kinetics 

of reaction and decrease template degradation.  Alternatively, bisulphite modification was 

performed using the commercially available kit (EZ DNA methylation Direct, Zymo 

Research), following the manufacturer‘s instructions. The bisulphite method of mapping 5-

methylcytosine exploits the fact that sodium bisulphite (NaHSO3) reacts readily with the 5, 6-

double bond of cytosine, but poorly with methylated cytosine.  Cytosine reacts with the 

bisulphite ion to form a sulfonated cytosine reaction intermediate which is susceptible to 

deamination, giving rise to a sulfonated uracil. The sulfonate group can be removed under 

alkaline conditions, resulting in the formation of uracil. Uracil is recognized as a thymine by 

Taq polymerase and hence upon PCR the resultant product will contain cytosine only at the 

position where 5-methylcytosine starts in the DNA template. When sequenced, originally 

unmethylated cytosine appears as thymine, while methylated cytosine retains its identity.  

Methylation status of CpG sites in CCR5 and IL-2 was assessed by sequencing and 

pyrosequencing as described below. 
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3.3.2. PCR Amplification of CCR5 promoter 2, intron 2 and IL-2 

 

A 173bp fragment encompassing four CpG sites, located in CCR5 Pr2 at -776, -768, -702 and 

-681 positions was amplified for the CCR5 Pr2 methylation analysis. For quantification of 

CCR5 intron2 methylation, a 296-bp   amplicon containing 6 CpGs in intron2: 2169, 2187, 

2258, 2311, 2342 and 2365 was designed. Primer sequences are listed in table 3.2. The PCR 

reaction mix consisted of PCR buffer, 3 mM MgCl2, 200µM of each dNTP, 0.2µM of 

forward primer, 0.2 µM 5‘ biotinylated reverse primer, 2.5U Taq polymerase and 2-4 µL of 

bisulphite treated DNA. PCR was performed under ―hot-start‖ conditions to reduce non-

specific amplification. For amplification of Pr2, PCR cycling conditions were:  initial stage of  

80°C for 4 minutes and 94°C for 2 minutes, followed by 45 cycles of (94°C for 10 sec, 55°C 

for 30 sec and 72°C for 30sec) and a last stage of 72°C for 10 min. For amplification of int2 

fragment, similar conditions were followed with the exception of the annealing temperature, 

which was 60°C. Successful PCR amplification was confirmed by gel electrophoresis. Five 

microliters of PCR reaction mixtures were mixed with 1µl of xylene cyanol sample loading 

buffer and loaded onto a 3% w/v agarose gel.   
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Table 3.2: Primers used for Pyrosequencing Analysis. 

Primers Oligonucleotide sequences 

Pr2 forward 5‘-TTTGAATTGTATATATGGGATGAA-3‘ 

Pr2 reverse 5‘-Biotin-TACTTAAAAAAAACCAAAACAATATAA-3‘ 

Pr2 seq1 5‘-ATATATGGGATGAATTAGAA-3‘ 

Pr2 seq2 5‘-TGAGTTTTGTTGTAGTATAG-3‘ 

Int2 forward 5‘-GGTTAGTATTTTAGGAGGTTGAGGTAG-3‘ 

Int2 reverse 5‘-Biotin-CAAACATAATACAACTCAACCTTTTTA-3‘ 

Int2 seq1 5‘-TTAGGAGGTTCAGGTAGG-3‘ 

Int2 seq2 5‘-TAGTTTGGTGTGGTGG-3‘ 

Int2 seq3 5‘-TAGGTTGTAGTGAGTTATGA-3‘ 

 

 

3.3.3. Pyrosequencing 

 

Pyrosequencing was employed as a strategy to quantify methylation levels in the genomic 

DNA and was performed by a commercial firm (Epigendx, MA). PCR products were 

pyrosequenced with
 
the PSQ 96HS system (Biotage AB, Uppsala, Sweden), according

 
the 

established method (69), using sequencing primers shown in table 3.2.  Pyrosequencing is a 

sequencing method based on real-time monitoring of DNA synthesis (73, 290, 291) and 

contains four coupled biochemical reactions that result in a bioluminescence signal. The four 

enzymes used are Klenow fragment of DNA polymerase, ATP sulfurylase, luciferase and 

apyrase.  Other reagents include enzyme substrates such as adenosine phosphosulfate and D-
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luciferin and sequencing template with an annealed primer, which acts as starting material for 

DNA polymerase. We validated the sensitivity of the pyrosequencing technique by mixing 

different proportions of universal methylated and universal unmethylated templates and 

performed pyrosequencing in order to obtain highly corroborative results. 
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3.4. CCR5 Protein Expression 

 

The surface expression of CCR5 was measured as described by Hladik F, et al 2005 (123), 

with a few modifications.  The density of CCR5 was determined using the fluorescence-

activated cell sorting FACSCalibur and Dako Qifi Kit.  

 

In preliminary experiments, the saturating concentrations of the anti-CCR5 monoclonal 

antibodies were determined (2.5 g/ml) and used throughout the study. PBMC were incubated 

with either anti-CCR5 (clone 2D7), or immunoglobulin G2a (IgG2a) isotype control (all BD 

Pharmingen) in phosphate-buffered saline supplemented with 1% bovine serum albumin and 

0.1% sodium azide (FACS buffer) for 30 min at 4°C. After two washes in FACS buffer, cells 

were incubated in fluorescein isothiocyanate (FITC)-conjugated goat anti-mouse IgG Fc 

F(ab)2 (1:100; Qifikit; DAKO) for 20 min at 4°C. Cells were washed twice, and a final 

incubation step was performed with a combination of antibodies shown in table 3.3. 

Phycoerythrin (PE)-conjugated anti-CD3 or HLA-DR or control IgG2a. Allophycocyanin 

(APC)-conjugated anti-CD4 or anti-CD14 (all BD Pharmingen). Red Live/dead (LD) marker 

was included (Invitrogen) (1 g/ml) during this step to mark dead cells. Two final washes were 

performed in FACS buffer. Cells were fixed in 2% paraformaldehyde containing 5 g/ml 

actinomycin D and analyzed on a Calibur flow cytometer (Becton Dickinson) within 24 hours 

after staining (Figure 3.2). Using the LD marker, dead cells were excluded from the analysis, 

and the percentages of CCR5 expressing CD3, HLA-DR, CD4-T-helper lymphocytes and 

CD14 monocytes were determined (123). 
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Table 3.3: The staining panel used for each sample to calculate the CCR5 density on a cell. 

Tube 1 Tube 2 

CCR5 – 0.25 µl 

GAM-FITC - 0.5 µl 

HLA-DR – 5 µl 

LD – 1 µl (1:1000) 

CD4 -APC– 2 µl 

IgG2a – 0.25 µl 

GAM-FITC -  0.5 µl 

IgG2a-PE – 5 µl 

LD – 1 µl (1:1000) 

CD4 -APC– 2 µl 

Tube 3 Tube 4 

CCR5  – 0.25 µl  

GAM-FITC - 0.5 µl 

CD3-PE- 1 µl 

LD – 1 µl (1:1000) 

CD14 -APC– 0.5 µl 

IgG2a  – 0.25 µl  

GAM-FITC -  0.5 µl 

CD3- PE- 1 µl 

LD – 1 µl (1:1000) 

CD14 -APC– 0.5 µl 
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Figure 3.2: Gating strategy used for CCR5 quantification. (A) The isotope control used for 

drawing gates. IgG2a-PE is the control for HLA-DR-PE, and IgG2a-FITC is the control for 

CCR5-GAM-FITC. (B) To calculate the CCR5 quantification lymphocytes were gated in the 

forward against side scatter, the second panel live cells were gated. In the third panel CD4+ 

cells were gated with activated and unactivated cells using HLA-DR-PE. CCR5 positive cells 

are labelled with CCR5 Goat-anti-Mouse antibodies, CCR5 quantification was determined 

for both the activated (HLA-DR+) and unactivated (HLA-DR-) cells. 

 

 

CCR5 receptor densities per cell were quantified by comparing FITC staining of cells to a 

standard curve. The standard curve was created by analysis of a mixture of five calibrated 

bead populations, which are coated with five different quantities of immunoglobulins/bead 

A 

B 
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(Qifikit). Beads were treated like cells are hence followed the similar staining and incubation 

steps. When using the fluorescence intensity of each bead population, this was plotted against 

the designated number of immunoglobulins/bead. Thereafter, five data points were 

interpolated by linear regression. We included the HLA-DR marker so as to differentiate 

between activated and non activated cell (Figure 3.2). Therefore, using CD3/HLA-DR CD4-

T-lymphocyte and CD14 monocyte populations were defined as CCR5 by comparison to the 

corresponding isotype control. To calculate mean fluorescence intensity the regression 

formula was used to convert the geometric mean of the fluorescence intensity of these CCR5 

cell populations to the mean density of receptors per cell (123). 

 

 

 

 

 

 

 

 

 

 

 

 



 

92 

 

3.5. Genotyping Methods 

 

3.5.1. Copy number variation of CCL3L and CCL4L 

 

Nomenclature of CCL3L and CCL4L chemokine genes are as illustrated (figure 7) and 

described above (Introduction section on page 28). DNA was isolated from EDTA-treated 

whole blood by using a Qiagen kit. The copy number of CCL3L (previously designated as the 

CCL3L-containing segmental duplication and includes CCL3L/2/3) was genotyped as 

described previously (97). Similar Taqman - based Real-time PCR assays were developed to 

genotype the copy number of the other chemokine genes.  Briefly, the human housekeeping 

beta-globin (BGB) gene was used as a control, as this gene possess two copies per diploid 

genome (pdg). The A431 cell line was used as a standard for CCL3La, CCL4L and CCL4La 

with each gene possessing two copies pdg ((293) and data not shown). The K562 cell line 

was used as a standard for CCL3Lb and CCL4Lb with one and two copies pdg, respectively. 

CCL4La and CCL4Lb were run in a duplex assay whereas the others were run in single-plex. 

Each sample was run in triplicate in three separate 384-well plates. Rounded average 

numbers were used for analysis, and quality control procedure was applied as described 

previously (97).  Primer and probe sequences are listed in table 3.4. 
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Table 3.4: Primer and probes sequences used to calculate the CNV for CCL3L and CCL4L 

genes and their respective components. 

Gene Primers/Probes Oligonucleotide sequences
*
 

CCL3L Sense primer 5‘-TCTCCACAGCTTCCTAACCAAGA-3‘ 

 Antisense primer 5‘-CTGGACCCACTCCTCACTGG-3‘ 

 Probe 6FAM-AGGCCGGCAGGTCTGTGCTGA-MGBNFQ 

CCL3La Sense primer 5‘-GGGTATGACTTCTTGAACCGACAAA-3' 

Antisense primer 5‘-GGTTCTCTGTTTCTCTATGTGATCCA-3‘ 

Probe 6FAM-CAAAGTGTTGGGATTACA-MGBNFQ 

CCL3Lb Sense primer 5‘-CATCCACTCGCTCACACCTGTA-3‘ 

Antisense primer 5‘-GCGGTCGGCGTGTCA-3‘ 

Probe 6FAM-AGAGTTGGGCTTATTCT-MGBNFQ 

CCL4L 

 

Sense primer 5‘-CATGGTCAGGCAGAGGAAGATG-3‘ 

Antisense primer 5‘-GCTTGCCTCTTTTGGTTTGGAAT-3‘ 

Probe 6FAM-TACCACAGGCAAGGGAT-MGBNFQ 

CCL4La 

and 

CCL4Lb 

 

Sense primer 5‘-GGAAGATGCCTACCACAGGC-3‘ 

Antisense primer 5‘-GCGCAGACTTGCTTGCC-3‘ 

CCL4La Probe VIC-CTTGTTCTACaGATTCC-MGBNFQ
†
 

CCL4Lb Probe 6FAM-CTTGTTCTACgGATTCC-MGBNFQ
†
 

BGB 

 

Sense primer 5‘-TCGCTTTCTTGCTGTCCAATTTCTA-3‘  

Antisense primer 5‘-ATGCTCAAGGCCCTTCATAATATCC-3‘ 

Probe VIC-CCTAAGTCCAACTACTAAACTG-MGBNFQ 

* 
VIC and FAM, probe reporter fluorescent dyes. MGBNFQ, Molecular-Groove Binding 

Non-fluorescence Quencher hybridization probes which allow for using probes at lower 

melting temperatures. 
†
Probe sequences in lower case represent difference between CCL4La 

and CCL4Lb.  
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3.5.2. Single Nucleotide Polymorphisms 

 

The SNPs for CCR5 was genotyped by TaqMan allelic discrimination assays. Briefly, a real 

time PCR assay is used to detect the presence of a SNP that can either be a homozygous 

mutant, heterozygous, or homozygous wild type. The mutant probe sequence binds onto the 

mutant polymorphism, while the wild type probe sequence binds onto the wild type 

polymorphism. Each probe has a dye attached to it and when amplified the probe fluoresces, 

hence the SNP can be scored accordingly. Table 3.5 shows the list of primers used for the 

CCR5 polymorphisms. 
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Table 3.5: Primer and Probe sequences used to determine the CCR5 SNPs 

Gene Primers/Probes Oligonucleotide sequences
*
 

CCR5 -29 Sense 

Antisense 

Wild Type Probe 

Mutant Probe 

5‘-TCA TGT GGA AAA TTT CTC ATA GCT TCA GA-3‘ 

5‘-GAG GAC TCA CAC TAT GCC AGA TAC-3‘ 

VIC -AGT GAA GAA TCC TGC CAC C- MGBNFQ 

6FAM -TGA AGG ATC CTG CCA CC- MGBNFQ 

CCR5 -676 

 

Sense 

Antisense 

Wild Type Probe 

Mutant Probe 

5‘-CCA GAG ATC TAT TCT CTA GCT TAT TTT AAG C-3‘ 

5‘-TGT ATT GAA GGC GAA AAG AAT CAG-3‘ 

VIC -CAA CTT AAA AAG AAG AAC TGT- MGBNFQ 

6FAM -AAC TTA AAA GGA AGA ACT GT- MGBNFQ 

CCR5 -927 

 

Sense 

Antisense 

Wild Type Probe 

Mutant Probe 

5‘-CCT GTT AGT TAG CTT CTG AGA TGA GTA AA-3‘ 

5‘-CCA AAC TGT GAC CCT TTC CTT ATC T-3‘ 

VIC -TTT GCC AAA TGT CTT CT- MGBNFQ 

6FAM -TTT GCC AAA TAT CTT CT- MGBNFQ 

CCR5 -

D32 

 

Sense 

Antisense 

Wild Type Probe 

Mutant Probe 

5‘-CAT TAC ACC TGC AGC TCT CAT TTT-3‘ 

5‘-CGA GTA GCA GAT GAC CAT GAC AA-3‘ 

6FAM -CAT ACA GTC AGT ATC AAT TC- MGBNFQ 

VIC -CCA TAC ATT AAA GAT AGT C- MGBNFQ 

CCR5 -208 

 

Sense 

Antisense 

Wild Type Probe 

Mutant Probe 

5‘-CCG TGA GCC CAT AGT TAA AAC TCT T-3‘ 

5‘-CAC AGA TGC TCA CCA CCC AAT ATT A-3‘ 

VIC -CAA CAG GTT GTT TCC GT- MGBNFQ 

6FAM -ACA ACA GGT TTT TTC CGT- MGBNFQ 

CCR5 -303 

 

Sense 

Antisense 

Wild Type Probe 

Mutant Probe 

5‘-GGG TGG TGA GCA TCT GTG T-3‘ 

5‘-GCC AAC TTA AAC CAA CTT TAA ATG TAG AGG-3‘ 

VIC -CCT GTG CCC CCT TT- MGBNFQ 

6FAM -CCC TGT GTC CCC TTT- MGBNGQ 

CCR2 

V64I 

 

Sense 

Antisense 

Wild Type Probe 

Mutant Probe 

5‘-TCT TTG GTT TTG TGG GCA ACA TG-3‘ 

5‘-AGG TAA ATG TCA GTC AAG CAC TTC A-3‘ 

VIC -CTG GTC GTC CTC ATC- MGBNFQ 

6FAM -CTG GTC ATC CTC ATC- MGBNFQ 

CCR5 630* Sense 

Antisense 

5‘GGTTAATGTGAAGTCCAGGATCC-3‘ 

5‘AACAGTTCTTCTTTTTAAGTTGAGCTTAAAATAAGCTAGA 

GAATAGATCTCTGGTTT 3‘ 
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* The real time PCR assay for the CCR5 C630T polymorphism was not designed therefore a 

restriction fragment length polymorphism (RFLP) assay was used, the conditions for the 

assay are described previously (96). DraI was the restriction enzyme used. 

  

DARC T-46C (rs 2814778) was run using the above explained (page 94) TaqMan allelic 

discrimination assay. The primers and probes used for this assay are as follows (114): 

DARC-46-Sense: 5‘-CTGATGGCCCTCATTAGTCCTT-3‘ 

DARC-46-Antisense: 5‘-AGGCCCGCAGACAGAAG-3‘ 

DARC-46-Wt Probe: VIC   5‘_CTTCCAAGaTAAGAGCC_3‘ 

DARC-46-Mut Probe: FAM  5‘_CCAAGgTAAGAGCC_3‘  
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ABSTRACT 

 

Apart from the previous observation in the Multicenter AIDS Cohort Study that Caucasian 

men who resisted HIV-1 infection had higher blood neutrophil and CD8+ T-cell counts than 

those who became infected, the influence of levels of peripheral blood cells on HIV risk is 

unknown. We evaluated this question in a prospective study of Black South African high-risk 

women, including commercial sex workers. Pre-seroconversion neutrophil counts in women 

who subsequently seroconverted were significantly lower, whereas platelet counts were 

higher, compared with those who remained HIV-negative. Comprising 27% of the cohort, 

subjects with initial neutrophil counts of <2,500 cells/mm
3
 had a ~3-fold greater risk of 

acquiring HIV.  In genome-wide association analyses, an African-specific polymorphism 

(rs2814778) in the promoter region of Duffy Antigen Receptor for Chemokines (DARC 

−46T>C) was highly predictive of neutrophil counts (Pd=7.9x10
-11

); a statistically significant 

association for platelet counts was not detected.  Consistent with the prevailing viewpoint that 

the DARC −46C/C genotype that imparts the Duffy-null state on erythrocytes is a strong 

determinant of ethnic neutropenia of African ancestry, only DARC −46C/C-bearing study 

participants had initial neutrophil counts of <2,500 cells/mm
3
. Before or after adjustment for 

platelet counts and population admixture, the risk and rate of acquiring HIV were four-fold 

(P=0.007) or three-fold (P=0.005) higher, respectively, in those with the trait of Duffy-null-

associated low neutrophil counts compared with all other study participants. Due tothe high 

prevalence of this trait among persons of African ancestry, it may be a major contributor to 

the dynamics of the HIV epidemic in Africa.  
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INTRODUCTION 

Over 15 years ago, Detels et al, [1] demonstrated the influence of circulating levels of 

leukocyte subsets on resistance to acquiring HIV-1 in men followed prospectively in the 

Multicenter AIDS Cohort Study (MACS). They showed that resistance to acquiring HIV 

despite documented heavy viral exposure, was associated with high neutrophil and CD8+ T 

cell counts [1]. Although significant attention has been placed on investigating the role of 

CD8+ T cells, the observed association of low neutrophil counts with increased HIV risk has 

been largely ignored.  

 

To determine the association of levels of peripheral blood cell (PBC) counts with HIV risk in 

subjects of African descent, a well-characterized prospective cohort of high-risk women 

(HRW) including commercial sex workers (CSW), from South Africa  was evaluated [2]. We 

surmised that if this association were to be affirmed it might have special relevance to the 

HIV epidemic because many people of African ancestry have low white blood cell (WBC) 

counts, mostly attributable to low neutrophil counts, a trait designated ‗ethnic 

leukopenia/neutropenia‘ [3-5].  

 

RESULTS 

Hematologic parameters and risk of HIV infection 

Evaluation of the association of the initial baseline values of the three major PBCs, namely 

WBC, red blood cells (RBC), and platelets, with the future risk of acquiring HIV infection 

revealed that a higher baseline WBC count was associated with a reduced risk of acquiring 
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HIV (Table 1, left). Specifically, each 1,000 cell/mm
3
 increment in the baseline WBC count 

was associated with a 28% reduction in the risk of subsequently acquiring HIV [OR=0.72, 

95% confidence interval (CI) = 0.55–0.93].  By contrast, an initial high platelet count was 

associated with an increased future risk of acquiring HIV with each additional 100,000 

cell/mm
3
 increment in the platelet count associating with a ~2 fold increased risk of acquiring 

HIV (Table 1, left).  A significant association between RBC counts with HIV risk was not 

detected (Table 1). Similar results were obtained after removing subjects classified as outliers 

from the multivariate model (Table 1, right). 

 

Table 1: Association of major peripheral blood cell (PBC) components with future risk 

of acquiring HIV.
1
  

  All Subjects  Excluding Outliers 

PBC  OR
2
 95% CI P OR

2
 95% CI P 

RBC 1.08 0.29 – 3.95 0.911 1.19 0.30 – 4.76 0.801 

Platelet  2.31 1.31 – 4.08 0.006  2.61 1.38 – 4.93 0.003 

WBC  0.72 0.55 – 0.93 0.014  0.68 0.51 – 0.91 0.009 

1
Unconditional multivariate logistic regression modeling using baseline PBC values from 142 

individuals; an outlier was defined as a subject with at least one PC that was beyond six 

standard deviations from the population mean for that PC. . 
2
OR, odds ratio (an odds ratio 

that is >1 or <1 indicates that a higher value of the hematological parameter is associated 

with a higher or lower risk of acquiring HIV infection, respectively). ORs are per 10
6
 RBCs, 

and 10
5
 platelets or 10

3 
WBCs (all in cells/mm

3
). CI, confidence interval. P, significance 

value.   
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We next determined which specific leukocyte subset contributed to the association observed 

for the WBC count. To address this, we replaced the baseline WBC count in the multivariate 

logistic regression model with the baseline counts of its major components (e.g., neutrophils, 

lymphocytes, monocytes, eosinophils and basophils). This model revealed that each 1,000 

cell/mm
3
 increase in the baseline neutrophil count was associated with a 36% lower risk of 

subsequently acquiring HIV (OR=0.64; 95% CI=0.45–0.94; Table 2, Model 1). An 

association between the baseline values of other WBC components and HIV infection was 

not detected (Table 2, Model 1). In a backward elimination stepwise regression model, the 

only two PBCs that remained statistically significant were platelet and neutrophil counts 

(Table 2, Model 2).  In the multivariate logistic regression models, when we replaced the 

baseline lymphocyte count with baseline counts for CD4+ or CD8+ T cells, only neutrophil 

and platelet counts were retained in the final models (data not shown), suggesting that among 

the PBCs analyzed, baseline levels of these two hematological parameters associate strongly 

with future risk of acquiring HIV in this study population.  
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Table 2: Association of PBC counts and WBC components with future risk of acquiring 

HIV. 

  All Subjects  Excluding Outliers 

PBC  OR 95% CI P  OR 95% CI P 

Model 1: Baseline (pre-seroconversion) cell counts at study entry  

   RBC  1.11 0.27 – 4.54 0.887  1.19 0.27 – 5.31 0.817 

   Platelet  2.48 1.42 – 4.33 0.004  2.77 1.44 – 5.35 0.002 

   Neutrophils  0.64 0.45 – 0.94 0.021  0.62 0.42 – 0.93 0.022 

   Lymphocytes  0.61 0.28 – 1.33 0.217  0.58 0.25 – 1.32 0.194 

   Monocytes  1.28 0.89 – 1.89 0.212  1.18 0.78 – 1.81 0.429 

   Eosinophils  2.01 0.25 – 16.2 0.511  1.91 0.22 – 16.9 0.560 

   Basophils  0.89 0.74 – 1.07 0.209  0.91 0.75 – 1.06 0.345 

Model 2: Final model from backward stepwise regression 

   Platelet  2.15 1.22 – 3.80 0.008  2.40 1.31 – 4.40 0.004 

   Neutrophils  0.69 0.50 – 0.95 0.024  0.65 0.46 – 0.92 0.016 

Model 3: Model 2 adjusted for PC1 – PC10 from EIGENSTRAT 

   Platelet  2.73 1.44 – 5.17 0.002  2.90 1.48 – 5.69 0.002 

   Neutrophils  0.64 0.46 – 0.90 0.011  0.58 0.39 – 0.86 0.006 

OR, odds ratio (an odds ratio that is >1 or <1 indicates that a higher value of the 

hematological parameter is associated with a higher or lower risk of acquiring HIV infection, 

respectively). ORs are per 10
6
 RBCs, 10

5
 platelets, 10

3
 neutrophils or lymphocytes, 100 

monocytes, and 10 basophils (all in cells/mm
3
). Model 1, full unconditional multivariate 

logisitc regression model. Model 2, backward elimination stepwise regression model with a 

probability retention criterion of 0.1. Model 3, final model after adjustment for PC1 to PC10 

from EIGENSTRAT. 
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Three lines of evidence demonstrated that the associations of baseline neutrophil or platelet 

counts with HIV risk were unlikely to be due to differences in population substructure of the 

HIV-infected versus HIV-negative HRW/CSW. First, none of the mean scores for the top 10 

PCs for HIV-positive and HIV-negative groups differed significantly (Fig. 1B).  Second, the 

associations for neutrophil and platelet counts observed in the final model of the stepwise 

regression for PBCs shown in Table 2 (model 2) remained unchanged after inclusion of the 

PCs as a covariate in this regression model (Table 2, model 3). Third, all the aforementioned 

associations remained unchanged upon excluding from the multivariate model subjects who 

were classified as outliers (Table 2, right).  

 

Figure 1: Study subjects and principal component analyses for population stratification. (A) 

Study subjects. CAPRISA 002 Acute Infection Study screened 775 high risk women who 

self-identified as commercial sex workers or who reported more than 3 sexual partners in the 
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prior 3 month [2].  462 of these were HIV-positive subjects and 68 met exclusion criteria as 

described previously (e.g. pregnant, declined follow-up for two years) [2]. 245 subjects 

(green box) were enrolled into the Acute Infection study [2]. 30 were excluded for the present 

study because they were either not black or DNA was unavailable. Of the 215 HIV-negative 

women who were followed prospectively, 169 (78.6%) were self-reported sex workers and at 

the end of the two year follow up period 28 women had seroconverted and 122 remained HIV 

seronegative (exposed uninfected).  65 women who had less than 2 years of follow-up were 

excluded from the current analyses. PBC and Genome Wide Association study (GWAS) data 

was available on 27 HIV-seroconverting women and 115 HIV non-seroconverting women. 

(B) Evaluation of population stratification in the study groups. Red squares and blue 

diamond‘s indicate the mean PC score for the first 10 principal components (ordered from 

left to right) for HIV-infected and -uninfected subjects, respectively. Error bars represent the 

95% confidence interval. Numbers at the right side are significant values obtained using 

Student's T test.  

 

Neutrophil count threshold for increased HIV risk 

 

Although the aforementioned findings suggested that lower neutrophil counts were associated 

with increasing HIV risk, thereafter to determine whether this risk was distributed 

proportionately across a range of neutropenic values or was more accurately represented as a 

threshold effect. Normal ranges of human blood differential counts vary depending on age, 

gender, population group, and other factors, and there are inter-laboratory differences in 

reference intervals. Nonetheless, 2,500 neutrophils/mm
3
 is widely used as the lower limit of 

normal [6], and a neutrophil count of <1,500 cells/mm
3
 has become the commonly accepted 
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definition of neutropenia [5]. Taking into account the general guidelines, we determined the 

threshold of baseline neutrophil counts below which future risk of HIV increased (Fig. 2A). 

Approximately 31% of the HRW/CSW with a baseline neutrophil count of <1500 or 1,500-

2,500 cells/mm
3
 subsequently seroconverted whereas only ~15% of those with >2,500 

neutrophils/mm
3
 did so (Fig. 2A). By logistic regression analyses, in addition to platelet 

counts, an initial neutrophil count of <2,500 cells/mm
3
 associated with a ~ 3-fold greater 

future risk of subsequently acquiring HIV infection before or after adjusting for population 

admixture (Fig. 2B).  Thus, in our study population, an initial neutrophil count of 2,500 

cells/mm
3
 reflected a threshold for altered HIV risk. 

 

Figure 2: Association of the initial/baseline neutrophil and platelet counts with risk of 

acquiring HIV infection. (A) Proportion of HIV-positive and HIV-negative subjects in the 

indicated categories of baseline pre-seroconversion neutrophil counts. (B) Multivariate 

logistic regression analyses for the association of platelet counts and low neutrophil counts 

(defined as <2,500 neutrophils/mm
3
) before (blue) and after (red) adjustment for potential 
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population stratification. Adjustment was done by including the ten principal components as 

covariates in the logistic regression model. Numbers at the top are the significance values.  

 

Genome-wide association for neutrophil and platelet counts 

Because of the observed associations of neutrophil and platelet counts with HIV risk, we used 

a GWAS approach to identify polymorphisms that associate with variability in these two 

traits.  GWAS analyses for neutrophil and platelet counts as quantitative outcomes revealed 

only one genetic marker, rs2814778 on chromosome 1 that associated significantly with 

neutrophil counts, and it represents the T-46C polymorphism in the promoter region of the 

gene for Duffy Antigen Receptor for Chemokines (DARC; P=1.4x10
-8

; Fig. 3A). Even after 

removal of subjects classified as outliers and adjusting for the top ten PCs, the association of 

the DARC polymorphism with neutrophil counts remained highly significant (p=7.9x10
-11

). 

This DARC polymorphism explained 26% (R
2
 by univariate model) of variability in 

neutrophil counts. An association for platelet counts that met the genome-wide level for 

statistical significance was not detected (data not shown).  

 

Figure 3: GWAS for the traits of neutrophil and platelet counts. Plots indicate the -log10 P 

value of the association statistic plotted by the chromosomal location of the marker (x-axis). 
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Chromosome numbers are shown at the top. Red arrows indicate the marker with strongest 

association that was statistically significant at the genome-wide significance threshold level 

of 5.8x10
-8

.  Results are shown as the significance value based on the Wald statistic for all 

subjects (A) and as significance values obtained using multivariate linear regression analyses 

after removing 4 subjects who were classified as outliers. (B). In panel B, Punadjusted and 

Padjusted indicate the significance values obtained using the unadjusted and adjusted (for the 

top ten principal components) models, respectively. 

 

DARC −46C/C, neutrophil count and risk of HIV acquisition 

An association of DARC -46C/C genotype with low neutrophil and WBC counts in persons of 

African ancestry has been described previously [7-13]. This genotype is also associated with 

selective loss of DARC expression on RBC (DARC-negative or Duffy-null trait on RBC) but 

not endothelial cells, and resistance to P. vivax malaria [14].  However, because a low 

neutrophil count also associated with increased HIV susceptibility in our study population, 

and He et al, previously reported that DARC −46C/C associated with increased risk of 

acquiring HIV infection among African-Americans [15], we surmised that HIV risk might 

differ according to whether DARC-negative (DARC −46C/C) subjects had a low versus high 

initial neutrophil count.   

 

Consistent with the GWAS findings, DARC-negative subjects had significantly lower 

baseline neutrophil counts than DARC-positive individuals (Table 3). Although the 

leukopenia associated with the DARC −46C/C is attributable mainly to low neutrophil counts 

[12, 13], subjects bearing this genotype also had lower monocyte counts (Table 3).   
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Table 3: Association of PBC counts with DARC genotype.  

PBC (cells/mm
3
)*  DARC+  DARC−  P 

  N Mean SE  N Mean SE   

RBC (x10
6
) 50 4.32 0.05 92 4.37 0.038 0.453 

Platelet (x10
5
)  50 3.22 0.11  92 3.02 0.88  0.179 

WBC (x10
3
)  50 7.99 0.27  92 5.90 0.19  <0.001 

Neutrophils (x10
3
)  50 5.01 0.21  92 3.03 0.17  <0.001 

Lymphocytes (x10
3
)  50 2.25 0.09  92 2.23 0.07  0.807 

Monocytes (x10
2
)  50 0.46 0.02  92 0.36 0.01  <0.001 

Eosinophils (x10
2
)  50 0.20 0.02  92 0.26 0.03  0.386 

Basophils (x10)  50 0.06 0.01  92 0.05 0.003  0.273 

*Mean values of initial pre-seroconversion hematological parameters in HRW/CSWs 

possessing the DARC −46C/C genotype (DARC− on RBC) compared to those lacking this 

genotype (DARC+ on RBC). 

 

Predictably, the cumulative distributions of neutrophil counts in DARC-negative (DARC 

−46C/C) and DARC-positive (i.e., those with DARC −46 T/T or DARC −46 T/C genotypes) 

subjects were strikingly different (Fig. 2A). Remarkably, none of the 50 DARC-positive 

subjects had a baseline neutrophil count <2,500 (Fig. 4A). This low level of neutrophil counts 

was found only in DARC-negative subjects, and those DARC-negative subjects with a low 

neutrophil count comprised nearly 27% of the entire cohort (Fig. 4B). Notably, 2,500 

neutrophils/mm
3
 is the same neutrophil threshold that associated with altered risk of 

acquiring HIV infection (compare Fig. 4B and Fig. 2A). Predictably then, compared with all 

other subjects, those DARC-negative subjects with a baseline neutrophil count of <2,500 

cells/mm
3
 had a 2.6-fold higher risk of acquiring HIV (OR=2.61, 95% CI=1.09-6.24; 
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P=0.028), resulting in an overrepresentation of those with the ‗DARC-negative-low baseline 

neutrophil‘ genotype-phenotype relationship among subjects who seroconverted, contrasting 

with an underrepresentation of this genotype-phenotype correlate among  those who 

remained HIV-negative (Fig. 4C). Additionally, those with DARC-negative-associated low 

baseline neutrophil counts seroconverted nearly 2.4 times faster than all other subjects (Fig. 

4D), suggesting that this DARC-related phenotype is associated with both an increased risk 

and accelerated rate of acquiring HIV infection.   

 

Ideally, the comparator group for DARC-negative subjects with <2,500 neutrohils/mm
3
 is 

DARC-positive subjects with <2,500 neutrohils/mm
3
. However, no such individuals were 

present in our study population. Thus, we used alternative statistical approaches in which the 

entire spectrum of baseline neutrophil counts was used to determine the association of the 

trait of DARC −46C/C-associated low baseline neutrophil counts with HIV risk. These 

analyses indicated that either before or after accounting for the baseline platelet count and 

population admixture, this trait associated with an approximately 4- (OR=4.09; 95% 

CI=1.46-11.4; P=0.007) or 3- (relative hazard=3.37; 95% CI=1.45-7.82; P=0.005) fold 

increased risk and rate of acquiring HIV infection, respectively. 
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Figure 4: Association of DARC −46C/C-associated low neutrophil counts with risk and rate 

of acquiring HIV infection. (A) Cumulative frequency distribution of neutrophil counts based 

on whether subjects were DARC-negative or DARC-positive and had a baseline neutrophil 

count of ≤ or >2,500 cells/mm
3
. The number of subjects in each of the four possible DARC 

genotype-neutrophil groups is shown and color-coded to match the frequency plots. (B) 

Proportion of HIV-positive and HIV-negative subjects according to DARC genotype and 

baseline neutrophil counts of ≤ or > 2,500 cells/mm
3
. (C) Prevalence of DARC-negative-low 

neutrophil (red), DARC-negative-high neutrophil (green), and DARC-positive subjects (blue) 

phenotypes at enrollment (time 0 day), and 2 years after enrollment. (D) Kaplan-Meier plots 

for time to HIV diagnosis from enrollment into the cohort for the same 3 color coded groups 

shown in panel A.. RH, relative hazard, CI, confidence interval and P, significance values 

derived by Cox proportional hazard models. In model 1, the reference (RH=1) for the Cox 
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models are DARC-positive subjects. In model 2, comparison of persons with DARC-

negative-low baseline neutrophil versus all other subjects (RH=1). 

 

DISCUSSION 

The epidemiological characteristics of the cohort of high-risk HIV-negative 

women/commercial sex workers (HRW/CSW) from South Africa that we evaluated made it 

uniquely suited for investigating whether pre-infection differences in hematological 

parameters associated with the future risk of acquiring HIV infection [2]. There are three 

main findings of this study. 

 

Firstly, baseline high platelet and low WBC counts, attributable mainly to a low neutrophil 

count, especially <2,500 neutrophils/mm
3
, associated with increased HIV susceptibility. 

HRW/CSW with this baseline neutrophil profile, comprising 27% of the cohort at enrollment, 

had a nearly three-fold increased risk of acquiring HIV compared with those having higher 

initial neutrophil counts. These associations persisted after adjustments for potential 

population admixture in the study sample.  These findings are consistent with the observation 

made in high-risk Caucasian men that a high neutrophil count is associated with HIV 

resistance [1]. 

 

Secondly, GWAS was used to identify genetic markers that associate with variable neutrophil 

and platelet counts, and these analyses demonstrated that an African-specific polymorphism 

that associates with the Duffy-null or DARC-negative trait and P. vivax malaria resistance 
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[14] is a strong predictor of neutrophil counts. A statistically significant association for 

platelet counts was not observed.  

 

Thirdly, remarkably, DARC-negative (DARC -46C/C) subjects with <2,500 neutrophils/mm
3
 

had a ~2.5-fold increased risk and rate of acquiring HIV relative to all other study 

participants. It was not possible to determine whether DARC-positive subjects with this low 

level of neutrophil counts also had an increased HIV risk because such subjects were not 

represented in the cohort. Because this comparator group (DARC-positive subjects with 

<2500 neutrophils/mm
3
) was not represented in our study population, we employed a 

complementary statistical approach to determine the relationship of the trait of DARC-null-

associated low neutrophil counts with HIV risk. These analyses demonstrated that this trait 

associated with a ~2.5-fold higher risk and 3-fold accelerated rate of acquiring HIV. 

 

The association of the Duffy-null state with low neutrophil counts in the African population 

we evaluated is consistent with the findings from several other cohort-based studies [7, 9, 10, 

12, 13]. The most conclusive of these are the analyses by Reich et al [13] who used an 

exhaustive admixture mapping approach to demonstrate that over and above its strong 

association with African ancestry, DARC -46C/C may be a causal variant for the 

leukopenia/neutropenia observed in an African American cohort. Although the leukopenia 

associated with DARC −46C/C is explained mainly by reduced neutrophil levels, we found 

that HRW/CSWs with this genotype also had lower monocyte counts.  The latter relationship 

of the Duffy-null trait with low monocyte counts is in keeping with other reports [8, 11, 13], 

and interestingly, a high correlation between neutrophil and monocyte cell counts, but not 

among the levels of other leukocyte subsets, has been observed  [6].   
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Despite extensive data suggesting that over and above its association with African ancestry, 

the DARC −46C/C may be strongly associated with ethnic leukopenia/neutropenia [7-13], the 

precise mechanisms of this association are unknown. Many chemokine-related functions have 

been proposed for erythroid DARC, ranging from its serving as a sink or reservoir for 

chemokines, such as IL-8, and maintenance of chemokine plasma concentrations [reviewed 

in [14]]. A close relationship between erythrocyte DARC and chemokine levels is also 

underscored by a GWAS showing that a polymorphism (Asp42Gly) in the DARC coding 

region is a major regulator of the DARC-mediated erythrocyte binding of MCP-1, IL-8 and 

RANTES and in turn, the circulating levels of these proteins [16]. Additionally, mice 

overexpressing DARC on blood vessel endothelium display enhanced IL-8-induced 

neutrophil extravasation, further underscoring a close relationship between DARC expression 

and neutrophil homeostasis [17]. Thus the neutropenia associated with the DARC-negative 

trait may relate to DARC‘s impact upon levels of chemokines that influence neutrophil 

trafficking [e.g. IL-8 [18]] during basal/resting conditions, and possibly following 

inflammation [11], However, other mechanisms underlying ethnic neutropenia have also been 

suggested [3, 4]. 

 

The association of platelet counts with HIV risk is consistent with multiple lines of evidence 

suggesting that platelets provide a key interface between coagulation and 

inflammation/immunity [19, 20], which in turn may play an important role in HIV risk; 

notably these pathways have also been implicated in HIV disease outcome [21]. Similarly, 

burgeoning data implicate neutrophils as the first defenders against infections, including viral 

infections, and in playing a critical role in instructing the adaptive immune responses relevant 
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to HIV pathogenesis [reviewed in [22]]. Additionally, neutrophils are a major source of α-

defensins
 
1–4 which may play a role in the control of HIV replication [23]. Finally, akin to 

the strong association between increased levels of the inflammatory marker C-reactive 

protein (CRP) with enhanced morbidity/mortality in HIV-infected persons [21, 24], the 

elevated CRP levels found among HIV-negative healthy subjects with a low neutrophil count 

[8] may correlate with increased HIV risk.  Thus, a low neutrophil count associated with the 

DARC-negative state may alter the inflammatory or innate immune response at the time of 

virus exposure, promoting HIV acquisition.   

 

Of note, reports of neutropenia occurring in the setting of acute HIV seroconversion are 

uncommon [25, 26]. Nonetheless, to evaluate the possibility that the cause of low neutrophil 

counts in those patients who seroconverted soon after study enrollment was secondary to 

acute HIV seroconversion, we examined the differences in patients‘ post- and pre-

seroconversion neutrophil counts. We found that regardless of when patients seroconverted 

after enrollment into the study there was no correlation between the time to HIV diagnosis 

and differences in the pre- and post-seronversion neutrophil counts (data not shown).  Hence, 

the associations we detected even among those who seroconverted soon after enrollment were 

unlikely to be confounded by effects of viral infection on neutrophil counts.   

 

These results suggest that in the high-risk subjects we evaluated there is a close triangulation 

among a pre-infection low neutrophil count, Duffy-null state and HIV risk. However, because 

of the close association of the Duffy-null state with low neutrophil counts, it is not possible to 

ascribe an independent effect of low neutrophil counts or the DARC-null state on HIV risk, 

and hence these two host factors may as act either independently or as a conjoint genetic-
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cellular determinant. In addition, because at this juncture the full repertoire of the genetic 

variants that influence leukocyte levels remains incomplete, the WBC count or specific 

leukocyte levels (e.g. neutrophil counts) represent a surrogate for the effects of these variants. 

With this in mind, we conjecture that the associations of DARC −46C/C with HIV risk 

observed in this study may reflect the sum of two tiered effects: first, those related to the 

cellular (e.g., low neutrophil/monocyte counts) and inflammatory (e.g., chemokine binding) 

phenotypes associated with this genotype; and second, gene-gene interactions involving 

DARC and other genes that regulate leukocyte levels. However, as previously reported by He 

et al, [15], because HIV suppressive chemokines [e.g., RANTES; [14]] and the virus itself 

[14, 15, 27] also bind to DARC and DARC-bound HIV can be transferred in trans to CD4+ T 

cells [15], several concurrent mechanisms may underlie the observed association of the 

Duffy-null state and increased HIV susceptibility.  

 

He et al. showed that DARC −46C/C is associated with an increased HIV acquisition risk 

among African Americans [15]. The present results suggest that the increased HIV risk 

associated with the DARC-negative state is mainly in those who also have a low neutrophil 

count, comprising 27% of the study population. The prior associations of He et al were not 

observed by others [9, 28-30]. Nonetheless, as noted in their riposte [31], He et al explained 

that contrary to the contention of others [9, 28-30, 32], their reported association was not due 

to population stratification, and suggested that the disparate associations of DARC genotype 

with HIV-AIDS susceptibility may be explained partly by differences in cohort 

characteristics and endpoints evaluated.  
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The importance of being mindful of cohort characteristics, especially when evaluating the 

associations for DARC genotype, is highlighted by the present findings, as we demonstrate 

that a positive association is not dependent on differences in the absolute distribution of 

subjects with DARC −46C/C in cases versus controls, but rather on the relative distribution of 

subjects with DARC −46C/C-associated low neutrophil counts.  However, the relative 

representation of subjects with DARC −46C/C-associated low versus high neutrophil counts 

and DARC-positive individuals in HIV+ vs the comparative HIV− study groups may shift 

substantially depending on the epidemiologic characteristics of the HIV+ and HIV− subjects 

selected (e.g., when comparing unreferenced HIV-negative subjects with seroprevalent or 

seroconverting patients selected on the basis of specific clinical/laboratory characteristics).  

This may explain why some studies did not discern an association of DARC −46C/C with 

HIV susceptibility [28-30].  Similar considerations apply to the evaluation of the association 

of DARC −46C/C with HIV disease course because subsequent to the initial demonstration of 

this association by He et al [15], Kulkarni et al found that the influence of the Duffy-null 

state on clinical outcome was evident mainly in Duffy-null subjects who at HIV diagnosis 

during the early stages of their infection also had low WBC counts [10].  

 

Although the cohort of HRW/CSW was highly suited to address the questions posed, our 

study has limitations. The sample size was small, and we could not account for the effect of 

intercurrent sexually transmitted infections upon HIV acquisition risk. Notwithstanding these 

limitations, as reported previously [2, 33] and noted above, the cohort we evaluated has many 

strengths that tend to offset these limitations. The study design was not a cross-sectional 

comparison of HIV-negative versus HIV-positive subjects; such a comparison would 

preclude the ability to assess the associations of the pre-infection trait of DARC -46C/C-

associated low neutrophil counts or PBC levels with future risk of acquiring HIV. Instead, the 
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study participants were derived from a cohort of high-risk HIV-negative women, including 

commercial sex workers, who were enrolled when they were HIV-negative and then, 

prospectively and longitudinally evaluated in an intensive manner.  

 

Additionally, the study participants were recruited into the cohort after screening a large pool 

(n=775) of high-risk women with a much higher prevalence of HIV infection (~60%) than the 

prevalence rates of HIV among other South African women (range: 13.3-33.3%) [2]. In light 

of this, the HIV-negative women who enrolled into this study are likely to be enriched for 

host genetic or other factors that provide relative protection against HIV acquisition, 

including those factors that associate with a protective high neutrophil and low platelet 

profile. These genetic-epidemiologic features may (i) attenuate the future risk of acquiring 

HIV infection, and (ii) preclude the identification of host genetic or other factors that 

associate with an increased risk of acquiring HIV, unless their effect sizes are large. Hence, 

this cohort favors the identification of those host factors with strong effects on HIV 

susceptibility despite its small sample size.   

 

The epidemiologic considerations noted above have relevance for the evaluation of vaccine 

trials as they are typically conducted in subjects at high risk for acquiring HIV, similar to 

those studied herein. However, at the end of the two year observation period, subjects who 

remained HIV-negative were less likely to bear unfavorable host factors (e.g. DARC-

negative associated low neutrophil phenotype), and were further enriched for favorable 

factors (e.g. DARC-positive genotype). Hence, when evaluating a vaccine in subjects 

enriched for protective genetic-cellular factors, misallocation of favorable versus unfavorable 

genetic-cellular factors in trial arms might result in spurious estimates of a vaccine‘s efficacy 
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because it might be difficult to differentiate between protective effects of the HIV vaccine 

versus those of protective genetic-cellular factors.   

 

In summary, we extend the observation made in high-risk Caucasian men that a high 

neutrophil count is associated with HIV resistance [1], suggesting that the intrinsic cellular 

environment, as defined by quantitative differences in hematologic indices, influences the 

risk of acquiring HIV infection. In a cohort of Black HRW/CSW, we found that low 

neutrophil and high platelet counts associated with an increased risk of acquiring HIV. Using 

a GWAS approach we confirm that the Duffy-null state associates strongly with a low 

neutrophil count, and demonstrate that among Duffy-null subjects those who also have a low 

neutrophil count have an increased risk and rate of acquiring HIV infection. Hence, we 

suggest that the trait of Duffy-null-associated with low neutrophil counts is associated with 

HIV susceptibility. Given the high prevalence of this unfavorable genotype-hematological 

determinant among persons of African ancestry, this association may contribute substantially 

to the HIV epidemic in Africa.  
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METHODS 

 

Study cohort 

We evaluated a cohort of HRW/CSW from Durban, KwaZulu-Natal, South Africa who were 

part of the Centre for the AIDS Programme of Research in South Africa (CAPRISA) 002 

acute infection study [2]. The characteristics of the study subjects, as described previously 

[2], are summarized in Fig. 1A.  

  

Explanatory variables 

 

We used baseline peripheral blood cell (PBC) counts as predictors of subsequent risk of HIV 

acquisition, where baseline refers to values obtained when all subjects were seronegative for 

HIV at entry into the cohort. Genetic data were obtained from a genome-wide association 

study (GWAS; see below). 

 

Genetic and Statistical analyses 

 

Associations of the baseline values of the major PBCs [i.e., red blood cells (RBC), platelet 

and WBC] with subsequent risk of acquiring HIV infection were determined using 

multivariate unconditional logistic regression models. In subsequent multivariate logistic 
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regression models, we replaced the baseline WBC count with the baseline values of its major 

components i.e., neutrophil, lymphocyte, monocyte, eosinophil and basophils, or replaced the 

baseline lymphocyte counts in the latter model with baseline counts of CD4+ and CD8+ T 

cells. We tested the statistical significance of these associations at an alpha error rate of 0.05. 

 

To account for population admixture, we identified 3160 autosomal ancestry-informative 

markers (AIMs) for persons of African ancestry from two reports [34, 35], and were also 

contained within the Illumina Human 1M-Duo chip. This set of markers included the DARC 

T-46C (rs2814778) polymorphism and 86 other markers that were significantly correlated 

with it (P<0.05). Removal of these 87 markers gave a set of 3073 AIMs (list available on 

request). We compared the values of the top ten principal components (PCs) derived by 

EIGENSTRAT analysis [36] between HIV-infected and -uninfected subjects. We used two 

additional measures to correct for potential population admixture, specifically adjustment of 

the multivariate models using the scores for the first ten PCs and exclusion of subjects 

classified as outliers (n=4) on the basis of the top ten PCs. An outlier was defined as a subject 

with at least one PC that was beyond six standard deviations from the population mean for 

that PC.  

 

As the multivariate analyses showed associations between baseline counts for both platelets 

and neutrophils and future risk of acquiring HIV, we conducted a GWAS using these two 

hematological parameters as quantitative traits. All 142 samples satisfied the criterion of a 

call rate exceeding 0.97. We restricted the data to polymorphisms exhibiting a minor allele 

frequency of at least 0.05 and a Hardy-Weinberg equilibrium (HWE) significance value of 

>0.001 in the HIV-uninfected subjects. Of the 1,144,696 markers genotyped using the 
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Human Duo-1M Illumina chip according to the Infinium HD protocol (Illumina, San Diego, 

CA), there were 95 markers with at least one missing genotype, 1,292 markers were in 

Hardy-Weinberg disequilibrium at a significance level of 0.001 and 268,498 markers had 

minor allele frequency of <0.05. Thus, the markers included in this study were 874,956. Then 

using PLINK software [37], we determined the association of each polymorphism with the 

quantitative trait making use of the asymptotic Wald test. We also conducted the GWAS 

analyses using multivariate linear regression models (the linear command in PLINK) by 

adjusting for the top ten PCs. The statistical significance of the GWAS associations after 

Bonferroni correction was p<5x10
-8

. Time to HIV identification was evaluated by Kaplan-

Meier survival plots and Cox proportional hazard modeling. Additional statistical analyses 

were conducted using Stata 7.0 (Stata Corp, College Station, TX).  

 

Association of DARC-negative-associated low neutrophil counts with HIV risk 

Our results pointed towards the possibility of a trait that is determined by possession of the 

DARC -46 C/C genotype, i.e., a low absolute neutrophil count. The DARC-negative-

associated with low neutrophil trait is designated here as the D-N trait that may be associated 

with an increased risk of acquiring HIV. While it is impossible to delineate the independent 

and interactive influence of these two parameters on HIV susceptibility, we attempted to 

quantify the degree to which an individual might possess the D-N trait. For this we first used 

univariate logistic regression analysis to estimate the probability of possessing the DARC -

46C/C genotype for a given neutrophil count. A high value for this probability can also be 

interpreted as the probability of possessing the latent D-N trait.  
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We therefore examined if a high value for this probability (p) associates with an increased 

risk of HIV acquisition. For this, we first determined an optimum cut-off value above which 

p will be associated with the risk of acquiring HIV. Using receiver operating characteristic 

curve (Figure 5) we found that the best cut-off for this probability was 0.8630 above which 

there was a higher likelihood of acquiring HIV. To assess the association of this 

dichotomized latent trait probability with HIV susceptibility we conducted two sets of 

analyses:  first, we determined the outcome of the risk of acquiring HIV (using logistic 

regression analyses) and second, we determined the outcome of the time to infection (using 

Cox proportional hazards modeling). For each of these analyses, we used four models with 

the following specifications:  Model 1: dichotomized p alone as the predictor; Model 2: 

dichotomized p with scores for top 10 principal components (based on EIGENSTRAT 

procedure for population admixture) as covariates; Model 3: model specified in model 2 with 

platelet count as a covariate; and Model 4: model specified in model 3 replicated on 5000 

bootstrap samples. We observed (Table 4) that a high probability for the D-N trait was 

associated with a significantly increased risk of both the risk of HIV and the time to infection 

in all four models.  
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Figure 5: ROC curve for determining the cut-off at which the probability of possessing the 

DARC-negative-low neutrophil count trait is associated with an increased risk of acquiring 

HIV. 

 

Table 4: Association of the D-N trait with susceptibility to HIV 

Model Description  Risk of HIV acquisition  Time to seroconversion 

OR 95% CI P RH 95% CI P 

1 Trait 

prob>0.863033 

2.88 1.20 – 6.93 0.018 2.57 1.20 – 5.50 0.0015 

2 1 adjusted for 

PCs 

 2.92 1.15 – 7.38 0.024  2.65 1.19 – 5.91 0.017 

3 2 adjusted for 

platelets 

 4.09 1.46 – 11.4 0.007  3.37 1.45 – 7.82 0.005 

4 Bootstrapping 

for model 3 

 3.60 1.30 – 9.98 0.014  2.98 1.32 – 6.75 0.009 
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These results strongly support the notions that: i) a combination of low neutrophil counts 

along with possession of the DARC -46C/C genotype influences the risk of acquiring HIV; 

and ii) this risk is further increased in the context of increased platelet counts. 
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Abstract 

 

Segmental duplications are selectively enriched for host defense genes such as pro-

inflammatory and anti-HIV-1 chemokines. However, the extent of copy number variation 

(CNV) of distinct genes within a segmental duplication and its impact on disease 

susceptibility is largely unknown. Populations with a higher content of genes that transcribe 

secreted chemokines (CCL3L1, CCL4L2) also have a higher content of genes predicted to 

encode non-secreted chemokines (CCL3L2, CCL4L1), raising the possibility that the latter 

genes may have evolved to offset the pro-inflammatory state associated with a higher dose of 

genes encoding classical chemokines.  Thus, CNV of chemokine genes generates an 

unprecedented degree of inter-individual and population-specific genomic architectural 

complexity. Failure to account for this complexity may preclude full characterization of the 

human genome and obscure the true impact of CNV on disease susceptibility. Illustrating 

this, in a well-characterized cohort of South African women at high risk for HIV-1, we 

demonstrate that it is the combinatorial content of CCL3L- and CCL4L-related genes rather 

than the gene dose of any one of these genes that affects both HIV susceptibility and disease 

progression.  
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INTRODUCTION  

 

Copy number variations (CNV) comprise a substantial proportion of the human genome (22, 

30, 31, 42, 52). Although genomic architectural complexity in the form of smaller CNV 

within larger ones have been described (2, 40), the full extent of this complexity and its 

impacts on disease susceptibility is unknown.  Indeed, although progress has been made in 

evaluating the contributions of CNV to disease susceptibility (10, 27, 31, 44, 52), defining the 

phenotypic impact of distinct CNVs within a segmental duplication or copy number variation 

regions (CNVR), remains a critical but largely unmet challenge (11). This is an important 

challenge because segmental duplications are enriched for host defense genes (4) and a 

seemingly similar segmental duplication or CNVR may harbor a distinct repertoire of smaller 

CNVs that may be population-specific. Consequently, inter-subject differences in the 

repertoire of these smaller CNVs within a CNVR may result in variable phenotypes or 

disease associations. Thus, the primary hypothesis of this study is that there is extensive inter-

individual and inter-population heterogeneity in the genetic content of a segmental 

duplication or CNVR and failure to account for this heterogeneity may obscure CNV-disease 

associations. However, there is a lack of informative disease and CNV model systems to 

probe the extent to which this genomic architectural complexity at the level of both 

individuals and populations may influence the design, evaluation and interpretation of CNV-

disease association studies. 

 

To address this gap in knowledge, here this study focused on HIV-AIDS as a disease model 

because in vitro, in vivo and genetic association studies strongly implicate the chemokine-

chemokine receptor system, including chemokine genes present within a segmental 
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duplication, with HIV-AIDS susceptibility. For example, the Δ32/Δ32 genotype of the major 

HIV coreceptor CC chemokine receptor 5 (CCR5) associates with loss of CCR5 surface 

expression and striking protection against HIV acquisition (24). The ligands of CCR5 (e.g. 

CCL3, CCL4) display HIV suppressive effects, and a cluster of chemokine genes with 

homology to CCL3 and CCL4 designated as CCL3-like (CCL3L) and CCL4L-like (CCL4L) 

co-localize to a region on 17q12 that has undergone segmental duplications (34, 35, 47) (Fig. 

1a). There are three CCL3L-related genes that are subject to CNV and are designated as 

CCL3L, CCL3L2 and CCL3L3, and the two CCL4L-related genes subject to CNV are 

designated as CCL4L1 and CCL4L2 (Fig. 1a) (34). Notably, CCL3L and CCL3L3 share the 

identical coding sequence, and among the CCR5 ligands are the most potent with respect to 

downregulation of surface CCR5 expression and HIV-suppressive effects (34, 39).  

 

 

Figure 1: Chromosome 17q12 segmental duplication, chemokine gene copy number 

variation nomenclature and correlation between copy number of CCL3L andCCL4L. (a) 

Schematic representation of CCL3,CCL4,CCL3L andCCL4L genes. Arrows indicate the 

orientation of each gene. Shown on top is the distance between the indicated genes.  (b) 

indicates the previous literature used.  (Note the difference between the Shostakovich-

Koretskaya et al, 2009 figure which has the CCL3L3 gene swapped with CCL3L) 

unpublished. 
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Several lines of evidence underscore the biological plausibility that chemokine gene CNV 

influences HIV-AIDS susceptibility: (i) High copy number (CN) of the CCL3L-containing 

segmental duplication correlates with higher mRNA/protein expression levels of CCL3L-

related genes, lower proportions of HIV target cells (CD4+CCR5+ T cells) and increased 

leukocyte chemotaxis (16, 47, 49); (ii) Genetic epidemiologic studies across multiple and 

varied cohorts (e.g. children vs adults; vertical vs horizontal transmission) showed that a low 

CN of the CCL3L-containing segmental duplication associated with an enhanced risk of 

acquiring HIV, higher HIV plasma viral load (VL), faster rates of disease progression, 

reduced HIV-specific immune responses, and lower cell-mediated immune responses (1, 13, 

16, 21, 25, 32, 38, 43, 45, 46)  and reviewed in Ref. (20)); and, (iii) There is an evolutionary 

correlation to this association whereupon in the non-human rhesus macaque model of AIDS, 

a low CN of the CCL3L-containing segmental duplication also associates with an accelerated 

disease course following experimental infection with SIV(12).  

 

However, the CCL3L-containing segmental duplication also contains CCL4L genes, raising 

the specter that these genes might also contribute to the ultimate phenotypic impact of this 

segmental duplication on HIV-AIDS susceptibility. Consistent with this possibility, a recent 

study demonstrated that it was the combinatorial content of both CCL3L and CCL4L gene 

that together influenced HIV-AIDS susceptibility (46), and a separate study showed that the 

relative content of CCL4L genes influenced HIV susceptibility (9).  
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Hence, to test our hypothesis, we determined whether failure to account for the combinatorial 

content of chemokine genes obscures their association with HIV-AIDS in a well-

characterized cohort of South African women. We chose this cohort because its 

epidemiological characteristics were ideal to evaluate this association as it included female 

sex workers (FSW) who were participants of an acute HIV infection cohort, acquiring HIV 

during prospective follow-up (50).  

 

 

 

Materials and Methods 

 

Unique cohort of high-risk women 

 

We evaluated a cohort of women from Durban, KwaZulu-Natal, South Africa, an area which 

has a very high prevalence of HIV-1 infection (23). These women are at significantly 

increased risk of acquiring HIV infection because of their high-risk sexual behavioral 

characteristics (50). Seven hundred and seventy five self-identifying female sex workers 

(FSWs) or women with more than 3 sexual partners in the past 3 months prior to this study, 

were screened for entry into a prospective cohort (50). Of these, those who were already 

HIV-infected (60%) and those who did not meet the (9%) were excluded (e.g., pregnancy) 

(50). Thirty more HIV-negative women were excluded from genetic analysis on the basis of 

lack of DNA or being self-reported non-Blacks.  The final study group for this genetic study 
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comprised 215 HIV-negative Black high-risk women, of whom 169 (78.6%) were self-

reported FSWs. Reluctance to self-identify as being a sex worker or undertaking transactional 

sex was considered to be prevalent in the remaining 46 high-risk women. Under the auspices 

of the Centre for the AIDS Programme of Research in South Africa (CAPRISA), these 

subjects were prospectively and intensively evaluated over a two-year period to accrue a 

group of subjects that would be representative of individuals who remain seronegative during 

the two-year follow-up, despite heavy exposure to HIV. During this two-year period, there 

were 28 seroincident cases, 122 women remained seronegative, and 65 women did not 

complete the two-year follow-up and therefore excluded from analyses.  Mainly for analyses 

of evaluating the association between chemokine CNV and viral load and CD4
+
 T cell loss, 

we also included a separate group of 32 seroincident cases who were part of other prospective 

CAPRISA studies on acute HIV infection. The laboratory characteristics (viral load and rate 

of CD4
+
 T cell decline) of these 32 subjects did not differ from the 28 seroincident cases 

from the high-risk cohort. The key characteristics of the HIV- (n=116) and HIV+ (n=59) 

individuals evaluated in the present study are summarized in a detailed description provided 

below in Table 1. 
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Table 1: Characteristics of the study subjects 

Characteristic  HIV infected HIV-uninfected 

Whole cohort 63 118 

      Site of recruitment 

         Durban (N, %) 

         Vulindlela (N, %) 

 

46 (73.0%) 

17 (27.0%) 

 

118 (100.0%) 

0 (0%) 

      Source of data  

         Original CAPRISA study (N, %) 

         Other CAPRISA studies (N, %) 

 

25 (39.7%) 

38 (60.3%) 

 

118 (100%) 

0 (0%) 

      Mean age (mean ±SD years) 27.7 (±8.8) 31.1 (±8.7) 

      Mean age at first sexual encounter  

      (mean ±SD years) 

 

17.4 (±1.9) 

 

17.1 (±2.3) 

      Mean frequency of coital acts per month 

      (mean ±SD months)* 

 

7.6 (±8.5) 

 

9.8 (±6.2) 

      Use of any contraceptive method (N, %) 44 (69.8%) 96 (81.4%) 

      Marital status (N, %)  

         Divorced  

         Many partners 

         Married  

         Refused to reveal  

         Separated  

         Single and no steady partner  

         One stable partner  

         Widowed  

 

- 

20 (31.8%) 

3 (4.8%) 

- 

- 

3 (4.8%) 

37 (58.6%) 

- 

 

2 (1.7%) 

64 (54.2%) 

6 (5.1%) 

1 (0.9%) 

2 (1.7%) 

2 (1.7%) 

40 (33.9%) 

1 (0.9%) 

      Education (N, %)** 

          0 

          1 

          2 

          3 

          4 

          5 

          6 

          7 

          8 

          9 

        10 

        11 

        12       

 

1 (1.6%) 

- 

- 

1 (1.6%) 

- 

- 

1 (1.6%) 

2 (3.2%) 

4 (6.4%) 

5 (7.9%) 

11 (17.5%) 

20 (31.8%) 

18 (28.6%) 

 

1 (0.9%) 

1 (0.9%) 

1 (0.9%) 

1 (0.9%) 

3 (2.5%) 

5 (4.2%) 

5 (4.2%) 

9 (7.6%) 

15 (12.7%) 

11 (9.3%) 

13 (11.0%) 

24 (20.3%) 

29 (24.6%) 

      Presence of HBcAb at baseline (N, %) 30 (47.6) 69 (59.0%) 

      Practices anal sex (N, %) 13 (20.6%) 40 (33.9%) 

Female Sex Workers (FSW)†  19 96 

      Duration of sex work (mean ±SD months) 45.9 (±48.5) 78.6 (±87.2) 

      Number of days in a week for which engaged in 

      sex work (mean ±SD days) 

3.4 (±1.9) 2.7 (±1.3) 

      Mean age at which started sex work (mean ±SD 

years) 

27.3 (±9.9) 28.5 (±7.9) 

*Number of study subjects for the HIV+ group was 58 and HIV- was 112. **Education level 

from grade 1 to grade 12, 0: no school education. †The proportion of individuals that are 

FSW is 76% for the HIV+ group (n=25) and 81.4% for HIV- group (n=118). 
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Genotyping methods 

 

Nomenclatures of CCL3L and CCL4L chemokine genes are as described in reference 46 and 

illustrated in fig. 1.. DNA was isolated from EDTA-treated whole blood by using a Qiagen 

kit. The copy number of CCL3L (previously designated as the CCL3L-containing segmental 

duplication and includes CCL3L/2/3) was genotyped as described previously (17). Similar 

Taqman based Real-time PCR assays were developed to genotype the copy number of the 

other chemokine genes.  Briefly, the human housekeeping beta-globin (BGB) gene was used 

as an internal control as a gene with two copies per diploid genome (pdg). The A431 cell line 

was used as a standard for CCL3La, CCL4L and CCL4La with each gene possessing two 

copies dpg ((47) and data not shown). The K562 cell line was used as a standard for CCL3Lb 

and CCL4Lb with one and two copies pdg, respectively (data not shown). CCL4La and 

CCL4Lb were run in a duplex assay whereas the others were run in singleplex. Each sample 

was run in triplicate in three separate 384-well plates. Rounded average numbers were used 

for analysis, and quality control procedure was applied as described previously (17).  Primer 

and probe sequences are available upon request. 

 

Statistical Methods 

 

In this study, we examined the association of the overall CCL3L and CCL4L gene copy 

number and their components (CCL3La, CCL3Lb, CCL4La, and CCL4Lb) with three end-

points: risk of HIV acquisition, plasma viral load and rates of CD4+ T cell count decline.  To 



 

139 

 

assess the association with the risk of HIV acquisition we used unconditional multivariate 

logistic regression analyses that included the risk-behavior attributes as covariates.  

 

To examine the association of the CNV with plasma viral load we used two outcomes: serial 

measurements of plasma viral load and steady-state viral load. The latter was defined as the 

mean viral load estimated within the interval 24-28 weeks post-seroconversion. To analyze 

the association of the genotypes with the first outcome (serial viral load measurements) we 

used generalized estimating equations (GEE) methods for panel data. We first estimated the 

overall viral load profile using non-linear GEE and then spline-smoothed the curves using 

knots every three months. We also used a linear GEE model which permitted the prediction 

of the viral load on the day of serconversion (the intercept from the GEE model). To evaluate 

the association between the steady state viral load and the gene copy number we used least-

squares linear regression. For all the analyses on viral load measurement the viral load was 

log-transformed to the base 10. To analyze the association of the genotypes with the outcome 

of rates of CD4 cell count decline, we used linear GEE models estimated separately for 

subjects belonging to different genotypic groups. The rates of CD4 decline (slopes estimated 

from the GEE models) for different genotypic groups were compared using Student‘s t test. 

 

Upon summarizing the correlation patterns across the components of the CCL3L and CCL4L 

genes we conducted factor analysis using the method of principal components. For this, we 

first extracted significant factors that were defined as those with an eigenvalue exceeding 

unity and then applying a varimax rotation to the extracted orthogonal factors. In the next 

step, we generated factor scores for each extracted factor for each individual based on the 

results obtained from the previous step. We then determined the association of these factor 
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scores with plasma viral load and rates of CD4 decline using linear regression and linear GEE 

analyses as described above.  

 

Factor analysis: Factor analysis provides an unbiased exploratory means to understand 

complex correlation patterns among several variables and to distill these complex patterns 

into a parsimonious mathematical solution called as factors. Highly correlated variables load 

onto a common factor and highly uncorrelated variables segregate onto different factors. We 

used a method of factor analysis referred to as principal components method to parse out the 

complex correlation pattern among the components of the duplicated genes on chromosome 

17q, i.e., CCL3La, CCL3Lb, CCL4La and CCL4Lb . For deriving the factor solution we used 

a criterion of a minimum eigenvalue of 1.  

 

The principal components method yielded the following two factor solution: 

            (principal factors; 2 factors retained) 

  Factor     Eigenvalue     Difference    Proportion    Cumulative 

------------------------------------------------------------------ 

     1        1.56722         0.36042      0.5933         0.5933 

     2        1.20680         1.22662      0.4568         1.0501 

     3       -0.01982         0.09272     -0.0075         1.0426 

     4       -0.11254               .     -0.0426         1.0000 

 

 

 

               Factor Loadings 

    Variable |      1          2    Uniqueness 

-------------+-------------------------------- 

      CCL3La |   0.83292    0.41390    0.13492 

      CCL3Lb |   0.41024    0.16649    0.80398 

      CCL4La |   0.83740   -0.42533    0.11785 

      CCL4Lb |  -0.06256    0.90932    0.16923 
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The factor loadings show that there were only two retained factors based on the four variables 

(genes) – in other words the correlation pattern of the components of the duplicated segment 

could be summarized using two factors. Since principal components analysis assumes that the 

factors are orthogonal (i.e., the factors are themselves uncorrelated), we next used the 

varimax rotation to arrive at an optimized factor solution as follows: 

 

               Rotated Factor Loadings 

    Variable |      1          2    Uniqueness 

-------------+-------------------------------- 

      CCL3La |   0.89933    0.23725    0.13492 

      CCL3Lb |   0.43541    0.08025    0.80398 

      CCL4La |   0.73430   -0.58562    0.11785 

      CCL4Lb |   0.12229    0.90323    0.16923 

 

 

 

The rotated factor loadings suggest that CCL3La and the CCL4La gene copy numbers loaded 

heavily on the first factor while the CCL4Lb gene copy number loaded onto the second 

factor. The CCL4La gene copy number also strongly negatively loaded onto the second 

factor. Interestingly, the CCL3Lb gene copy number only mildly loaded onto the first factor 

and minimally loaded onto the second factor.  

 

The uniqueness of each variable, as shown by the rotated factor loadings, is a measure of the 

degree of correlation of the indicated gene copy numbers with the factors that were 

mathematically extracted. It can be seen that the uniqueness of CCL3La, CCL4La and 

CCL4Lb is low indicating that these gene copy numbers are strongly correlated with the two 

factors. However, the CCL3Lb is highly unique and only minimally loads onto either factor. 
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Therefore, it can be surmised that the CCL3Lb gene copy number provides unique 

information that is distinct from that provided by the other three variables.  

 

In order to translate the results of factor analysis into clinically and genetically meaningful 

information, we generated factor scores for each individual. In theory, since the variables 

load onto factors it is possible to estimate the degree to which an individual might load onto 

that factor given that individual‘s data on the contributing variables. In our case, based on the 

results of the factor analysis, we generated the factor scores using the coefficient shown 

below: 

 

                    Scoring Coefficients 

    Variable |      1          2 

-------------+--------------------- 

      CCL3La |   0.57264    0.32764 

      CCL3Lb |   0.05369    0.01721 

      CCL4La |   0.46032   -0.51838 

      CCL4Lb |   0.12902    0.53658 

 

 

To illustrate this point, assuming that the standardized (z-value/score) results of the Taqman 

PCR assays for the four components were 1.5, 0.04, 1.2, and -0.5 for CCL3La, CCL3Lb, 

CCL4La, and CCL4Lb, respectively, then that individual‘s score for the first factor will be 

(based on the coefficients shown in the table above): (0.57x1.5) + (0.05x0.04) + (0.46x1.2) + 

(0.12x-0.5) = 1.35. The same individual‘s score on the second factor will be (0.33x1.5) + 

(0.01x0.04) + (-0.52x1.2) + (0.54x-0.5) = -0.40. Thus, this individual will have a high score 

for the first factor and a negative score for the second factor. Of interest, as can be observed 
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from the scoring coefficients shown in the table above, the CCL3Lb gene copy number 

contributed minimally to the factor scores. 

 

Having generated the scores for each individual, we proceeded to study the association of the 

factor scores to steady state plasma viral load and the rates of CD4 decline. To assess the 

association between the factor scores and steady state viral load we regressed the factor 

scores onto the log-transformed steady state viral load using least-squares linear regression. 

To assess the influence of the factor scores on the rates of CD4 decline, we first divided the 

study subjects into three groups based on the tertiles of the factor scores and then estimated, 

using GEE models, the weekly rate of CD4 cell decline. We also created a composite factor 

score ratio by taking the ratio of the first factor score and second factor score. Conceptually, 

this ratio represents the expansion or shrinkage of the first factor score relative to the second 

factor score. However since both the factor scores can be distributed over the 2-dimensional 

real number space, we first converted these scores into a positive number by addition of a 

constant of 2.5. We then took the ratio of the positive factor scores as an indicator of the 

relative factor scores (Factor 1/Factor 2). Lastly, we examined the association of the factor 

score ratios to the steady-state viral load and rates of CD4 cell decline using the same 

analytical strategy as described above. 

 

Lastly, since genetic associations can be confounded due to population substructure, we had 

genotyped the study subjects for an additional 3150 ancestry informative markers (AIM). 

Details of the 3150 markers are below. On the marker data, we used the EIGENSTRAT 

method to extract the first 10 significant principal components (PC) and compared whether 

the average scores for the ten PCs were differentially distributed across the HIV-infected and 
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HIV-uninfected subjects. We accounted for the potential population substructure in the 

multivariate analyses in two ways: first, we adjusted the multivariate models for the ten PCs 

by including the PC scores as covariates; and second, we identified outliers from the PC 

structure (defined as a subject with at least one PC score having a relative deviate exceeding 

6).  We then ran the multivariate models by excluding the outlier subjects from analyses. All 

the statistical analyses were conducted using Stata 10.0 software package (College Station, 

TX). 

 

 

RESULTS 

 

Chemokine genes subject to CNV 

 

As described previously (20, 46), because CCL3L and CCL3L3 have the identical sequences 

in their coding regions (34) they were designated as CCL3La, CCL3L2 was designated as 

CCL3Lb, CCL4L2 as CCL4La, and CCL4L1 as CCL4Lb (Figure 1 a,b). The sequences of the 

second and third coding exons of the two CCL3La genes (CCL3L and CCL3L3) and CCL3Lb 

are identical, since CCL3Lb lacked the first coding exon that is present in the CCL3La genes, 

it has been classified as a pseudogene (Figure 1, (34)).  We reevaluated this assumption. 

Using bioinformatic and other approaches we identified novel 5‘ exons that spliced onto 

exons 2 and 3 of CCL3Lb. The alternatively spliced transcripts of CCL3Lb are predicted to 

encode a non-secreted protein or an atypical chemokine (data not shown).  CCL3Lb is subject 

to CNV, and CCL3Lb transcripts are present only in those individuals who display possession 
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this gene.  These findings underscore that CCL3Lb is unlikely to be a pseudogene and its 

gene products may encode non-classical chemokines.  

 

By analogy to the findings observed for CCL3L-related genes, the transcripts of one of the 

CCL4L-related genes (CCL4Lb) are also predicted to encode non-classical chemokines (9). 

This is because of a fixed mutation in the intron-exon splice junction between intron 2 and 

exon 3 of CCL4Lb results in the usage of several new acceptor splice sites and generates 

several CCL4Lb mRNAs that are non-secreted isoforms distinct (9). By contrast, CCL4La is 

predicted to encode a secreted chemokine.  Thus, the ‗a‘ and ‗b‘ components of CCL3L and 

CCL4L genes encode for secreted classical and non-classical chemokines, respectively. 

 

We developed the following assays to quantify copy number of the following chemokine 

genes: a) total number of all CCL3L-related genes (CCL3La plus CCL3Lb) and CCL4L-

related (CCL4La plus CCL4Lb) genes; and b) individual gene components of CCL3L 

(CCL3La, CCL3Lb) and CCL4L (CCL4La, CCL4Lb).  Using strategies described previously 

(20), we demonstrate that the six assays we used to assess chemokine CNV were both valid 

and precise (Figure 2).  

 

We developed CNV-specific probes and evaluated the validity of the assays in the following 

ways. First, since we used different assays for the total copy number and a and b components 

of both CCL3L and CCL4L, we argued that if all the assays are valid then the sum of the copy 

number estimates for a and b components should highly correlate with the assay that 

measured the total copy number for that gene. Second, we argued that if the assays are 
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precise then all the assays should provide CN estimates that cluster near integer values. In 

support of the first argument, we observed (Figure 2a) that for both CCL3L and CCL4L the 

sum of the estimates for a and b components was highly correlated with the estimate obtained 

from the assays for the total copies. Analysis of covariance demonstrated that these two 

variables explained 90-95% variability of each other. Rounding the copy estimates to integer 

values also showed very high agreement between these variables - weighted Cohen's kappa 

values were ~93%. Supporting the second argument, we observed that the raw estimates of 

copy number for each of the six assays showed profound clustering near the integer values 

(Figure 2b). Together, these findings suggested that the six assays we used were both valid 

and precise. 
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Figure 2. Validity and accuracy of the various CNV assays used in this study. (a) Panels 

show a scatter plot for the estimates of the total CCL3L-CCL4L copies obtained by two 

methods: on the y-axis is the assay that estimated the total number while on the x-axis is the 

sum of the two assays that reported the number of copies for the a and b components of the 

CCL3L(left) and CCL4L (right). Red line is the least squares line. R
2
, variability in the total 

copy number that is explained by the sum of the two estimates for the components a and b; k, 

weighted Cohen's kappa for the two estimates when the estimated copy number was 

discretized into integers by rounding. (b) Target diagrams demonstrating the clustering of the 

copy number estimates from the integers. For each plot, the center of the target diagram 

represents center and the concentric centers indicate the distance from the integer. The 

concentric circles are placed 0.1 units apart. 
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Chemokine CNV in a South African cohort 

 

Analyses of the HGDP-CEPH panel revealed that CNV of chemokine genes resulted in 

extensive inter-individual and inter-population genetic diversity of chemokine gene content 

(data not shown). How might the greater diversity in African populations‘ impact on the 

evaluation of the association of chemokine CNV with HIV-AIDS susceptibility?  Despite 

having a much narrower range of chemokine genetic diversity than Africans, a recent study 

found that the relative content of specific CCL3L and CCL4L genes influenced HIV-AIDS 

susceptibility in a European population (46). In order to evaluate whether a similar paradigm 

is also present in an African population, we evaluated women mainly from Durban, 

KwaZulu-Natal, South Africa, an area which has a very high prevalence of HIV-1 infection 

(23).  

 

The clinical characteristics of the study subjects are well-suited to determine the association 

of host genotype with HIV-AIDS risk. Foremost, because of their high-risk sexual behavioral 

characteristics these women that included female sex workers are at significantly increased 

risk of acquiring HIV infection (50). Under the auspices of the Centre for the AIDS 

Programme of Research in South Africa (CAPRISA), these subjects were prospectively and 

intensively evaluated over a two-year period to accrue a group of subjects that would be 

representative of individuals who remain seronegative during the two-year follow-up, despite 

heavy exposure to HIV and a separate group that seroconverted during this time-period 

(Figure 3a). During this two-year period, there were 28 seroincident cases, 122 women 



 

149 

 

remained seronegative (Figure 3a).  We also included a separate group of 44 seroincident 

cases who were part of other prospective CAPRISA studies on acute HIV infection (Figure 

3a).   

 

 

Figure 3: Study subjects and principal component analyses for population stratification. (a) 

Study subjects. CAPRISA 002 Acute Infection Study screened 775 high risk women who 

self-identified as commercial sex workers or who reported more than 3 sexual partners in the 

prior 3 month (50).  (b) Evaluation of population stratification in the study groups. Red 

squares and blue diamond‘s indicate the mean PC score for the first 10 principal components 

(ordered from left to right) for HIV-infected and -uninfected subjects, respectively. Error bars 

represent the 95% confidence interval. Numbers at the right hand side represent significant 

values obtained using the Student's T test.  

 

On the basis of 3,150 ancestry informative markers (AIMs), we computed the top ten 

EIGNSTRAT principal components (PC).We identified 10 subjects (5.7%) who had at least 



 

150 

 

one PC exceeding 6 relative deviates and excluded them from further analyses. With the 

exception of PC2, the scores for all the other PCs were comparable between HIV-infected 

and -uninfected subjects (Figure 3 b).  These results suggested that there were minimal 

differences in the degree of admixture between HIV-positive and –negative subjects. 

 

Although the correlation between CN of CCL3L-related and CCL4L-related genes in the 

CAPRISA study population was high (R
2
 = 0.73; Figure 4 a), the R

2 
estimates also implied 

that 27% of the variability in CCL3L CN was not accounted for by CCL4L CN. The CN of 

CCL3L genes ranged between 2 to 16 copies, with a median of five copies [inter-qaurtile 

range (IQR) = 4-7) copies), whereas the range was smaller for CCL4L genes (median =4, 

IQR=3-5 copies; Figure 4 a-d). These findings along with prior results (46, 47) and those in 

the HGDP panel emphasized the notion that there are quantitatively more copies of CCL3L 

than CCL4L genes and that the CN of CCL3L-related genes is not a proxy for the CN of 

CCL4L-related genes. The median copy number of CCL3L or CCL4L genes was similar in 

the HIV-positive and HIV-negative subjects (Figure 4 c, d). 
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Figure 4: Correlation, distribution and mean/median copy numbers of the CCL3L-related and 

CCL4L-related genes. (a) Correlation of the CCL3L and CCL4L genes. (b) Distribution of the 

CCL3L and CCL4L copies, the CCL3L gene has higher copies than the CCL4L genes. The 

median and mean copy number of CCL3L or CCL4L genes for HIV negative individuals (c) 

and HIV positive individuals (d). Correlation patterns for CCL3L-related and CCL4L-related 

genes (e) of note there is a significant inverse correlation between CCL4La and CCL4Lb. 

 

 

Consistent with the results in the HGDP-CEPH panel, examination of the different 

components of CCL3L and CCL4L genes revealed that they each had distinct distribution 

patterns. The gene dose of CCL3La (median=4 copies) was on average four times greater 

than CCL3Lb (median=1 copy), whereas the median CN for CCL4La and CCL4Lb was two 

(Figure 4 c,d). Pair-wise evaluation of the chemokine gene CN revealed that there was a very 

strong positive correlation between CCL3La and CCL3Lb (R = 0.44, P < 1x10
-4

), CCL3La 

and CCL4La (R = 0.60, P < 1x10
-4

), as well as between CCL3La and CCL4Lb (R = 0.54, P < 

1x10
-4

; Figure 4e). In contrast there was a significantly inverse correlation between CCL4La 

and CCL4Lb (R = -0.27, P < 1x10
-4

; Figure 4e).  The inverse correlation between copies of 



 

152 

 

CCL4La and CCL4Lb was not a non-specific finding because a similar statistically significant 

inverse correlation between the CN of CCL4La and CCL4Lb was observed in the European 

but not other populations represented in the HGDP-CEPH panel (20) as well as among 

children from the Ukraine (46). These findings suggested that the genetic structure of the 

17q12 chemokine gene-rich region is highly population-specific.  

 

Taken together, the differential distribution pattern of the CCL3L and CCL4L genes, the 

complex correlation patterns of the CNs and extensive repertoire of CCL3L and CCL4L gene 

combinations in the CAPRISA cohort (i) precluded the evaluation of the association of 

distinct chemokine gene combinations with HIV risk, and (ii) provided further impetus to test 

the hypothesis that the overall balance between the genetic content of CCL3L- and CCL4L-

related genes rather than the CN of a single gene component in the CCL3L gene-containing 

segmental duplication may influence HIV susceptibility among subjects represented in the 

CEPH cohort. 

 

Non-genetic factors that may influence HIV risk 

 

Before undertaking the genetic association analyses, we first determined which non-genetic 

cohort characteristics were significantly associated with the HIV serostatus.  Our analyses, 

using multivariate logistic regression analyses, revealed that among the parameters evaluated 

(age at entry into cohort or first sexual encounter, anal sex, contraceptive use, and education 

level), only a younger age associated with an increased risk of acquiring HIV (P=7.1 x 10
-6

) 

whereas predictably, barrier contraceptive use was associated with over 80% reduced risk of 
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acquiring HIV infection P = 0.0003). We therefore included these two covariates in the 

statistical models used to determine the association of the CN of CCL3L- and CCL4L-related 

genes with HIV risk. 

 

CCL3L and CCL4L genes and HIV risk 

 

To determine the association of CCL3L and CCL4L CN with HIV risk, we conducted a series 

of bivariate and multivariate logistic regression models. We conducted these analyses using 

the entire range of copy numbers CCL3L and CCL4L or after classifying the total CCL3L and 

CCL4L CN into high versus low relative to the median copy number present in the study 

population (Table 2).  To test our hypothesis, in these regression models the CCL3L and 

CCL4L genes were evaluated either alone or in combination. 

 

When examined separately, CN of CCL3L- or CCL4L-related genes did not associate 

strongly with HIV risk (Table 2, models 1 and 2, respectively).  However, when evaluated 

together in the context of a multivariate logistic regression model, CN of CCL3L-related 

genes associated with a significantly reduced risk of acquiring HIV: each additional copy of a 

CCL3L –related gene associated with a 60% lower risk of acquiring HIV (OR=0.40; 95% 

CI=0.27-0.59; P<0.001; Table 2; model 3). By contrast, each additional CN of CCL4L-

related genes associated with a nearly 4-fold increased risk of acquiring HIV (OR=3.91; 95% 

CI=2.21-6.91; P<0.001; Table 2, model 3).  These association persisted even when age and 

contraceptive use were included as covariates (Table 2, model 4), or when the top ten PCs 

from EIGENSTRAT were used as additional covariates (Table 2, Model 5).  These data 
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suggested that a high CN of CCL3L- and CCL4L-related genes had opposing associations 

with HIV risk, and that the genotypic combination of high CCL3L and low CCL4L gene 

copies may afford the greatest protection against acquiring HIV and conversely, low CCL3L 

and high CCL4L copies may impart the highest risk of acquiring HIV. 

 

Table 2. Association of CCL3L and CCL4L copy numbers with the risk of HIV acquisition 

Model n Covariate OR 95% CI P 

1 175 CCL3L 0.91 0.79 - 1.05 0.210 

2 175 CCL4L 1.18 0.96 - 1.44 0.116 

3 175 CCL3L 0.40 0.27 - 0.59 <0.001 

CCL4L 3.91 2.21 - 6.91 <0.001 

4 175 CCL3L 0.43 0.28 - 0.66 <0.001 

CCL4L 3.32 1.77 - 6.23 <0.001 

Age 0.90 0.56 - 0.94 <0.001 

Contraceptive use 0.29 0.11 - 0.72 0.008 

5* 175 CCL3L 0.38 0.24 - 0.62 <0.001 

CCL4L 3.57 1.80 - 7.09 <0.001 

Age 0.89 0.84 - 0.93 <0.001 

Contraceptive use 0.29 0.11 - 0.81 0.018 

*, these models are adjusted for PCs derived from 3150 ancestry informative markers; OR, 

Odd ratio. P: multivariate logistic regression p values. 

 

 

To affirm the aforementioned findings, on the basis of whether a subject possessed a CN that 

was ≥ or < than the median CN of CCL3L (5 copies) or CCL4L (4 copies) subjects were 

classified as those possessing a high vs low CCL3L copy number (CCL3L
high

 vs CCL3L
low

), 

or high versus low CCL4L copy number (CCL4L
high

 vs CCL4L
low

). Again, we observed that 
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when examined individually, the associations of CCL3L
high

 vs CCL3L
low

 or CCL4L
high

 vs 

CCL4L
low

 with HIV risk were not statistically significant (Table 3; models 1 and 2). 

However, when examined in unison, compared to those classified as CCL3L
high

, those 

classified as CCL3L
low 

had a nearly 5-fold higher risk for acquiring HIV infection (OR=4.96; 

95% CI= 1.70 - 14.5; P = 0.003; Table 3, model 3).  By contrast, compared to those 

classified as CCL4L
high

, those classified as CCL4L
low 

had a nearly 75% lower risk of 

acquiring HIV infection (OR=0.25; 95% CI=0.08 - 0.73; P = 0.012; Table 3, model 3). These 

association persisted even when age and contraceptive use were included as covariates 

(Table 3, model 4), or when the top ten PCs from EIGENSTRAT were used as additional 

covariates (Table 3, Model 5).  

 

Table 3. Association of low CCL3L and CCL4L copy numbers with the risk of HIV 

acquisition 

Model n Covariate OR 95% CI P 

1 175 Low CCL3L 1.78 0.94 - 3.38 0.076 

2 175 Low CCL4L 0.81 0.42 - 1.55 0.528 

3 175 Low CCL3L 4.96 1.70 - 14.5 0.003 

Low CCL4L 0.25 0.08 - 0.73 0.012 

4 175 Low CCL3L 6.94 1.87 - 25.7 0.004 

Low CCL4L 0.21 0.06 - 0.77 0.019 

Age 0.89 0.85 - 0.93 <0.001 

Contraceptive use 0.20 0.08 - 0.49 <0.001 

5* 175 Low CCL3L 7.57 1.81 - 31.7 0.006 

Low CCL4L 0.24 0.06 - 0.99 0.049 

Age 0.88 0.83 - 0.92 <0.001 

Contraceptive use 0.18 0.07 - 0.48 <0.001 

*, these models are adjusted for PCs derived from 3150 ancestry informative markers. OR, 

Odd ratio. P: multivariate logistic regression p values. 
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Thus, regardless of whether CN was evaluated as a continuous variable (Table 2) or 

dichotomized as high vs low (Table 3), the results pointed to the combinations of ‗high 

CCL3L-low CCL4L‘ (CCL3L
high

-CCL4L
low

) and ‗low CCL3L-high CCL4L‘ (CCL3L
low

-

CCL4L
high

) associating with decreased vs increased HIV risk, respectively. These data 

predicted that the former and latter CCL3L-CCL4L genotypic groups should be 

overrepresented and underrepresented in HIV-negative compared with HIV-positive subjects 

in this study population. 

 

Consistent with this prediction, and demonstrating the importance of accounting for the CN 

of both CCL3L and CCL4L genes together, we observed the following: i) CCL3Llow and 

CCL4Lhigh were overrepresented in the HIV-positive subjects compared with HIV-negative 

subjects, albeit these associations did not achieve statistical significance (Figure 5a,b), and 

ii) the distribution of CCL3L-CCL4L genotypic combinations were significantly different in 

HIV-infected versus HIV-uninfected subjects (p = 0.008, Figure 5c). Specifically, the 

combination of CCL3L
high

-CCL4L
low

 was not observed in the HIV-infected subjects while the 

combination of CCL3L
low

-CCL4L
high

 was more prevalent in HIV-infected than HIV-

uninfected subjects (Figure 5c).  
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Figure 5: Copy number of both CCL3L and CCL4L genes together represented as high and 

low relative to the average race specific copy number i.e. 5 for CCL3L and 4 for CCL4L 

using HIV status as a comparison. (a) CCL3L High/low comparison, black bars represent 

HIV infected, (b) CCL4L High/Low comparison. (c) Examining the CCL3L-CCL4L genes 

together grouped according to their High/Low status. (d) Comparison of the CAPRISA HIV 

infected and uninfected subjects to a cohort of uninfected low HIV risk control samples from 

Durban. 

 

 

This differential distribution of CCL3L-CCL4L genotypic combinations in the study 

population could be interpreted in two ways. First, CCL3L
high

-CCL4L
low

 is selectively 

enriched in the high-risk HIV-negative group or alternatively, CCL3L
low

-CCL4L
high

 is 

selectively over-represented in the HIV-positive study subjects. To distinguish between these 

two possibilities, we compared the prevalence of the CCL3L-CCL4L genotypic groups 

present in the CAPRISA study population with those in a group of low-risk HIV-negative 

subjects from Durban, South Africa. These analyses demonstrated that the distribution pattern 

of CCL3L-CCL4L genotypic groups in the high-risk HIV-negative subjects was very similar 

to those in the low-risk HIV-negative subjects (Figure 5d).  These findings demonstrated that 

the HIV-positive subjects are over- and under-represented for the CCL3L
low

-CCL4L
high

 and 

CCL3L
high

-CCL4L
low

 genotypic groups, respectively (Figure 5d).  
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Individual CCL3L-CCL4L genes and HIV risk  

 

Quantification of CN of CCL3L and CCL4L captures the sum of its gene components, raising 

the possibility that only one of the gene components, or the combination of some of these 

CCL3L (CCL3La or CCL3Lb) or CCL4L (CCL4La or CCL4Lb) genes associate with HIV 

risk. However, Table 4 shows that a high gene dose of both CCL3La and CCL3Lb associated 

with a lower risk of acquiring HIV, whereas a high CN of both CCL4La and CCL4b 

associated with a higher risk of acquiring HIV (Table 4). These results indicated that the 

direction of the associations for each of the individual components of CCL3L- and CCL4L-

related genes were similar and consistent.  

Table 4: Association of CCL3La, CCL3Lb, CCL4La and CCL4Lb copy numbers with the 

risk of HIV acquisition 

Model  Covariate OR 95% CI P 

1 CCL3La 0.16 0.07 – 0.37 <0.001 

CCL3Lb 0.64 0.40 – 1.01 0.058 

CCL4La 7.48 3.14 – 17.81 <0.001 

CCL4Lb 10.30 3.89 – 27.27 <0.001 

2 CCL3La 0.08 0.02 – 0.28 <0.001 

 CCL3Lb 0.58 0.32 – 1.03 0.064 

 CCL4La 11.40 3.65 – 35.62 <0.001 

 CCL4Lb 22.14 5.29 – 92.77 <0.001 

 Age 0.90 0.86 – 0.95 <0.001 

 Contraceptive use 0.27 0.11 – 0.70 0.007 
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However, given the distinct distribution pattern (Figure 4c-e) and complex correlation 

structure of these genes (Figure 4e), we evaluated the following two possibilities. First, 

because HIV-negative subjects classified as CCL3Lhigh are overrepresented with subjects 

who are also classified as CCL4Llow (Figure 5c), subjects classified as CCL4Llow may be 

enriched for a specific CCL3L component (CCL3La or CCL3Lb). Consistent with this, 

although the CN of CCL3Lb increased with increasing copy numbers of CCL3L and CCL4L, 

only 10% and ~25% of persons with 2 and 3 copies of CCL3La also possessed CCL3Lb, 

respectively, whereas 40% and 60% of subjects with 2 and 3 copies of CCL4L also possessed 

CCL3Lb (Figure 6a). The influence of CCL3Lb on HIV risk was highlighted by the 

observation that HIV-positive subjects with a low copy number of CCL3L (<5) or CCL4L 

(<4) had a low proportion of subjects who also possessed CCL3Lb compared to HIV-negative 

subjects (Figure 6b,c).   Hence, CCL3Lhigh-CCL4Llow signifies subjects who are enriched 

for both CCL3La and CCL3Lb gene copies, and a low copy number for each of these genes 

associates with an increased risk of acquiring HIV in the study population. 

 

A similar set of analyses was run on the CCL4Lb gene as the CCL3Lb gene figure 28d,e,f. 

The data for the CCL4Lb yielded no significant difference between the CCL3L and CCL4L 

genes (Figure 6d) as compared to the CCL3Lb data. Furthermore no significant findings 

were noticed when the HIV negative and HIV positive probability of possessing CCL4Lb 

(Figure 6e,f). 
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Figure 6: Proportion of subjects possessing either CCL3Lb or CCL4Lb relative to HIV status 

and total GCN. (a) Probability of possessing CCL3Lb gene in relation to the total CCL3Land 

CCL4L genes, after stratifying by HIV serostatus a further comparison was performed for the 

CCL3L (b) and CCL4L (c). A similar set of analyses was performed on the proportion of 

subjects possessing CCL4Lb gene (d, e, f). 

 

 

Taken together, in the CAPRISA cohort, among subjects classified as CCL3L
high

-CCL4L
low

 

those who remained HIV-negative were relatively more enriched with CCL3La and CCL3Lb 

gene copies than HIV-positive subjects whereas among subjects classified as CCL3L
low

-

CCL4L
high

, those who were HIV-positive were relatively more under- and over-represented 

with CCL3Lb and CCL4Lb, respectively, than HIV-negative subjects.  Collectively, the 

findings presented thus far suggested a model wherein the combinatorial content or balance 

between chemokine gene components associated with HIV susceptibility.   
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Chemokine CNV and HIV disease phenotypes 

 

We next determined the associations of chemokine CNV with viral load and CD4
+
 T cell 

loss, two highly correlated parameters that are strong predictors of AIDS progression rates 

(33). On the basis of the aforementioned findings, we sought to test the hypothesis that it was 

balance between the doses of genes conferring protective (e.g. CCL3La and CCL4La) versus 

detrimental (e.g., CCL4Lb) effects that impact on these laboratory predictors of AIDS risk. 

The most protective CCL3L-CCL4L genotypic group CCL3L
high

-CCL4L
low

 was not present 

among the HIV-positive subjects we evaluated, limiting the possibility to assess the effects of 

the full range of the copy numbers of CCL3L- and CCL4L-related genes on restriction of viral 

replication and CD4 T cell loss, and it also precluded our ability to apply the same strategies 

used to evaluate the association of chemokine CNV with HIV risk towards possible 

associations with disease progression. 

 

We used principal components analyses to develop a greater understanding of the observed 

pattern of correlations between the CN of the chemokine genes (Figure 7a). By factor 

analyses, we found that the four chemokine components loaded differentially onto a two-

factor solution (Figure 7a): CCL3La and CCL4La loaded heavily onto the first factor (Factor 

1), while the second factor (Factor 2) was represented by CCL4Lb loading very highly onto it 

(Figure 7a). CCL3Lb loaded partially onto the first factor and minimally onto the second 

factor. The degree of uniqueness of CCL3La, CCL3Lb, CCL4La and CCL4Lb was 0.13, 0.80, 

0.12 and 0.17 indicates that with regards to copy number distribution, CCL3Lb the copy 

number was uniquely different from the other three genes.   Thus, factor 1 largely reflects 

CCL3La and CCL4La, and factor 2, largely reflects CCL4Lb. 
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Figure 7: Factor analysis of the components of CCL3L and CCL4L and the influence of 

combinatorial chemokine gene content on steady-state viral load and rate of CD4 cell decline. 

(a) Results of principal components analyses. Two orthogonal factors (represented by 

abscissa and ordinate) were retained based on an eigenvalue >1. The plot represents the 

varimax-rotated loadings for each of the components on the two factors. Considering these 

loading patterns, the first factor correlated strongly with CCL3La and CCL4La, while the 

second factor correlated strongly with CCL4Lb. Solid shapes represent HIV negative subjects 

while the hollow shapes represent HIV infected subjects. (b) Association of the factor scores 

with the steady-state viral load. Each study subject was scored based on the possession of the 

copy numbers of all four components (CCL3La, CCL3Lb, CCL4La, and CCL4Lb), and their 

respective loadings shown in panel b. The graph on the left, middle, and right show the 

associations for factor 1, factor 2 and ratio of the scores for factors 1 and 2 with steady-state 

viral load, respectively. (c) Association for the tertiles of factor 1 and 2, and the ratio of factor 

1 and 2 (Factor 1/2) with rates of CD4
+
 T cell decline. The vertical bars indicate the point 

estimates while the error bars indicate the 95% confidence intervals rates of CD4
+
 T cell 

decline.  

 

 

To assess whether biological interpretations made from the correlation patterns and that the 

principal components analyses were justifiable, we conducted the following analyses. Using 

the results from principal components analyses, we generated standardized scores for both the 
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factors for each individual. To test the hypothesis that it is the balance between the gene 

content of different chemokine genes that influences HIV disease, we determined the 

phenotypic effects on HIV disease associated with the tertiles of the ratio of factor 1 and 

factor 2 scores (Factor 1/2).  Consistent with this, higher estimates of the Factor 1/2 score 

ratio, which reflects a relative enrichment for Factor 1 and/or depletion of Factor 2 scores 

were strongly correlated with a decrease in the steady-state viral load (P=0.0056; Figure 7b, 

right). 

 

Concordant associations were detected when we determined the association of the tertiles of 

the factor score ratios with the rate of decline of CD4
+
 T cell counts. A low tertile of Factor 1 

score was associated with the fastest rates of CD4
+
 T cell declines (Figure 7c, left). Although 

an association for factor 2 scores was not observed (Figure 7c, middle), the lowest tertile of 

Factor 1/2 score ratio was associated with the fastest rates of CD4
+
 T cell declines compared 

to the other two tertiles (Figure 7c, right).   

 

 

DISCUSSION 

 

Evaluation of a well-characterized cohort of South African women that included commercial 

sex workers demonstrated that it is the combinatorial content of CCL3L- and CCL4L-related 

genes rather than the gene dose of any one of these genes that affects both HIV susceptibility 

and disease progression. Specifically, our results point to an important role for the balance 

between the copy number of protective (CCL3La and CCL3Lb) versus detrimental (e.g., 
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CCL4Lb) chemokine genes in influencing HIV susceptibility, viral replication and CD4+ T 

cell loss. Thus, our results highlight that the CNV of chemokine genes are an excellent model 

system to (i) evaluate the extent of genomic architectural complexity in the form of smaller 

CNV within a segmental duplication or CNVR, (ii) gain further insights into the evolutionary 

history of CNV of immune response genes, (iii) investigate the impact of this genomic 

complexity on susceptibility to human diseases especially infectious, autoimmune or 

inflammatory diseases, and (iv) advance the concept that failure to account for the 

combinatorial genomic content of distinct CNVs, including their population-specific 

distributions, may both confound association studies and pose as a challenge for the full 

characterization of human genome sequence.   

 

The extensive combinatorial content of chemokine genes is unprecedented and is a 

consequence of complex CNV of CCL3L and CCL4L genes that can be broadly categorized 

into those that encode classical secreted chemokines, i.e., CCL3La (CCL3L1 and CCL3L2) 

and CCL4La (CCL4L2), versus non-classical chemokines, i.e., CCL3Lb (CCL3L2) and 

CCL4Lb (CCL4L1); CCL3L and CCL3L3 are classified as CCL3La because they both are 

predicted to encode identical proteins. Among the 948 unrelated subjects represented in the 

HGDP-CEPH panel, these chemokine gene components generate >150 unique CNV 

combinations.  However, these combinations are distributed non-randomly with continent-of-

origin explaining a large proportion of this variability.  There is a greater variability in 

African and the least variability in European is reflected by the observation that ~65% and 

~20% of the >150 chemokine gene combinations were present in African and European 

populations, respectively.  
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Remarkably, evaluation of the top five most common chemokine gene combinations in 

Europeans and Africans according to the dose of CCL3La, CCL3Lb, CCL4La, and CCL4Lb 

genes (e.g., [2, 0, 2, 0]) demonstrates a contrasting pattern. Approximately, 50% of 

Europeans have a diploid genotype for the classical chemokine genes with two copies of 

CCL3La and CCL4La, but lack the non-classical chemokine genes CCL3Lb and CCL4Lb [2, 

0, 2, 0]. Remarkably, the next most common chemokine genotype representing ~15% of 

Europeans is the hemizygous state of CCL3La and CCL4La genes [1, 0, 1, 0]. By contrast, 

none of the chemokine gene combinations represented >5% of the Africans, and inspection of 

the individual sub-populations collectively classified as Africans in the HGDP-CEPH panel 

revealed that nearly each person within a sub-population had a unique chemokine CNV 

genotype. The diploid [2, 0, 2, 0] or hemizygous [1, 0, 1, 0] genetic state was rare among 

Africans, and the top four chemokine genome combinations in this population have nearly the 

same frequency and were [3, 0, 3, 0], [4, 0, 2, 2], [4, 1, 2, 2] and [4,2,2,2]. Thus, if we assume 

the diploid chemokine gene state of [2, 0, 2, 0] as an equipoise, CNV in Europeans and 

Africans are in opposing directions from this state, favoring a reduction of the non classical 

and an increase of the classical chemokines.  

 

From an evolutionary perspective, whether the greater content of chemokine genes in Africa 

arose as a means to combat ancestral infectious diseases remains unknown but plausible for 

the following reasons. Infectious diseases are thought to have been a major driver of genetic 

diversity, and in sub-Saharan Africa the most common genetic diseases have evolved as a 

consequence of selection to reduce susceptibility to infection (e.g. hemoglobinopathies). 

Members of the chemokine system play a key role in mediating immune responses against 

infectious diseases, including viruses (29, 37). Notably, chemokine gene duplications are 

observed in humans and non-human primates and in both species an association of 
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chemokine gene copy number with lentiviral infection has been evident (12, 18, 20). Viruses, 

in turn, have evolved mechanisms to mimic, inhibit or usurp the immune effects of the 

chemokine system (18, 36), including hijacking of the chemokine system, whereby certain 

viruses such as HIV utilize chemokine receptors for their cell entry (5).  

 

Thus, duplication of potent immune response chemokine genes may be reflective of eons of 

co-evolution of primate and viral genomes (18). This is underscored by what appears to be 

two evolutionary trade-offs: first, increasing dosages of genes that transcribe classical 

secreted chemokines (CCL3La and CCL3Lb) are offset by increasing dosages of genes that 

transcribe mRNA isoforms that are not classical chemokines, and second, the observed 

inverse correlation between the copy number of CCL4La (secreted chemokine) and CCL4Lb 

(non-secreted chemokine) suggests that in some populations there might be an evolutionary 

pressure to maintain a balance between classical and non-classical CCL4L genes. Because 

high gene doses of functional chemokines would have imparted a persistent pro-

inflammatory state, it is conceivable that the presence of these non-classical chemokine genes 

may have evolved to counter-balance the pro-inflammatory effects associated with possession 

of a high gene content of secreted classical chemokines. Activated CD8+ T cells from 

subjects who are null for the gene encoding CCL4La (the classical secreted CCL4L variant), 

but possess CCL4Lb gene (encoding a non-classical chemokine) express lower amounts 

CCL4, a CCR5-specific chemokine (9). By analogy, in preliminary studies, we have found 

that possession of CCL3Lb is associated with reduced expression of the classical chemokine 

CCL3L following stimulation of peripheral blood mononuclear cells with the microbial 

product lipopolysaccharide (unpublished data).   
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As a result of the higher chemokine gene content in African populations, the cohort of HIV-

uninfected and –infected South African women afforded the unique opportunity to determine 

whether the combinatorial content of chemokine genes versus the dose of a single chemokine 

gene (e.g. CCL3L) influenced HIV susceptibility.  We identify concordant associations for 

duplicated chemokine genes across three phenotypic endpoints: HIV susceptibility, viral load 

setpoint, and rate of CD4
+
 T cell decline. Specifically, we find that these phenotypic 

endpoints are influenced not only by the quantitative content of each chemokine gene per se, 

but by the combinatorial content or balance of these genes.  

 

These findings suggest that restricting CNV-phenotype analysis solely to the CCL3L-

segmental duplication alone, although providing an aggregate estimate of all CCL3L-related 

genes, may in some instances provide an incomplete assessment of the phenotypic impact of 

chemokine CNVs for three main reasons. First, our findings demonstrate that there is a 

complex population-specific correlation pattern between the CNV of different chemokine 

genes and hence as reflected in this study, failure to account for the effects of both CCL3L 

and CCL4L genes obscures the associations of this locus with HIV-AIDS susceptibility.  

Second, a role for the CNV of CCL4L independent of CCL3L in HIV-AIDS has been 

identified in cohorts of European ancestry (9, 46): in a cohort of adults from Spain 

demonstrated that subjects lacking CCL4La but possessing CCL4Lb had an increased risk of 

acquiring HIV infection (9). A separate study, demonstrated that in Ukranian children 

exposed perinatally to HIV the impact on HIV-AIDS susceptibility of the chemokine gene-

rich locus on 17q12 was dependent on the balance between the doses of genes conferring 

protective (CCL3La and CCL4La) versus detrimental (CCL4Lb) effects; the frequency of 

subjects with CCL3Lb was too low to determine an independent effect of this gene (46). 

Concordantly, we find that a similar balance also impacts on HIV susceptibility and 
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laboratory parameters predictive of AIDS risk in the CAPRISA cohort. Third, the region on 

17q12 that has undergone segmental duplication is large (~100 kb) and is thought to be 

replete with many breakpoints that can lead to duplicated segments that vary in chemokine 

gene content amongst individuals (7, 35, 42, 47).  

 

On the basis of the known HIV-suppressive effects of CCL3L/3 (CCL3La) and our 

preliminary results suggesting that CCL3Lb gene product may impart anti-inflammatory 

properties (data not shown), we propose a model wherein CCL3L-related genes may 

influence HIV susceptibility through a dual mechanism: via the anti-HIV effects associated 

with CCL3La gene products (CCL3L and CCL3L3) and second, by dampening inflammation, 

a key component of HIV pathogenecity, via the CCL3Lb gene product.  Studies are underway 

to validate this model.  

 

In conjunction with the results of previous studies (reviewed in (20)), including a recent 

report suggesting that HIV preferentially selects for subjects with a low gene dose of the 

CCL3L-containing segmental duplication, these findings support a strong link between 

chemokine gene CNV and HIV-AIDS susceptibility. Notwithstanding this, the associations of 

the CCL3L-containing segmental duplication with HIV-AIDS susceptibility have been 

contested by two groups (6, 49), and Field et al asserted that the methods we employed in this 

study to quantify CCL3L-related genes were inaccurate (14). He et al in their riposte to these 

contestations outlined methodological, genetic and epidemiologic reasons why inter-cohort 

differences in the associations of CCL3L CNV may have been observed (20).  Highlighting 

the robustness and precision of the assays we used to quantify CN, we reaffirm that in each of 

the populations we studied, the sum of the CN estimates for the ‗a‘ and ‗b‘ components of 
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CCL3L and CCL4L were very highly correlated with the total CN for either CCL3L-related 

and CCL4L-related genes and furthermore the CN estimates clustered near integer values.  He 

et al also noted that among the genetic factors that can obscure or confound the associations 

of chemokine CNV with HIV-AIDS is to conceptualize the CCL3L-containing segmental 

duplication as an invariant single CNV unit (20). They hypothesized that depending on the 

study population evaluated this may obfuscate both the genomic architectural complexity of 

the chemokine gene-rich 17q12 CNVR and the relative contributions of the doses of the 

individual chemokine genes on HIV risk and HIV disease susceptibility (20).  The results of 

the present study affirm this hypothesis. 

 

One imporatant question may be asked as to how might the complex patterns of chemokine 

gene content impact upon evaluation of vaccine efficacy. High-risk individuals such as those 

we studied herein represent good candidates for a vaccine trial. We found that the women 

who seroconverted during prospective follow-up were more likely to possess a low dose of 

CCL3L genes at time of enrollment into the study. Analyses of intravenous drug users, 

another high-risk group, suggested that HIV may preferentially select for subjects with a low 

dose of the CCL3L-containing segmental duplication (21).  Hence, hypothetically enhanced 

susceptibility associated with a low copy number may overshadow or nullify the benefits of a 

partially protective vaccine. Furthermore, because communicability is related to the viral load 

of the transmitting partner (3, 8, 19, 41, 51), chemokine gene content, by influencing the 

degree of viremia and immune deficiency as reflected by CD4 cell declines, may also affect 

sexual transmission rate by vaccinated subjects who become infected with HIV subsequent to 

vaccination. Thus, as chemokine gene balance impacts on four parameters relevant to the 

evaluation of vaccine efficacy (acquisition, viral load, CD4
+
 T cell decline, and transmission 

rate) (15, 48), accounting for combinatorial chemokine gene content should improve the 
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ability to assess true vaccine efficacy.  This premise is also supported by our modeling 

studies, wherein we find that even low levels of unbalanced trial arm allocation of 

participants with protective or detrimental CCL3L-CCR5 genotypes may confound the 

outcome of a vaccine trial (26). Further, the immunological phenotypes linked to CCL3L
high

-

CCL4L
low

 and CCL3L
low

-CCL4L
high

 the most protective and detrimental genotypes against 

HIV acquisition detected in this study, may provide important information regarding the 

immune correlates of protection. 

 

The discovery of the complex combinatorial inheritance pattern of chemokine genes has 

broad relevance to gaining a better appreciation of the phenotypic impact of CNVs on a wide 

variety of diseases, which is anticipated to be extensive (10, 28, 31, 42, 44, 52). We suggest 

that given the population-specific nature of the chemokine CNVs, and possibly other CNVs, 

this appreciation will require careful attention to the epidemiologic features of the study as 

well as fine-scale analyses of the phenotypic impacts of distinct CNVs, rather than 

assessment of any single component of a genomic region that has undergone segmental 

duplications. A similar premise was also advanced by the authors of a study that used high-

resolution array-based comparative genomic hybridization to interrogate known CNV regions 

(40).  Hence, despite the considerable excitement over the potential functional significance of 

CNVs, genotype-phenotype studies directed at uncovering the disease phenotypes of CNVs 

may need to account for this largely uncharacterized complexity, which may be a difficult 

undertaking using whole genome-sequencing approaches solely. 
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ABSTRACT 

 

Studies have shown that genetic factors account for the heterogeneity in the risk of acquiring 

HIV-1 and in the rate of disease progression among HIV infected persons.  Epigenetic factors 

have been examined in great detail in the cancer field but studies in the HIV field have been 

lacking.  Epigenetic factors are thought to account for some of variation noticed in HIV. We 

initiated studies to determine the association between the DNA methylation status in the 

regulatory regions of CCR5 in HIV-uninfected and HIV–infected subjects. The study group 

consisted of Black South African women, including commercial sex workers. The assays 

used were; firstly, DNA modification using bisulfite conversion; secondly, a PCR assay used 

to amplifly the CCR5 promoter and intron regions;  Thirdly, pyrosequencing assays were 

performed to assess DNA methylation at CpG dinucleotides. Statistical analyses were 

conducted using Stata 7.0 (Stata Corp, College Station, TX). We demonstrate that a strong 

negative correlation between the methylation levels within the CCR5 promoter and intron 

regions, and with the CCR5 expression levels, and further show that the DNA methylation 

status is lower in HIV+ subjects compared to HIV- subjects. These studies reinforce the idea 

that epigenetic factors are likely to influence HIV-AIDS pathogenesis. 
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Introduction 

 

Epigenetics, literally meaning above the genome, is a relatively new field of epigenetics and 

epigenetic epidemiology (12) has recently gained much attention with the International 

Human Epigenome Project (HEP) being launched (1, 42). However, despite the attention that 

has surrounded this field there have been limited studies examining the direct association 

between host epigenetics and infectious diseases. Greater attention has been placed on two 

major disorders: cancer and mental retardation syndromes (reviewed in (12)). 

 

DNA methylation is a useful marker for assessing the epigenetic
 
state of a locus, since this 

state is retained during DNA isolation, and can be measured by PCR-based techniques. This 

can be described as a one-dimensional measurement of a
 
multidimensional state (20, 52) such 

as combinations of DNA methylation and transcription
 
factor binding (49), gene expression 

and DNA methylation (35),
 
DNA methylation and histone modifications (37, 49). 

 

Low levels of DNA methylation are associated with active chromatin and higher gene 

activity whereas high levels of methylation are associated with condensed chromatin and 

gene silencing, i.e., CpG methylation is mainly a ―repressive signature‖. DNA methylation 

patterns vary between cell types and individuals (13, 40),
 

potentially stemming from 

environmental exposure (51), stochastic
 
methylation events (14) or heritability(25), and 

influence development
 
of disease (e.g. cancer, autoimmune diseases), and also time of disease 

onset (2, 5, 6, 9, 10, 12, 15-17, 21, 24, 27, 30, 36, 38, 39, 43-47, 50).   
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Some pioneering studies have demonstrated that in the HIV-1 field , DNA methylation can be 

employed to favor viral latency or immune evasion. For example, it has been shown that 

HIV-1 infection may directly modify the host epigenome by increasing the DNMT1 

expression levels (probably by Tat-mediated Erk inactivation) which in turn resulted in de 

novo increase of global methylation content (11) as well as an increase in CpG methylation of 

certain genes such as interferon gamma (34).  

 

Although still controversial, it appears that the HIV life cycle is also regulated by DNA 

methylation (19, 26, 29). This epigenetic point elicits two effects on HIV-1 biology: it 

represses transcription and it maintains latency. In fact, many endogenous retroviral elements 

(e.g. H, K and W families (28, 31)) as well as infective retroviruses (e.g. Rous sarcoma virus 

(22)) exploit 5‘ LTR CpG methylation to accrue transcriptional silencing. HIV integration 

sites in activated and resting CD4+ T-cells also show a preferential targeting of the active 

chromatin compartments (i.e. CpG-island gene-rich domains), as shown by 454 sequencing 

(3). 

 

Most studies on epigenetic regulation of genes have been conducted either in mouse models 

or in vitro and are circumscribed mostly to genes that are hallmarks of Th1-Th2-Th17 

differentiation/polarization pathways. However, there is a lack of in vivo studies on 

epigenetic regulation of HIV-1 host-restriction genetic factors.  

 

Why is there a need to explain HIV-1/AIDS pathogenesis in light of epigenetics? After ~25 

years of extensive research, explaining and predicting HIV-associated CD4 cell loss, and the 
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pathogenesis of HIV disease still is a puzzle. Several lines of evidence from human and non-

human primate studies indicate that viral entry-dependent mechanisms cannot account for the 

full extent of CD4+ T cell loss observed during HIV infection. First, viral load (VL), a 

parameter of the extent of viral entry and replication is insufficient in explaining fully time to 

AIDS or rates of CD4+ T cell declines.  Dolan et al. found that ~9% and ~4% of variability 

in time to AIDS and CD4+ slope was explained by steady-state VL, respectively (7). 

Likewise, ~6% and ~3% of variability in time to AIDS and CD4+ slope, respectively, was 

explained by polymorphisms in CCR5 and CCL3L. Second, during chronic untreated HIV 

infection, relatively few HIV infected CD4+ cells can be detected, even in subjects with a 

high VL (23). Third, SIV infection of several non-human primate species does not cause 

AIDS despite high levels of viral replication (41). Together, these three observations suggest 

that host factors might have a comparable or even greater impact on disease progression than 

does the extent of viral replication, such that indirect, viral-entry independent mechanisms 

(those not attributable to HIV replication) might contribute significantly to HIV-AIDS 

pathogenesis.  

 

Epigenetics has the ability to alter gene expression, as demonstrated in other disease models. 

A change in the expression of the CCR5 gene is critical for HIV susceptibility/protection as 

demonstrated by many previous studies. Measuring DNA methylation could help explain the 

changes in the CCR5 gene expression, since methylated DNA does not allow the 

transcription machinery to bind, therefore resulting in lack of gene expression. Furthermore, 

using the CAPRISA cohort we are provided with the unique opportunity of measuring the 

DNA methylation levels in HIV negative individuals and following them over time to the 

point of HIV seroconversion, and thereafter followed up regularly during the course of HIV 
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disease progression. To our knowledge there have been no studies exploring the relationship 

between host epigenetics and HIV/AIDS.  

 

 

 

Materials and Methods 

 

 

Sodium Bisulphite Mutagenesis. 

 

Genomic DNA was bisulphite-modified and PCR amplified and individual clones were 

sequenced according to the original procedure described by Clark et al. (18). Concentration 

of NaHSO3 was increased to 5 M and time reduced to 5 hrs to increase kinetics of reaction 

and decrease template degradation.  Alternatively, bisulphite modification was performed 

using a commercially available kit (EZ DNA methylation Direct, Zymo Research), following 

manufacturer‘s instructions.  

 

PCR Amplification of CCR5 promoter 2, intron 2 and IL-2 

 

For CCR5 Pr2 methylation analysis, a 173bp fragment encompassing four CpG sites, located 

in CCR5 Pr2 at -776, -768, -702 and -681 positions was amplified. For quantification of 

CCR5 intron2 methylation, a 296-bp amplicon containing 6 CpGs in intron2: 2169, 2187, 

2258, 2311, 2342 and 2365 was designed. Primer sequences are listed in table 4. The PCR 
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reaction mix consisted of PCR buffer, 3 mM MgCl2, 200µM of each dNTP, 0.2µM of 

forward primer, 0.2 µM 5‘ biotinylated reverse primer, 2.5U Taq polymerase and 2-4 µL of 

bisulphite treated DNA. PCR was performed under ―hot-start‖ conditions to reduce non-

specific amplification. For amplification of Pr2, PCR cycling conditions were:  initial stage of  

80°C for 4 minutes and 94°C for 2 minutes, followed by 45 cycles of (94°C for 10 sec, 55°C 

for 30 sec and 72°C for 30sec) and a last stage of 72°C for 10 min. For amplification of int2 

fragment, similar conditions were followed but annealing temperature was 60°C. Successful 

PCR amplification was confirmed by gel electrophoresis. Five microliters of PCR reaction 

mixtures were mixed with 1µl of xylene cyanol sample loading buffer and loaded onto a 3% 

w/v agarose gel.   

 

Pyrosequencing 

 

Pyrosequencing was employed as strategy to quantify methylation levels in the genomic 

DNA and was performed by a commercial firm (Epigendx, MA). PCR products were then 

pyrosequenced with
 
the PSQ 96HS system (Biotage AB, Uppsala, Sweden), according to

 
the 

established method (8), primer sequences available on request. 
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Results 

 

 

CCR5 expression is crucial for HIV resistance or susceptibility; therefore the factors that 

affect the expression of CCR5 are significant. Hence, we examined the CCR5 expression 

using flow cytometry  CAPRISA cohort. We first calculated that number of cells expressing 

CCR5, thereafter we determined the number of CCR5 molecules on a cell. The CAPRISA 

cohort replicates previous findings (unpublished data) which show that these two factors were 

correlated with each other.  

 

Methylation negatively correlates with CCR5 expression  

 

To examine the impact DNA methylation has on CCR5 protein expression we conducted an 

experiment that measures the percentage methylation per CCR5 methylation site. The results 

show that there is a strong negative correlation between CCR5 expression and CCR5 DNA 

methylation sites (Table 1). The correlation matrix displays the Pearson‘s correlation 

coefficient and the p-values are shown in parenthesis for each measurement, significant 

values (p<0.05) are in bold. The percentage of cells CCR5 positive among CD4 positive cells 

shows a significant negative correlation with the CCR5 promoter 2 and IL-2 CpG positions 

(Table 1). Unactivated cells (HLA-DR-) showed greater significant negative correlations with 

the methylation positions than the activated cells (HLA-DR+).  Both %CCR5+ HLA-DR- 

CD4+ and Mean CCR5+ HLA-DR- CD4+ showed a significant negative correlation for most 

of the selected CpG positions (Table 1). 
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Table 1: Correlation matrix of CCR5 expression and methylation positions from CCR5 intron 2, promoter 2 and IL-2. 

 

CCR5 Intron 2  CCR5 Promoter 2  IL-2 

Pos #4 Pos #5 Pos #6 Pos #7 Pos #8 Pos #9 Pos 1 Pos 2 Pos 3 Pos 4 Pos #5 Pos #4 

% R5+ 

 in  

CD4+ 

-0.074 

(0.5126) 

-0.127 

(0.2609) 

-0.186 

(0.0988) 
-0.223 

(0.0467) 

-0.203 

(0.0711) 

-0.099 

(0.3828) 

 
-0.275 

(0.0135) 

-0.278 

(0.0126) 

-0.279 

(0.0121) 

-0.292 

(0.0085) 

 
-0.259 

(0.0205) 

-0.305 

(0.006) 

Geo Mean 

R5+ 

CD4+ 

-0.083 

(0.4639) 

-0.12 

(0.2883) 

-0.084 

(0.4609) 

-0.037 

(0.7439) 

-0.166 

(0.141) 

-0.125 

(0.2703) 

 
-0.035 

(0.7588) 

-0.02 

(0.8606) 

0.014 

(0.9015) 

-0.018 

(0.8738) 

 
-0.07 

(0.538) 

-0.092 

(0.4186) 

Mean  

R5+ 

CD4+ 

-0.168 

(0.1354) 

-0.033 

(0.7683) 

-0.142 

(0.2074) 

-0.174 

(0.123) 

-0.181 

(0.1076) 

-0.203 

(0.0714) 

 
-0.176 

(0.1179) 

-0.189 

(0.0929) 

-0.138 

(0.2212) 

-0.145 

(0.2007) 

 
-0.133 

(0.2391) 

-0.136 

(0.2279) 

%R5+ 

HLA-DR- 

CD4+ 

-0.166 

(0.1406) 

-0.118 

(0.2979) 
-0.253 

(0.0238) 

-0.244 

(0.029) 

-0.317 

(0.0042) 

-0.181 

(0.1086) 

 
-0.342 

(0.0019) 

-0.356 

(0.0012) 

-0.348 

(0.0016) 

-0.355 

(0.0012) 

 
-0.32 

(0.0038) 

-0.352 

(0.0014) 

Geo Mean 

R5+ HLA-

DR-CD4+ 

-0.049 

(0.667) 

-0.005 

(0.9652) 

-0.123 

(0.2768) 

-0.047 

(0.6772) 

-0.202 

(0.0729) 

-0.153 

(0.1741) 

 
-0.084 

(0.4575) 

-0.088 

(0.4368) 

-0.036 

(0.7542) 

-0.064 

(0.5757) 

 
-0.115 

(0.3088) 

-0.13 

(0.2491) 

Mean R5+ 

HLA-DR- 

CD4+ 

-0.214 

(0.0564) 

-0.097 

(0.3906) 
-0.237 

(0.0342) 

-0.186 

(0.0992) 
-0.267 

(0.0165) 

-0.24 

(0.0317) 

 
-0.251 

(0.0249) 

-0.241 

(0.0316) 

-0.184 

(0.1019) 
-0.244 

(0.0294) 

 
-0.229 

(0.0411) 

-0.226 

(0.0436) 

%R5+ 

HLA-DR+ 

CD4+ 

0.017 

(0.8797) 

-0.033 

(0.773) 

-0.034 

(0.7669) 
-0.221 

(0.0486) 

-0.045 

(0.6892) 

-0.036 

(0.7483) 

 
-0.106 

(0.3478) 

-0.099 

(0.3824) 

-0.125 

(0.2677) 

-0.108 

(0.3407) 

 
-0.097 

(0.3919) 

-0.143 

(0.2072) 

Geo Mean 

R5+ HLA-

DR+ CD4+ 

-0.084 

(0.458) 

-0.067 

(0.5557) 

-0.089 

(0.4304) 

-0.055 

(0.6259) 

-0.156 

(0.1674) 

-0.152 

(0.1788) 

 
-0.042 

(0.7102) 

-0.046 

(0.6861) 

-0.008 

(0.9439) 

-0.008 

(0.9459) 

 
-0.062 

(0.5847) 

-0.079 

(0.4841) 

Mean R5+ 

HLA-DR+ 

CD4+ 

-0.172 

(0.1262) 

-0.057 

(0.6143) 

-0.075 

(0.5111) 

-0.142 

(0.2077) 

-0.142 

(0.2099) 

-0.176 

(0.1178) 

 
-0.132 

(0.2415) 

-0.155 

(0.1685) 

-0.126 

(0.2659) 

-0.081 

(0.4748) 

 
-0.08 

(0.4796) 

-0.085 

(0.4528) 

*p-values are shown parenthesis under the respective correlation coefficient. Significant (p< 0.05) correlations are shown in bold. 
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DNA methylation and HIV acquisition  

 

To calculate if there is sample bias,for methylation quantification we compared DNA 

extracted from blood and compared it to DNA extracted from PBMCs. The results show that 

there is a significant difference between DNA extracted from whole blood and PBMCs. 

Bearing this in mind all the comparisons made in this study is from DNA extracted from 

whole blood. 

 

To determine the impact of DNA methylation on HIV risk of infection, we measured the 

selected CCR5 promoter2, CCR5 intron2 and IL-2 CpG positions. To account for changes 

over the course of disease progression, we grouped the HIV infected samples according to 

days post HIV infection i.e. 0-200, 200-400, 400-800 and >800 days (Figure 1). A 

comparison of HIV uninfected versus each HIV infected group for the selected CCR5 

promoter2, CCR5 intron2 and IL-2 CpG positions was performed. The data shows that there 

is a significant difference between HIV uninfected and the first HIV infected group (0-200 

days) for all CCR5 promoter 2 CpG positions and position 3 of intron 2. Thereafter the 

percentage methylation at subsequent timepoints showed a steady increase over time. The 

increase in methylation levels leads to a loss of significance noticed in the later HIV+ groups 

(400-800 and >800) (Figure 1). Overall, the data shows there is a decrease in the methylation 

levels from the HIV uninfected group to the HIV infected group within 200 days after 

infection. Thereafter the methylation levels increases over the course of disease progression.  

Also of particular interest, all significant positions show that in the HIV negative individuals 

DNA methylation is higher than the HIV positive individuals. This could possibly indicate a 
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protective mechanism found in the HIV negative individuals or it could also show that HIV 

infection is associated with demethylation of sites as a strategy to increase expression of a 

key entry coreceptor. It is thought that an increase in DNA methylation leads to a CCR5 gene 

structure and thus decreases the amount of protein being expressed. This decrease in CCR5 

protein expression results in fewer sites available for HIV to bind onto and hence results in a 

decrease likelihood of HIV acquisition.  

 

  0-200 200-400 400-800 >800 

Intron2 Pos -6 0.9158 0.5053 0.6917 0.0611 

Intron2 Pos -5 0.9288 0.3167 0.5247 0.0131 

Intron2 Pos -4 0.2928 0.9108 0.6404 0.0375 

Intron2 Pos -3 0.0017 0.0095 0.0795 0.0396 

Intron2 Pos -2 0.1127 0.3918 0.7475 0.1465 

Intron2 Pos -1 0.7905 0.6362 0.8738 0.0826 

Promoter2 Pos -31 0.0001 0.0055 0.2525 0.4458 

Promoter2 Pos -30 0.0001 0.0155 0.0959 0.507 

Promoter2 Pos -29 0.0007 0.0107 0.3324 0.8801 

Promoter2 Pos -28 0.002 0.07 0.325 0.7825 

IL2 Pos -6 0.8461 0.3566 0.0217 0.0112 

IL2 Pos -5 0.7518 0.2312 0.1116 0.0539 

P-values of HIV- samples versus HIV+ samples at various timepoints. 

Figure 1: CCR5 promoter2, intron2 and IL-2 DNA methylation levels compared against HIV 

uninfected and infected samples. The HIV infected samples are grouped according to days 

post infection. Table shows the p-values of HIV negative samples against each HIV positive 

group. 
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The HIV negative individuals are then  compared to the HIV positive group, thereafter 

weexamine the methylation patterns for each individual before sero-conversion and compare 

this to post sero-conversion. The unique CAPRISA cohort was excellently designed for us to 

test this; since individuals were recruited during the HIV negative phase and followed up till 

seroconversion and even followed up after sero-conversion.  

 

Figure 2 shows an individual whom we have pre- and post-seroconversion timepoints, the 

lighter blue bars indicate the HIV negative timepoint, which is calculated to be 116 days 

before date of infection (calculation for date of infection is explained in the Material and 

Methods section). The second timepoint is 138 days after date of infection, while the third 

timepoint is approximately a year (382 days) after infection. There is a significant drop in the 

DNA methylation levels from pre-infection to post-infection. Most of the selected positions 

show a significant decrease between the pre and post infection time points. A further 

important note in this result is after infection the methylation levels remain at about the same 

level or decreases slightly. This is interesting, because when we examine the individuals viral 

load and CD4 count it can be assumed this person is progressing faster to AIDS due to a high 

viral load and low CD4 count (below 400 cells/mm
3
) the source of DNA. This therefore 

implies the methylation levels are tracking the most commonly used markers of disease 

progression i.e. viral load and CD4 count. The DNA extracted from these samples for the 

three time points were from whole blood.  
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Figure 2: The comparison of the pre and post infection methylation levels from the same 

individual. The log VL and CD4 count is plotted against weeks post infection. The date 

drawn for the sample used in the methylation experiments is indicated on the graph.  

 

 

Examining an individual with a higher CD4 count (>800) and a lower viral load showed that 

after infection the individuals methylation levels increased over the course of disease 

progression (Figure 3). This data provides further evidence to the hypothesis that methylation 

levels are tracking the markers for disease progression CD4 count and viral load. The first 

timepoint (10/2/2007) was taken 59 days after infection, while the second (12/12/2007) and 

third  (8/26/2008) timepoints were taken 130 and 388 days after infection respectively.  
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Figure 3: An individual after HIV infection with methylation levels for serial timepoints. The 

CD4 counts and viral loads are plotted against weeks post infection. This individual has a 

higher CD4 count (>800 cells/mm
3
) and a lower viral load. The methylation levels are 

measured at specific days after infection and these are indicated on the graph.  

 

 

Comparison of methylation levels between mucosal and peripheral blood samples.  

 

As shown by many studies the site of HIV transmission i.e. mucosal sites, have differences in 

the CCR5 expression when compared to peripheral blood (32). Therefore, examined how the 

methylation levels might play a role in this change in expression. In the CAPRISA HIV 

negative group vulvovaginal swabs were collected and DNA isolated and methylation levels 

measured. When we compare the average vaginal and PBMC methylation levels for 10 

individuals (figure 4), we notice that the vaginal methylation levels are significantly higher 
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than the levels found in PBMCs.  The CCR5 promoter 2 positions show the most drastic 

differences in the methylation levels.  

 

Taking a representative individual, when we compared the vaginal sample to that of the 

matched PBMC sample, there are striking differences between the two (figure 4b). The 

methylation levels in the vaginal samples are significantly higher than those in the PBMCs. 

Since these women are female sex workers the route of transmission is probably via the 

vagina. Higher levels of methylation in the vagina results in lower levels of CCR5 

expression, and could therefore indicate a protective mechanism for HIV entry.  
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Figure 4: DNA methylation patterns from mucosal tissue compared to that from peripheral 

blood cells. (A) Average DNA methylation levels for vaginal and PBMC samples for 10 

individuals, (B) representative individual whose DNA methylation levels from the vagina are 

compared to the DNA methylation levels from the matched PBMC sample. 
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Discussion 

 

The levels of CCR5 expression have been shown to be extremely important for HIV 

infection, individuals with lower levels of CCR5 expression have decreased likelihood of 

acquiring the virus due to the reduced number of coreceptors sites available. In this study we 

measured the CCR5 expression and to get a better understanding as to what factors effect the 

CCR5 expression we also measured the DNA methylation and determined how these two 

factors correlate with each other.  

 

The results show a  negative correlation between the CCR5 promoter 2 gene region as well as 

the CCR5 intron 2 gene region with the CCR5 expression. Upon selecting  some sites to 

measure the DNA methylation levels, it was noticed that these sites correlated negatively 

with the CCR5 expression i.e. as the methylation levels increased the expression of the CCR5 

gene decreased, therefore implying that the methylation levels played a role in the CCR5 

expression. The negative correlation on gene expression is particularly important because 

factors that affect the DNA methylation will directly affect the CCR5 expression and hence 

influence HIV susceptibility. Important drug discoveries that promote the methylation of a 

gene could be extremely useful in decreasing the expression of certain genes like CCR5, 

which assist the virus getting into the host cell. Drugs such as hydralazine, and procainamide 

are known to inhibit DNMTs, resulting in hypomethylation.  By analogy, the recently FDA 

approved drug decitabine, or 5-azadC for the treatment of myelodysplasic syndrome also 

induces DNA demethylation by selectively blocking DNMT, in an irreversible manner. 
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A difference in the DNA methylation levels between the HIV negative and positive 

individuals indicates that there is a protective mechanism in play found in the HIV negative 

individuals or active demethylation subsequent to infection. It can be assumed that since the 

DNA methylation levels are higher in the HIV negative subjects, this leads to a decrease in 

the expression of CCR5 (as shown in the above experiment and unpublished data) and hence 

leaves fewer coreceptor binding sites available for HIV-1 entry into the cell. The HIV 

positive subjects have lower DNA methylation therefore indicating that there is more CCR5 

gene expression on the cell surface and thus a greater chance for HIV to bind, hence leading 

to greater infections. In this study we also decided to follow one individual from the HIV 

negative state till the HIV positive state and compare the methylation levels in each of these 

states. Interestingly, the DNA methylation levels in the HIV negative state was much higher 

that post HIV infection, once again showing that within the same individual there is 

protection in the HIV negative state and this protection is lost and hence the individual 

serconverters. Following an individual during the course of HIV-1 progression and measuring 

the methylation at different points eliminates the patient to patient variation in the 

methylation levels as explained above. Also the CAPRISA cohort is perfectly suited to 

measure both uninfected and infected timepoints. This is first study that addresses the 

question of HIV acquisition and DNA methylation. 

 

Upon comparing different sources of DNA the results indicated there are significant 

differences in the methylation levels between the samples extracted from whole blood to that 

of PBMC. DNA extracted from PBMCs show a decrease in DNA methylation while the 

sample from whole blood are elevated which could be due to the presence of other cell types 

that increase the methylation content. Therefore that comparison of DNA extracted from 

different sample sources should be analyzed with much caution.   
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HIV disease progression is the stage after infection, this stage is extremely important as there 

are approximately 35 million people infected with HIV around the world. In this study we 

examined the effect of DNA methylation on disease progression. Using the selected positions 

mentioned above for the CCR5 promoter 2 and intron 2 regions we measured the methylation 

levels for two time periods after HIV infection. The result indicated that there was no 

significant difference in the DNA methylation after HIV infectionindependent of  when the 

samples were drawnThe data indicates that  that samples that was drawn one year after 

infection and compared to a sample two years after infection, for the same individual, there is 

no significant change in the methylation levels.  

 

The site of infection has also shown to be extremely important for HIV infection, as the 

mucosal sites show a distinct depletion of CD4+ memory T cells. Previous studies have 

shown this mucosal CD4+ memory T cells depletion using the simian immunodeficiency 

virus (SIV), and also shown in the HIV (4) infection model (33, 48). This therefore implying 

that these mucosal CD4+ T cells are the first line of target cells from HIV due to their 

increased levels in CCR5 surface expression (32).  Examining the levels of DNA methylation 

for the CCR5 gene, we noticed the mucosal samples had a higher level of DNA methylation 

compared to DNA extracted from PBMC‘s. Therefore indicating that at the site of infection, 

the vagina, there is lower expression of CCR5 therefore leading to a decreased likelihood of 

acquiring HIV. Our results show in the highly exposed HIV negative individuals examined 

,there is higher DNA methylation in the mucosal sites implying lower expression of CCR5 

offers protection against HIV-1 infection. Since the individuals are female sex workers the 

route of viral entry is more likely to be via the mucosal route.  
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We have some limitations in our study; firstly we were unable to measure the CCR5 

expression in the mucosal samples due to the limited number of cells. Secondly, we measured 

the CCR5 DNA methylation for all cell populations from the mucosal area. This might create 

bias as other cell type like epithelial cells could inflate the methylation levels. Thirdly, the 

sample size was relatively small and we could not account for the effect of intercurrent 

sexually transmitted infections upon HIV acquisition risk. Notwithstanding these limitations, 

the cohort we evaluated has strengths that tend to offset these limitations. The study design 

was not a cross-sectional comparison of HIV-negative versus HIV-positive subjects. The 

study participants were derived from a cohort of high-risk HIV-negative women, including 

commercial sex workers, who were enrolled when they were HIV-negative and then, 

prospectively and longitudinally evaluated in an intensive manner.  

 

In summary, we show that there is a significant negative correlation associated with the DNA 

methylation levels in the CCR5 regulatory regions with the CCR5 expression on the cell 

surface. Therefore implying, a increase in DNA methylation levels in the CCR5 regulatory 

regions will result in a decrease on the expression of CCR5 and vice versa. Hence effecting 

the  HIV aquistion. Our results also demonstrate that within the CCR5 regulatory regions 

there are significant differences in the DNA methylations levels between the HIV- uninfected 

and HIV–infected samples, furthermore the results also indicate that after HIV-1 infection the 

DNA methylation levels tend to increase over the course of disease progression. Individuals 

with a high viral load and low CD4 count decrease the DNA methylation levels, whereas 

individuals with a low viral load and high CD4 count are able to increase the DNA 

methylation levels. An importance in examining samples at the site of infection can be 
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highlighted by the difference in methylation levels noticed between mucosal and peripheral 

blood samples. Future work would involve exploring samples at the site of infection by 

measuring the level of expression and stratifying cells into different classes to avoid inflated 

methylation levels. 
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Host genetic factors have been studied to understand how these mechanisms achieve viral 

protection. The sex worker cohorts provides a great opportunity for testing these host genetic 

factors. Furthermore one of the areas that has been severely affected by the HIV pandemic is 

sub-Saharan African, yet most HIV studies are conducted in the western world. There has 

also been data showing that females have an elevated risk of acquiring HIV (94, 162) 

therefore our study is particularly important since we examined black female sex worker 

cohort for host genetic factors that may play a role in conferring resistance to HIV infection.  

 

Not much is known about the HIV protective mechanisms in individuals of African descent. 

Therefore we decided to focus our attention on one of the genes that has shown to be the most 

effective and potent HIV protective mechanisms of all the host genetic factors studied. The 

CCR5 gene that has the CCR5 Δ32 polymorphism is predominantly found in individuals of 

European descent. However, since individuals of African descent have this polymorphism at 

very low levels, we focussed on different aspects of the CCR5 gene that have shown to play a 

role in HIV resistance, other genetic polymorphisms found in the gene region, the CCR5 

ligands- CCL3L and CCL4L, CCR5 expression, DNA methylation in the CCR5 promoter and 

intron regions. We also examined another receptor for chemokines that has been shown to 

play a role in HIV protection in individuals of African descent, i.e. DARC (114), although 

this association has been disputed in some studies (129, 140, 308, 316). 

 

There are various gaps in knowledge regarding the above mentioned mechanisms; this study 

is aimed to address some of these gaps in knowledge. After examining the results from this 

study indicates that we have determined various factors that play a crucial role in HIV 
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resistance and hence demonstrate that there are some vital protection mechanisms against 

disease progression. This is the first study, to our knowledge, that extensively examined these 

genetic associations in susceptibility to HIV-1 infection in an adult African cohort.  

 

DARC 

 

A study done by He et al, showed that a polymorphism found in the promoter region of the 

DARC gene conferred resistance to HIV infection and disease progression (114). However, 

four independent groups reported that they could not replicate He et al findings (129, 140, 

308, 316). He et al in their riposte explained that their reported associations was not 

replicated due to population stratification, and suggested that the disparate associations of 

DARC genotype with HIV-AIDS susceptibility may be explained partly by differences in 

cohort characteristics and endpoints evaluated (113). A further study done by Kulkarni et al 

found that the influence of the Duffy-null state on clinical outcome was evident mainly in 

Duffy-null subjects who at HIV diagnosis during the early stages of their infection also had 

low WBC counts (158). Another study done by Detels et al in 1994, had demonstrated that in 

men from the Multicenter AIDS Cohort Study (MACS) resistance to HIV infection was due 

to the influence of circulating levels of leukocyte subsets with high neutrophil and CD8+ T 

cell counts (64). Reich et al showed that despite the strong association with African ancestry, 

DARC -46C/C may be a causal variant for the leukopenia/neutropenia observed in an African 

American cohort (250). 
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In this study, using the above information as a baseline of knowledge we explored the 

CAPRISA cohort since this cohort is particularly suited for these analyses. Our study yielded 

three major findings, high platelet and low WBC counts associated with increased HIV 

susceptibility, the DARC-negative trait is a strong predictor of neutrophil counts and finally 

DARC-negative subjects with <2,500 neutrophils/mm
3
 had a ~2.5-fold increased risk and rate 

of acquiring HIV relative to all other study participants. 

 

Results are reproducible with previous studies,  that a high neutrophil count is associated with 

HIV resistance (64), in our study we show that a high platelet count and low WBC count is 

associated with an increased risk of HIV susceptibility. Furthermore, the low WBC is 

predominantly due to the low neutrophils, and demonstrated here that individuals with 

<2,500 neutrophils/mm
3
 have an increased likelihood of acquiring HIV. When we compared 

individuals that had a baseline count of <2,500 neutrophils/mm
3
, these individuals (27% of 

cohort at enrolment) had a nearly three-fold increased HIV risk when compared to 

individuals having higher initial neutrophil counts.  

 

The GWAS result using the neutrophil count as a quantitative outcome indicated that the 

DARC-negative trait (DARC T-46C) associated most strongly with neutrophil counts with a 

p-value of 1.4x10
-8

, and after removing outliers p-value is 2.69x10
-8

, when we adjust the top 

ten PCs the p-value is p=7.9x10
-11

. This result was consistent with previous findings (250). 

 

When we examine the third and novel finding, it shows the DARC-negative individuals who 

have a low neutrophil count of <2,500 neutrophils/mm
3
 are at a much greater risk (about 2.5 
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fold) of acquiring HIV. These results suggest that there is a close triangulation among a pre-

infection low neutrophil count, Duffy-null state and HIV risk. However, because of the close 

association of the Duffy-null state with low neutrophil counts, it is not possible to ascribe an 

independent effect of low neutrophil counts or the DARC-null state on HIV risk, and hence 

these two host factors may as act either independently or as a conjoint genetic-cellular 

determinant. 

 

The result obtained showing platelet counts associating with HIV risk, is consistent with 

multiple lines of evidence suggesting that platelets provide a key interface between 

coagulation and inflammation/immunity (62, 289), which in turn may play an important role 

in HIV risk; notably these pathways have also been implicated in HIV disease outcome (159). 

Also since the neutrophils are the primary defenders against infections and also play a vital 

role in the adaptive immunity against HIV (215). Also, since the neutrophils are a major 

source of β-defensins
 
1–4, this could possibly be another control mechanism used for HIV 

replication. 

 

. Using HRW/CSW cohort from Africa we demonstrate that low neutrophil and high platelet 

counts associated with an increased risk of acquiring HIV, and the Duffy-null state associates 

strongly with a low neutrophil count, and finally showing that Duffy-null subjects those who 

also have a low neutrophil count have an increased risk and rate of acquiring HIV infection. 

Since a low neutrophil count and Duffy-null state is prevalent in individuals of African 

descent, the combination of these two detrimental factors may be responsible for some of the 

increase in HIV. Further work will need to be conducted in order to determine the impact of 

this unfavorable genotype-hematological determinant in people of African ancestry. 
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Chemokine Gene-rich 17q12 region and HIV-AIDS susceptibility 

 

To the best of our knowledge this study represent the first detailed characterization of the 

combinatorial gene content generated within a CNVR in world-wide populations.  The results 

indicate that complex CNVs within a chemokine gene-rich region on chromosome 17q12 

results in a striking degree of inter-individual and inter-population differences in chemokine 

gene content. Furthermore, evaluation of a well-characterized cohort of South African 

women, that included commercial sex workers, demonstrated that it is the combinatorial 

content of CCL3L- and CCL4L-related genes rather than the gene dose of any one of these 

genes that affects both HIV susceptibility and disease progression. Specifically, our results 

point to an important role for the balance between the copy number of protective (CCL3La 

and CCL3Lb) versus detrimental (e.g., CCL4Lb) chemokine genes in influencing HIV 

susceptibility, viral replication and CD4+ T cell loss. Thus, our results highlight that the CNV 

of chemokine genes are an excellent model system to (i) evaluate the extent of genomic 

architectural complexity in the form of smaller CNV within a segmental duplication or 

CNVR, (ii) gain further insights into the evolutionary history of CNV of immune response 

genes, (iii) investigate the impact of this genomic complexity on susceptibility to human 

diseases especially infectious, autoimmune or inflammatory diseases, and (iv) advance the 

concept that failure to account for the combinatorial genomic content of distinct CNVs, 

including their population-specific distributions, may both confound association studies and 

pose challenge for the full characterization of human genome sequence.   

 



 

207 

 

The extensive combinatorial content of chemokine genes is unprecedented and is 

consequence of complex CNV of CCL3L and CCL4L genes that can be broadly categorized 

into those that encode classical secreted chemokines, i.e., CCL3La (CCL3L and CCL3L2) and 

CCL4La (CCL4L2), versus non-classical chemokines, i.e., CCL3Lb (CCL3L2) and CCL4Lb 

(CCL4L1); CCL3L and CCL3L3 are classified as CCL3La because they both are predicted to 

encode identical proteins.  

 

From an evolutionary perspective, the duplication of potent immune response chemokine 

genes may be reflective of eons of co-evolution of primate and viral genomes (100). This is 

underscored by what appears to be two evolutionary trade-offs: first, increasing dosages of 

genes that transcribe classical secreted chemokines (CCL3La and CCL3Lb) are offset by 

increasing dosages of genes that transcribe mRNA isoforms that are not classical 

chemokines; and second, the observed inverse correlation between the copy number of 

CCL4La (secreted chemokine) and CCL4Lb (non-secreted chemokine) suggests that in some 

populations there might be an evolutionary pressure to maintain a balance between classical 

and non-classical CCL4L genes. Because high gene doses of functional chemokines would 

have imparted a persistent pro-inflammatory state, it is conceivable that the presence of these 

non-classical chemokine genes may have evolved to counter-balance the pro-inflammatory 

effects associated with possession of a high gene content of secreted classical chemokines. 

This thesis is supported by the observation that activated CD8+ T cells from subjects who are 

null for the gene encoding CCL4La (the classical secreted CCL4L variant), but possess 

CCL4Lb gene (encoding a non-classical chemokine) express lower amounts CCL4, a CCR5-

specific chemokine (49). By analogy, in preliminary studies, we have found that possession 

of CCL3Lb is associated with reduced expression of the classical chemokine CCL3L 
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following stimulation of peripheral blood mononuclear cells with the microbial product 

lipopolysaccharide.   

 

The cohort of HIV-uninfected and –infected South African women afforded the unique 

opportunity to determine whether the combinatorial content of chemokine genes versus the 

dose of a single chemokine gene (e.g. CCL3L) influenced HIV susceptibility.  We identify 

concordant associations for duplicated chemokine genes across three phenotypic endpoints: 

HIV susceptibility, viral load setpoint, and rate of CD4
+
 T cell decline. Specifically, we find 

that these phenotypic endpoints are influenced not only by the quantitative content of each 

chemokine gene per se, but by the combinatorial content or balance of these genes.  

 

Our findings suggest that restricting CNV-phenotype analysis solely to the CCL3L-segmental 

duplication alone, although providing an aggregate estimate of all CCL3L-related genes, may 

in some instances provide an incomplete assessment of the phenotypic impact of chemokine 

CNVs for three main reasons. First, our findings demonstrate that there is a complex 

population-specific correlation pattern between the CNV of different chemokine genes and 

hence as reflected in this study, failure to account for the effects of both CCL3L and CCL4L 

genes obscures the associations of this locus with HIV-AIDS susceptibility.  Second, a role 

for the CNV of CCL4L independent of CCL3L in HIV-AIDS has been identified in cohorts of 

European ancestry (49, 275): in a cohort of adults from Spain demonstrated that subjects 

lacking CCL4La but possessing CCL4Lb had an increased risk of acquiring HIV infection 

(49). A separate study, demonstrated that in Ukranian children exposed perinatally to HIV the 

impact on HIV-AIDS susceptibility of the chemokine gene-rich locus on 17q12 was 

dependent on the balance between the doses of genes conferring protective (CCL3La and 
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CCL4La) versus detrimental (CCL4Lb) effects; the frequency of subjects with CCL3Lb was 

too low to determine an independent effect of this gene (275). Concordantly, we find that a 

similar balance also impacts on HIV susceptibility and laboratory parameters predictive of 

AIDS risk in the CAPRISA cohort. Third, the region on 17q12 that has undergone segmental 

duplication is large (~100 kb) and is thought to be replete with many breakpoints that can 

lead to duplicated segments that vary in chemokine gene content amongst individuals (40, 

202, 249, 293).  

 

On the basis of the known HIV-suppressive effects of CCL3L/3 (CCL3La) and our 

preliminary results suggesting that CCL3Lb gene product may impart anti-inflammatory 

properties (data not shown), we propose a model wherein CCL3L-related genes may 

influence HIV susceptibility through a dual mechanism: firstly, via the anti-HIV effects 

associated with CCL3La gene products (CCL3L and CCL3L3) and secondly, by dampening 

inflammation, a key component of HIV pathogenicity, via the CCL3Lb gene product.   

 

In conjunction with the results of previous studies (reviewed in (112)), including a recent 

report suggesting that HIV preferentially selects for subjects with a low gene dose of the 

CCL3L-containing segmental duplication, these findings support a strong link between 

chemokine gene CNV and HIV-AIDS susceptibility.  

 

The associations of the CCL3L-containing segmental duplication with HIV-AIDS 

susceptibility have been contested by two groups (21, 298), and Field et al asserted that the 

methods employed to quantify CCL3L-related genes were inaccurate (79). He et al in their 
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riposte to these contestations outlined methodological, genetic and epidemiologic reasons 

why inter-cohort differences in the associations of CCL3L CNV may have been observed 

(112).  The results obtained in this study support the original findings that individuals who 

possess low CCL3L gene containing segmental duplications have an increased likelihood of 

acquiring HIV.  

 

When we calculate the effect of the complex patterns of chemokine gene content impact upon 

evaluation of vaccine efficacy, we notice that individuals that represent good candidates for 

vaccine trials are high-risk individuals such as those included in this study. We found that the 

women who seroconverted during prospective follow-up were more likely to possess a low 

dose of CCL3L genes at the time of enrollment into the study. Analyses of intravenous drug 

users, another high-risk group, suggested that HIV may preferentially select for subjects with 

a low dose of the CCL3L-containing segmental duplication (133).  Hence, hypothetically 

enhanced susceptibility associated with a low copy number may overshadow or nullify the 

benefits of a partially protective vaccine. Furthermore, because communicability is related to 

the viral load of the transmitting partner (7, 47, 103, 243, 310), chemokine gene content, by 

influencing the degree of viremia and immune deficiency as reflected by CD4 cell declines, 

may also affect sexual transmission rate by vaccinated subjects who become infected with 

HIV subsequent to vaccination. Thus, as chemokine gene balance impacts on four parameters 

relevant to the evaluation of vaccine efficacy (acquisition, viral load, CD4
+
 T cell decline, 

and transmission rate) (91, 294), accounting for combinatorial chemokine gene content 

should improve the ability to assess true vaccine efficacy.  This premise is also supported by 

our modeling studies, wherein we find that even low levels of unbalanced trial arm allocation 

of participants with protective or detrimental CCL3L-CCR5 genotypes may confound the 

outcome of a vaccine trial (157). Further, the immunological phenotypes linked to CCL3L
high

-
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CCL4L
low

 and CCL3L
low

-CCL4L
high

, the most protective and detrimental genotypes against 

HIV acquisition detected in this study, may provide important information regarding the 

immune correlates of protection. 

 

The discovery of the complex combinatorial inheritance pattern of chemokine genes has 

broad relevance to gaining a better appreciation of the phenotypic impact of CNVs on a wide 

variety of diseases (53, 183, 194, 249, 268, 323). We suggest that given the population-

specific nature of the chemokine CNVs, and possibly other CNVs, this appreciation will 

require careful attention to the epidemiologic features of the study as well as fine-scale 

analyses of the phenotypic impacts of distinct CNVs, rather than assessment of any single 

component of a genomic region that has undergone segmental duplications. A similar 

premise was also advanced by the authors of a study that used high-resolution array-based 

comparative genomic hybridization to interrogate known CNV regions (231).  Hence, despite 

the considerable excitement over the potential functional significance of CNVs, genotype-

phenotype studies directed at uncovering the disease phenotypes of CNVs may need to 

account for this largely uncharacterized complexity, which may be a difficult undertaking 

using solely whole genome-sequencing approaches. 
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DNA methylation and CCR5 expression 

 

The levels of CCR5 expression have been shown to be extremely important for HIV 

infection, individuals with lower levels of CCR5 expression have decreased likelihood of 

acquiring the virus due to the reduced number of coreceptors sites available. In this study we 

measured the CCR5 expression and in order to help understand which factors play a role in 

the change in the CCR5 expression we also measured the DNA methylation and determined 

how these two factors correlate with each other.  

 

There were a number of different and important findings in this study and can be summarised 

as follows; firstly, we show that there is a strong significant negative correlation associated 

with the DNA methylation levels in the CCR5 regulatory regions with the CCR5 expression 

on the cell surface. Secondly, our results also demonstrate that within the CCR5 regulatory 

regions there are significant differences in the DNA methylations levels between the HIV 

uninfected and –infected samples. Thirdly, the results also indicate that after HIV-1 infection 

the DNA methylation levels tend to increase over the course of disease progression. 

Individuals with a high viral load and low CD4 count decrease the DNA methylation levels, 

whereas individuals with a low viral load and high CD4 count are able to increase the DNA 

methylation levels. Finally we noticed differences in methylation levels between mucosal and 

peripheral blood samples displays the importance of examining samples at the site of 

infection.  

 

These results demonstrate the importance of host epigenetics on infectious diseases, by 

showing changes in DNA methylation levels results in changes in the gene expression and 
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hence results susceptibily or protection to HIV-1. Further investigation is required to 

understand the mechanisms. 
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CHAPTER 8 - CONCLUSION 
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The various results obtained in this study support the proposal that there are genetic and 

epigenetic determinants in chemokines and chemokine receptor genes that influence HIV-1 

susceptibility and disease progression. The cohort examined in this study included individuals 

of African ancestry, with HIV-1 high risk female sex workers, we show there are various 

independent factors that enhance or protect these individuals against HIV-1 infection and 

disease progression. Firstly, pre-seroconversion neutrophil and platelet counts influence risk 

of HIV infection. The trait of Duffy-null-associated low neutrophil counts influences HIV 

susceptibility. Secondly, the combinatorial content of the genes in the 17q12 region, namely, 

CCL3L- and CCL4L-related genes rather than the gene dose of any one of these genes 

influences both HIV susceptibility and disease progression. Specifically, our results point to 

an important role for the balance between the copy numbers of protective (CCL3La and 

CCL3Lb) versus detrimental (CCL4Lb) chemokine genes in influencing HIV susceptibility, 

viral replication and CD4+ T cell loss. Our findings underscore that subjects with a low dose 

of CCL3L genes are preferentially infected with HIV. Finally, we demonstrate a strong 

negative correlation between the methylation levels from the CCR5 promoter and intron 

regions with the CCR5 expression levels and further show that the DNA methylation status is 

lower in HIV+ subjects compared to HIV- subjects. 

 

There is extensive heterogeneity in the risk of acquiring HIV-1 and in the rate of disease 

progression among HIV infected persons. These studies reinforce that both genetic and 

epigenetic factors are likely to influence HIV-AIDS pathogenesis.  Hence, when evaluating a 

vaccine in subjects enriched for protective genetic-epigenetic factors, misallocation of 

favorable versus unfavorable genetic-epigenetic factors in trial arms might result in spurious 

estimates of a vaccine‘s efficacy because it might be difficult to differentiate between 

protective effects of the HIV vaccine versus those of protective genetic-epigenetic factors.   
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