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“The pursuit of truth and beauty is a sphere of activity in which we are permitted to
remain children all our lives.”

Albert Einstein





Abstract

The advent of mobile and single-sided NMR enabled performance of non-destructive
and non-invasive analysis, boosting NMR experiments in polymer and cultural heritage
sciences. Relying on arrangements of permanent magnets, this technology is not as ex-
pensive as conventional NMR and supports possibilities of measuring different parts of
a heterogeneous sample. The available techniques for assessment of re-crystallization
as evidence of thermal fusion in joints of PE pipes or the evaluation of polymer cross-
link density heretofore required sample destruction or expensive methodology in order
to generate accurate conclusions; unilateral NMR can easily provide good results. The
depth-dependent monomer mobility in a photo-curing reaction could also be explored
with single-sided sensors to probe the reaction kinetics with spatial resolution. Many
studies in the field of cultural heritage, such as the evaluation of damaged stone arti-
facts, must be carried out in situ, which is possible using single-sided NMR devices.
Analysis of the degradation state of ancient paper and parchment, as well evaluations
of canvas conditions from easel paintings and studies of ancient pottery, require fully
non-invasive methodology. This work proposes innovative utilization of a single-sided
sensor, the NMR-MOUSE, to ascertain crystallization, cross-linking and real-time cur-
ing observations of polymers and to evaluate a new self-developed inorganic dispersion
solution for restoring degraded stones, to detect elementary composition in old pottery,
to characterize the damage level of parchments and handmade Chinese paper and, fi-
nally, to characterize techniques for canvas reinforcement. It was possible to detect
the increase of crystallization generated by a cold-fusion process and the increase in
cross-link density of polyethylene created by absorption of β radiation, and also un-
derstanding spatiotemporally the photo-curing process of dental resins. Another result
indicates changes in porosity of stones due to consolidation and helps to identify the
optimum treatment. Furthermore, the transverse magnetization decay in ancient pot-
tery showed excellent correlation with the iron quantity and good correlation with the
carbon content. Experiments with damaged parchment revealed details of aging, partic-
ularly through the use of an innovative two-dimensional NMR experiment. Through a
relaxation experiment, it was noted that ancient hemp paper is the kind of paper least
sensitive to aging, followed by rice paper and bamboo paper, the most aging-sensitive.
Several analyses were made with the help of multivariate data analysis, mainly partial
least square (PLS), a robust method that reduces the number of variables. In sum,
this thesis explores the NMR-MOUSE sensor as a tool for studying spin relaxation of
polymer and cultural heritage samples and supports the feasibility of data processing by
exponential curve-fitting, inverse Laplace transformation and multivariate data analysis.

key-words: NMR-MOUSE ; single-sided NMR; polymers; cultural heritage.





“A saudade que se guarda das coisas da vida,

que a gente gozou,

pode inté se arrelembrar,

tantas coisas velhas que já se passou,

quanto mais passado o tempo,

mais o amor aumenta,

mais saudade vem,

mode a gente arrelembrar,

dos amor querido que a gente quis bem.”

Dominguinhos

not dedicated to the saudade. . .
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1. Introduction

Since the discovery of spin by Stern and Gerlach [1] and with improvements in measuring
magnetic moments made by Bloch [2] and Purcell [3], nuclear magnetic resonance (NMR)
has achieved fundamental importance in science. NMR has already been recognized in
conjunction with four Nobel prizes: Bloch and Purcell, in 1952; Ernst in 1991; Wüthrich
in 2002 and Mansfield and Lauterbur in 2003.

In the early 1990’s, almost all NMR researchers were working on techniques to
increase magnetic field homogeneity, designing more and more complex NMR systems.
Taking the opposite direction, two researchers at the Max Planck Institute for Polymer
Research in Mainz (Germany), Blümler and Blümich, in 1993 returned to the work of
Jackson et al. [4] and took the first steps toward building a portable NMR device [5].
They realized that homogenous fields were sometimes not required, and even an inho-
mogeneous magnetic field could distinguish among heterogeneous regions of soft matter.
Such a system was born at the Rheinisch-Westfälische Technische Hochschule Aachen
(RWTH Aachen University, Germany) in 1996. For its resemblance to a computer mouse
in its mobility for scanning objects, it was baptized NMR-MOUSE, for nuclear magnetic
resonance mobile universal surface explorer [5, 6].

The great advantage of their discovery was the possibility of non-destructive ex-
ploration inside arbitrary-sized objects. Now the magnet could be taken to the sample,
rather than the sample to the magnet, as in conventional NMR. However, the inhomoge-
neous magnetic field would provide relaxation analysis of the magnetization in materials
[5–7].

The sensitive volume of an NMR-MOUSE is well defined, so layers at different
depths can be accessed, up to few centimeters deep. By shifting the relative MOUSE-
sample distance, different layers of a sample can be revealed with different magnetization
characteristics [8]. More recently, advances in the NMR-MOUSE magnetic field have
enabled acquisition of sample chemical information [9] and imaging [10].

Different domains of a semi-crystalline polymer have different behaviors in a mag-
netic field [11, 12]. Such capacity can provide information about cross-link densities in
rubber or the degree of environmental degradation of polymers. This work will present
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1. Introduction

new results from measuring NMR relaxation; evaluating the re-crystallization degree
of the heat fusion joining process, used to connect two different pipes’ ends (section
4.1.1); ascertaining differences in cross-link density of polyethylene samples with few
differences of absorbed β-radiation (section 4.1.2) and judging capabilities of the NMR-
MOUSE following depth and time-dependent photo-polymerization reactions (section
4.1.3).

Working with samples of interest to cultural heritage science requires non-destructive
analysis, minimal human intervention and no changes in the material. Single-sided NMR
sensors easily meet these conditions [13]. With the help of the NMR-MOUSE, painting
layers could be explored with non-invasive methodology [14–17], and degraded paper
and photo-papers [18–20] and parchments [21–23] could be analyzed without damaging
fragile materials. Also, significant results were obtained evaluating preservation method-
ology for sculptures [24–27] and investigating a well-preserved Neolithic mummy, Oetzi,
the Iceman [28]. The coming chapters will describe some new investigations in the
cultural heritage field, such as evaluation of a new re-filling consolidation process for
remedying damaged sandstones (section 4.2.1), correlation of elementary composition
with magnetization decay in ancient potteries (section 4.2.2), a study of NMR relax-
ometry in damaged parchments (section 4.2.3), a discriminate experiment in ancient
Chinese paper (section 4.2.4) and identifying the lining or reinforcement with canvas of
easel paintings from a second layer (section 4.2.5).

All the experiments were performed with the NMR-MOUSE, so they were non-
invasive and did not require sample destruction. The acquired data were explored using
methods such as data fitting, inverse Laplace transform and robust data evaluation
provided by multivariate data analysis (Appendix A).

1.1 NMR

1.1.1 Overview

In 1922, while conducting an electron scattering experiment, Otto Stern and Walther
Gerlach realized that a gradient magnetic field could induce level separation in an elec-
tron beam. A new physical quantity of angular momentum was found and labeled spin.
This experiment is called the Stern-Gerlach experiment [1]. Three years later, Wolfgang
Pauli announced his exclusion principle and introduced the spin concept [29].

In the following years, researchers made great strides in evaluating magnetic mo-
ments. Isidor Isaac Rabi and collaborators noticed in 1939 that some hydrogen nuclei,
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1.1. NMR

in the presence of a gradient magnetic field and a high vacuum, had an absorption pref-
erence for particular radio frequencies. This experiment is considered to constitute the
discovery of nuclear magnetic resonance (NMR), and for this reason Rabi was awarded
the Nobel Prize in Physics for the year 1944 [30].

Further, Felix Bloch [2], independently and simultaneously with Edward Purcell
[3], worked on improving techniques to measure nuclear magnetic moments in condensed
matter. They developed an accurate, purely electromagnetic procedure for measuring
nuclear induction, which earned them a shared Nobel Prize in Physics for the year 1952.
However, the effect called chemical shift had already been reported in 1950, by Dickinson
[31] and Proctor and Yu [32]. Bloch spent the rest of his life developing understanding
of the NMR phenomenon.

During the second half of the twentieth century NMR sensitivity greatly increased
with the advent of pulsed NMR with the use of the Fourier transform, realized by Ernst
and Anderson in 1965 [33]. For this work, Ernst was honored with the Nobel Prize
in Chemistry for the year 1991. Subsequently, Kurt Wüthrich refined a multidimen-
sional approach that found success in evaluating protein structures [34], earning half of
the Nobel Prize in Chemistry for the year 2002. Moreover, Peter Mansfield and Paul
Lauterbur explored magnetic gradients, discovering magnetic resonance imaging (MRI)
[35], and were together awarded the Nobel Prize in Physiology or Medicine in 2003.
MRI represents the greatest advance in medical imaging since the discovery of X-rays
by Wilhelm Roentgen in 1895.

Today NMR is well established, although still developing. New talents regularly
appear in the NMR research field. NMR applications are notable in physics, chemistry,
pharmacy, medicine, biophysics and biochemistry, and include applications for solid,
liquid and gas states. These applications can be divided into three large sub-areas of
NMR:

• Spectroscopy: provides chemical information about the sample;

• Imaging: explores heterogeneity on a macroscopic scale;

• Relaxometry: gives information about the physical properties of the sample at the
molecular level.

Even though all sub-areas arose from Bloch’s work [2], relaxometry is the oldest.
However, with new developments in recent years and applications to porous media and
the oil industry, it has experienced a revival, and is now the sub-area with the highest
increment rate of works and publications [36].

3



1. Introduction

1.1.2 Classical view of NMR

As mentioned in section 1.1.1, Bloch and Purcell verified that some nuclei absorbed
only a certain radio frequency ω0, called the Larmor frequency, the nuclei are aligned
to the magnetic field B0 in a frequency proportional to the nucleus-dependent constant
γ. With µ0 as the respective magnetic momentum, the Hamiltonian of the interaction
is [37, 38]:

Ĥ0 = −µ0 ·B0 (1.1)

The magnetic momentum can still be replaced in terms of γ, the Planck constant ~ and
the spin vector to B0 (µ0 = γ~Iz), resulting in:

Ĥ0 = −γ~Iz ·B0 (1.2)

In case of spin 1/2, the eigenvalues suggest the following transition energy:

∆E = −γ~ |B0| (1.3)

from which, applying the Bohr condition:

ω0 = γ |B0| (1.4)

The Larmor frequency is the NMR resonance frequency. Spin degeneration is in-
duced by B0, then forced to transition between the energy levels by a second magnetic
field, B1, with the same frequency. If kB is the Boltzmann constant and T the temper-
ature, the ratio between the spin population at the high (α) and low (β) energy levels
is calculated through Boltzmann statistics:

Nα
Nβ

= exp
(
−γ~ |B0|

kBT

)
(1.5)

The magnetic fields in NMR are usually a few Tesla in strength, which determine
the range of radio frequency waves (RF) and several special characteristics. Radio
waves can be created using simple electronics while still maintaining precision. As a
consequence, the uncertainty in the wave frequency must be less than the width of
the induced transition levels ∆E/2h. The low energy of each photon hν and the narrow
spectral width ∆ν obtained make a low RF power enough to generate an astronomical
number of photons per frequency unit. This means that NMR is basically governed by
induced emission, which does not require quantum treatment [37, 38].
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1.1. NMR

Moreover, each component of the RF electrical-magnetic field has a well-defined
phase φ. Being n the respective number of photons, high for the radio waves, the
uncertainty principle implies ∆n∆φ ≈ 1 . This fact enables us to define the amplitude
and phase of a RF wave together without contradicting the uncertainty principle.

Felix Bloch introduced an interpretation based on classical mechanics, the Bloch
equations, in which the macroscopic magnetization M is understood as a sum over all the
microscopic magnetic moments µ0. The potential energy and torque are, respectively:

V = −M ·B0 (1.6)

τ = M×B0 (1.7)

Including the relaxation effects to Eq. 1.7, and after some replacements, the
differential Bloch equation at the laboratory frame is:

dM
dt

= γ (M ×B0)−
(
Mxx +Myy

T2
+ Mz −M0

T1
z
)

(1.8)

where Mx and My are the transverse magnetization components at the respective axes
x and y, Mz is the component at the longitudinal axis z and M0 is the magnetization
of thermal equilibrium.

In 1948, Bloembergen and co-authors described the existence of two independent
relaxation processes in magnetization [39], which need to be included in Eq. 1.7. They
are:

• The longitudinal or spin-lattice relaxation time T1, which characterizes the return-
ing of the magnetization to the thermal equilibrium, in the direction of B0. This
is an enthalpy phenomenon.

• The transverse or spin-spin relaxation time T2, which relates to the loss of mag-
netization in the directions perpendicular to B0. This is an entropic phenomenon.

They proposed a model, known as the Bloembergen-Purcell-Pound model, or by
the acronym BPP model, that can predict relaxation times depending on a correlation
time characteristic of Brownian motion, τc [39]:

1
T1(τc)

= 3
10

(
µ0
4π

)2 γ4~2

r6

[
τc

1 +ω2
0τ

2
c

+ 4τc

1 + 4ω2
0τ

2
c

]
(1.9)

1
T2(τc) = 3

20

(
µ0
4π

)2 γ4~2

r6

( 3τc

1 + ∆ω2τ2
c

+ 5τc

1 +ω2
0τ

2
c

+ 2τc
1 + 4ω2

0τ
2
c

)
(1.10)
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1. Introduction

where r means the distance between two nuclear magnetic moments. This model is able
to predict both relaxation times: T1 has a minimum value when τ−1

c is equal to the
Larmor frequency; T2 only decreases when decreasing the movement. The relaxation
time’s dependence on τc is plotted according to Fig. 1.1.

Figure 1.1: T1 and T2’s dependence on τc following the BPP theory[39].

A simplification in the Bloch equations comes when Eq. 1.8 is seen through a
rotational frame, with frequency Ω:

dMrot

dt = γ (M ×Beff )−
(
Mxx +Myy

T2
+ Mz −M0

T1
z
)

(1.11)

with the new effective magnetic field being Beff = B0 + Ω/γ . Supposing the second
magnetic field B1 is in the direction x, Peter Mansfield [40] suggests more substitutions:

Beff = B1x + B0z (1.12)

∆ω = γ

∣∣∣∣B0 −
Ω
γ

∣∣∣∣ = |ω0 −Ω| (1.13)

ω1 = γ |B1| (1.14)

leading to a vectorial form of the Bloch equations:

dM
dt = D̂M + M0

T1
(1.15)

with the vectors and matrix given by:

M =


Mx

My

Mz

 (1.16)

6



1.1. NMR

M0 =


0
0
M0

 (1.17)

D̂ =


−1/T2 ∆ω 0
−∆ω −1/T2 ω1

0 −ω1 −1/T1

 (1.18)

Considering relaxation, precession and pulse as independent phenomena, and defining:

E1,2 (t) = exp

(
−t
T1,2

)
(1.19)

Equation 1.15 is solved, resulting in:

M (t) = exp
(
Ât
)
exp

(
T̂ t
)

M (0) + M0 (1− E1 (t)) (1.20)

where

Â =


0 ∆ω 0
−∆ω 0 ω1

0 −ω1 0

 (1.21)

T̂ =


−1/T2 0 0

0 −1/T2 0
0 0 −1/T1

 (1.22)

By simplicity, a real approximation is arrived at by considering very short radio-
frequency pulses with a time Tp, resulting in a flip angle α (= ω1Tp), independent of
relaxation or precession effects. This leads to independent matrices for pulsing R̂x (t),
precessing R̂z (t) and relaxation Ê (t):

R̂x (α) =


1 0 0
0 cos (α) sin (α)
0 − sin (α) cos (α)

 (1.23)

R̂z (t) =


cos (∆ωt) sin (∆ωt) 0
− sin (∆ωt) cos (∆ωt) 0

0 0 1

 (1.24)

Ê (t) =


E2 (t) 0 0

0 E2 (t) 0
0 0 E1 (t)

 (1.25)
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1. Introduction

This group of equations is enough to describe any phenomenon dependent only
on excitation, relaxation and precession. Diffusion can be easily added to the transverse
components. The case of a single RF pulse followed by precession and relaxation (free
induction decay - FID) is written:

M (t) = R̂z (∆ωt) Ê (t) R̂x (α) M (0) + M0 (1− E1 (t)) (1.26)

Solved to: 
Mx (t)
My (t)
Mz (t)

 =


M0exp ( − t/T2) sin (∆ωt) sin (α)
M0exp ( − t/T2) cos (∆ωt) sin (α)
M0 [1 + exp ( − t/T1) (cos (α)− 1)]

 (1.27)

An FID for T1 of 100 s, T2 of 50 ms, ∆ω of 50 Hz and pulse α of 90◦ RF pulse in
a homogeneous magnetic field results in the decay of magnetization as presented in Fig.
1.2.

Figure 1.2: Free induction decay.

In real experiments, the FID decays faster due to inhomogeneities in B0. The
characteristic time is called T ∗

2 , defined as:

1
T ∗

2
= 1
T2

+ ∆ |B0| (1.28)

where ∆B0 is the inhomogeneity across a voxel.

1.1.3 Relaxation

Different relaxation times allow for several sequences for measuring within the scope of
NMR relaxometry. The success of these measurements arises from the possibility of echo
formation. Historically, T2 was initially more explored. Examples of pulse sequences are
the spin-echo, the Carr-Purcell (CP [41]), the Carr Purcell Meiboom Gill (CPMG [42])
and the Ostroff-Waught (OW4 [43]) pulse sequences. Inversion recovery (IR [44]) and

8



1.1. NMR

saturation-recovery (SR [45]) are examples of pulse sequences for T1 measurements. The
following paragraphs present a short discussion focused on sequences of interest in NMR
relaxometry.

T2

Experiments for determining the transverse magnetization rate constant have be-
come increasingly sophisticated. Hahn documented the spin-echo phenomenon; Carr
and Purcell explained the feasibility of multi-echo acquisition in a single experiment
and Meiboom and Gill changed a pulse phase, improving the accuracy of the Carr and
Purcell sequence. Ostroff and Waugh proposed a particular case of the Meiboom and
Gill sequence with benefits to experiments in the solid state of matter.

Hahn-echo sequence

Hahn noticed that applying a second RF pulse could compensate for inhomogene-
ity effects (Eq. 1.28) by refocusing the lost coherence of the magnetization [46]. The
Hahn-echo (or spin-echo) sequence (SE) consists of two RF pulses with duration tw and
phase x spaced by a time τ . The echo is formed at a time τ after the second pulse
(Fig. 1.3(a)). Through private communication, Purcell proposed a three-dimensional
model of the echo. If the magnetization is in thermal equilibrium (Fig. 1.3(b) A) and
ω1tw results in a 90◦ pulse (Fig. 1.3(b) B), the magnetization spreads over a time τ
(Fig. 1.3(b) C); the second 90◦ pulse (Fig. 1.3(b) D) after another time τ (Fig. 1.3(b)
E) recovers the coherence (Fig. 1.3(b) F), similar to a figure eight. T2 values could be
extracted by measuring echoes at different values of τ . In the formulation of Eqs. 1.23
to 1.25, the magnetization resulting from a Hahn-echo pulse sequence is:

MSE (2τ) = M0exp
(−2τ
T2

)
(1.29)

Carr-Purcell sequence

In 1954, Carr and Purcell realized that the long time needed between each mea-
surement with the Hahn-echo sequence (5T1) could be avoided. They proposed a new
methodology for measuring (T2), today know as the Carr-Purcell (CP) pulse sequence,
which is based on the application of a first 90◦ pulse at t = 0 and a second 180◦ pulse
at a time t = τ , leading to an echo generation at t = 2τ . Their improvement came by
inserting a third 180◦ RF pulse t = 3τ , which refocuses the magnetization at t = 4τ ,
generating the second echo. This method is repeated until the transverse magnetization
vanishes (Fig. 1.4) [41]. In the formulation of Eqs. 1.23 to 1.25, and with TE being the
time between two sequent echoes, or echo time (TE = 2τ), the magnetization value for
the nth echo is:

9



1. Introduction

(a)

(b)

Figure 1.3: The Hahn-echo [46]. (a) Hahn-echo pulse sequence. (b) Eight-ball echo
pattern.

MCP (nTE) = (−1)nM0exp
(
nTE

T2

)
(1.30)

Figure 1.4: The Carr-Purcel (CP) pulse sequence [41].

Meiboom-Gill modification

While exploring the CP sequence in 1958, Meiboom and Gill realized that such
a sequence had low reproducibility, mainly due to imperfections in the 180◦ RF pulse,
where a small deviation would bring cumulative errors. As a remedy, they suggested a
90◦ phase shift between the 90◦ and the 180◦ RF pulse in the CP sequence, so all the
echoes became positive and formed at the same axis (as seen in Fig. 1.5) [42]. The
modified sequence is known as the Carr-Purcell-Meiboom-Gill (CPMG) pulse sequence
and provides magnetization of the form:

MCPMG (nTE) = M0exp
(
nTE

T2

)
(1.31)

10



1.1. NMR

Figure 1.5: The Carr-Purcell-Meiboom-Gill (CPMG) pulse sequence [42].

Ostroff-Waught sequence

After perceiving the existence of an anomalous effect when studying a long train of
CPMG echoes applied in 19F resonance for a K2SiF6 solid sample, which was maximized
when all the CPMG pulses were 90◦, Ostroff and Waugh [43] understood the experiment
as a train of solid-echoes (also called quadrupole-echoes) previously explained by Powles
and Strange [47]. This sequence is called the OW4 pulse sequence and provides magne-
tization with modulus similar to the CPMG pulse sequence:

MOW4 (nTE) = M0exp
(
nTE

T2

)
(1.32)

T1

Pulse sequences for measuring T1 mainly consist of a preparation time, allowing
the spins to recover their thermal equilibrium, followed by an encoding pulse, when
the spins are labeled, followed by a third RF pulse, applied in order to read the previ-
ous encoding. Two sequences to measure T1 are cited: the inversion-recovery and the
saturation-recovery pulse sequence.

Inversion-recovery sequence

Vold, Waugh, Klein and Phelps proposed the inversion-recovery (IR) pulse se-
quence, which consists of a first inversion RF pulse (180◦) that brings the magnetization
from the thermal equilibrium M0 to its opposite direction [44]. After an encoding time
τ , a second 90◦ pulse is applied, enabling the evolution of the magnetization to be
detected, with value:

MIR (τ) = M0

(
1− 2exp

(
τ

T1

))
(1.33)

Due to the exponential behavior of the recovery magnetization, it is suggested to
use N logarithmic increments of the time τ until 5T1 [48]:
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τi = −T1ln
[
1− 1− exp (−5)

N − 1 i

]
(1.34)

Including the time needed to bring all the magnetization back to the thermal
equilibrium, an IR experiment set with the time increments as Eq. 1.34 takes a time of
6T1N [48].

Saturation-recovery sequence

Markley, Horsley and Klein realized an alternative method to the IR pulse se-
quence [45]. They substituted a saturation pulse (90◦) for the initial inversion pulse
(180◦), creating the saturation-recovery (SR) pulse sequence. The measurement time is
reduced and the signal-to-noise ratio is doubled because the magnetization needs only
to recover from 0 to the initial value:

MSR (τ) = M0

(
1− exp

(
τ

T1

))
(1.35)

Better saturation is achieved with an odd number of saturation pulses separated by
times smaller than T ∗

2 . Considering the possibility of recycle delay absence and time
spaced as Eq. 1.34, the SR sequence takes a time T1N . However, to reach the same
signal-to-noise ratio, the SR pulse sequence is three times faster than the IR sequence
in a T1 measurement [48].

1.1.4 Laplace NMR

At the beginning of the 1990s, multidimensional Fourier NMR was well established
[33, 34]; however, only in early 90’s was the first work with multidimensional Laplace
NMR published. This tool is able to invert relaxation curves with one or more relaxation
distributions [49, 50]. With g(R) as the distribution of relaxation rates (Rn = 1/Tn)
and defined only for R > 0, its Laplace transform (LT) is:

L (g (−Rn)) =
∫
g (Rn) exp (Rnt) dRn (1.36)

A first observation is that LT possesses stability with noise; in other words, a
bit of random noise does not change the LT. A second observation is that the inverse
operation, the inverse Laplace transform (ILT), is highly unstable.

One-dimensional Laplace NMR

12
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For example, the ILT distributions L(T1) of T1 (SR experiment) and L(T2) of T2,
both of them with an experimental noise E (t), are given by:

MSR (t) =
∫
L (T1)

[
1− exp

(−t
T1

)]
dT1 + E (t) (1.37a)

MCPMG (t) =
∫
L (T2) exp

(−t
T2

)
dT2 + E (t) (1.37b)

Computational algorithms can process the Inverse Laplace Discrete Transformation
(ILDT), solve Eq. 1.37 and provide the L (T1) and L (T2) [51, 52].

Multi-dimensional Laplace NMR

The kernel distributions
[
1− exp− t/T1

]
and

[
exp− t/T2

]
may have several relaxation

time dependence in 2D Laplace NMR, resulting in multi-dimensional relaxometry, a case
in which the spin system is prepared in one time variable during an encoding time and
acquired in another variable [53].

Examples of bi-dimensional experiments are the Relaxation-Relaxation COrrela-
tion SpectroscopY (RRCOSY, or T1-T2 correlation [49, 54]) and the Relaxation-EXchange
SpectroscopY (REXSY, or T2 − T2 exchange [49, 55]). For RRCOSY, with the SR se-
quence encoded in τ1 and CPMG (or OW4) encoded in τ2, the inverse Laplace equation
to be solved is:

MRRCOSY (τ1, τ2) =
∫ ∫ (

1− exp
(−τ1
T1

))
exp

(−τ2
T2

)
L (T2, T1) dT1dT2 + E (t) (1.38)

The transformation algorithm was complicated and time-consuming until the ad-
vent of a fast 2D-ILT code created by Venkataraman and co-authors [56]. Figure 1.6(a)
shows an example of a RRCOSY experiment and the corresponding 2D-ILT, presented
in Fig. 1.6(b).

(a) (b)

Figure 1.6: RRCOSY data simulated with signal-to-noise ratio of 5 and T1/T2 of 10.
(a) The simulated data. (b) The corresponding inverse Laplace transform.
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1.1.5 Single-sided NMR

The first inside-out NMR experiment was reported by Jackson and co-authors in 1980.
In this work the signal was collected from a toroidal region outside the NMR coil similar
to Fig. 1.7 [4]. Using echoes generated by a Carr-Purcell pulse sequence, field inho-
mogeneity effects were reduced [41]. They also predicted several potential applications
for the new well-logging NMR. Oil companies quickly recognized the potential of such a
technique and developed their own devices.

Figure 1.7: Jackson’s magnet configuration [4].

In the course of few time, researchers had worked to improve measurements in
inhomogeneous B0 and B1 and to reduce image distortions, originating, for example,
the stray-field imaging (STRAFI) [57], in which the samples are analyzed in a uniform
static field gradient created outside of a superconducting magnet.

The stray-field concept of well-logging NMR gained popularity for materials test-
ing with the advent of a stray field device called MObile Universal Surface Explorer, the
NMR-MOUSE [6], made with permanent magnets. Its portability enabled investigation
of arbitrarily large objects in a fully non-destructive way. The first NMR-MOUSE con-
sisted of two semi-cylindrical permanent magnets separated by 13 mm (however, this
gap could be varied), fixed over an iron yoke, weighting 2.5 kg (Fig. 1.8(a)). In that
configuration, B0 = 0.5 T and the B1 field were generated by a four-layer solenoid
surface coil with eight turns per layer, resulting in an inductance of 3 µH.

Due the presence of many off-resonance spins, special spin dynamics characteris-
tics come into play when measuring in an inhomogeneous field [7]. A very important
characteristic is the contamination of relaxation times measured through the CPMG-
like multi-echo sequences by T1, from flip-angle distribution due to resonance offset in
the inhomogeneous stray field of the sensor. With

〈
n2

z
〉

as the average projection of the
magnetization vector to the z-axis during an echo time and the 180◦ inversion pulse
(0 ≤

〈
n2
z

〉
≤ 1), the measured transverse relaxation time T2eff is:

1
T2eff

= 1
T2

+
〈
n2
z

〉( 1
T1
− 1
T2

)
(1.39)
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Later, a second gap was inserted in the NMR-MOUSE geometry, so that the sensor
was composed of four permanent magnets, with a small gap of 2 mm (dS) between
magnets with the same polarization and 14 mm of separation from the others (dB).
This new configuration generated a magnetic field of 0.4 T at 10 mm distance above
the NMR-MOUSE surface (Fig. 1.8(b)), with a gradient of about 20 T/m, producing
spacial resolution smaller than 5 µm [8].

(a) (b) (c)

Figure 1.8: The NMR-MOUSE. (a) The first NMR-MOUSE [6]. (b) New magnet
geometry [8]. (c) On a lift [8].

The sensitive volume can be moved inside the sample by keeping the NMR-
MOUSE fixed and moving the sample or by keeping the sample fixed and moving the
NMR-MOUSE, revealing inhomogeneity in the matter. Usually this second option makes
more sense, so the NMR-MOUSE is situated on an automatic or manual lift and moved
(Fig. 1.8(c)). Automatic lifts are more accurate in their step size because a computer is
programmed to move the lift precisely. Furthermore, with an automatic lift a profile can
be obtained over several hours without need of supervision, while a manual lift requires
the user to turn a screw and move the sensor position.

The strong field inhomogeneity makes a considerable part of the magnetization
relax in a short time (Eq. 1.28). Together with a delay time for acquisition, called dead
time (discussed in section 3.1), the magnetization requires a single echo or a train of
echoes in order to be read, leading to the known dead time weighting of the relaxation
experiments. This effect is illustrated in Fig. 1.9 for an SR experiment, where the
simulated magnetization is the result of a single echo or an average of four echoes, with
an echo time of 0.050 ms. The experimental and predicted T1 values are presented in
Table 1.1 and clearly indicate more discrepancy in amplitude values for long averaged
acquisitions and short values of T2. It should be underlined that in inhomogeneous NMR
devices it is not possible to acquire zero transverse magnetization amplitude, so the T1

values acquired are also contaminated by field inhomogeneity.

There is also weighting in T1 when a multi-scan experiment does not allow the
repetition time (also called recycle delay) of 5T1 for the magnetization to return to the
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Table 1.1: SR experiment weighted by dead time

Parameter predicted
after 1 echo mean of the 1st to the 4th echo

A [% of M0] (T2 = 0.50 ms) 0.90484 0.78368
T1 [ms] (T2 = 0.50 ms) 1.00 1.00

A [% of M0] (T2 = 0.25 ms) 0.81873 0.6218
T1 [ms] (T2 = 0.25 ms) 1.00 1.00

(a) (b)

Figure 1.9: Dead time effects in an SR experiment. (a) Weighting with T2 = 0.50
ms. (b) Weighting with T2 = 0.25 ms.

thermal equilibrium value. An example of this is given in Fig. 1.10, where five different
CPMG trains with echo time of 0.050 ms and amplitude as mean of the first four echoes
were simulated for different repetition times for two samples with the same T2=0.5 ms
but T1= 1 or 2 ms. After many scans the magnetization is considered in a perfect steady
state. Table 1.2 presents the different amplitudes weighted by the repetition times. This
shows that the repetition times must be precisely set if no weighting by T1 is desired.
On the other hand, performing the same experiment with different repetition times may
be useful for providing T1 contrast, such as in the case of profiling samples with the
CPMG pulse sequence.

Table 1.2: Amplitudes weighted by the repetition time

Rep. time [ms] amplitude predicted [% of M0]
for T1 = 1 ms for T1 = 2 ms

1 54.748 34.079
2 74.888 54.748
3 82.298 67.285
4 85.023 74.888
5 86.026 79.501

If exploring a low-viscosity fluid, for example, water, a new term needs to be
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(a) (b)

Figure 1.10: Recovery time effects in an amplitude experiment with several scans.
(a) Weighting with T1 = 1.00 ms. (b) Weighting with T1 = 2.00 ms.

accounted for in its transverse relaxation. With T2eff being the effective transverse re-
laxation time of the bulk liquid, γ being the isotope gyromagnetic constant, G being the
magnetic field gradient, TE being the calibrated echo time and D being the liquid dif-
fusion coefficient, the transverse relaxation rate for a diffusive material T2effD is written
by:

1
T2effD

= 1
T2eff

+ 1
12γ

2G2T 2
ED (1.40)

In the case of porous materials, an echo train is applied to acquire the transverse
relaxation time that also reveals information about the liquid diffusion in the porous
medium. Furthermore, a porosity term related to the surface-to-volume ratio needs to
be inserted. Small pores lead to short relaxation times. With ρ being the relaxivities
of the surface, S and V the porous surface and volume (respectively), this relation is
represented as:

1
T2effρ

= 1
T2eff

+ ρn
S

V
(1.41)

The decay contribution due to the surface is much higher than the one coming from the
bulk fluid, so the second term can be neglected [58].

Commonly the T2 sequences are used to solve contrast in unilateral NMR profiles.
The data can be fitted by a modelling function or parts of a pulse train can be co-added,
resulting in weighted profiles. Adding echoes increases the signal-to-noise ratio and
speeds up the data processing, so it is a suitable solution for complicated decays or very
short relaxation times. NMR scientists proposed to sum over l echoes during a profiling
experiment, as suggested in Eq. 1.42 [8]. Assuming a n phases system, if the number
l of averaged echoes is few (l = a << T2eff/TE), Eq. 1.42 can be approximated by a
Taylor series until first order and the result Sa are proportional to the magnetization
(Eq. 1.43). On the other hand, if the echoes are summed until a time proportional to

17



1. Introduction

five times T2eff (l = b >> T2eff/TE), the quantity Sb produced is proportional to the
average T2eff (Eq. 1.44):

Sl =
l∑

x=1

∑
n
M0nexp

( −xTE

T2effn

)
(1.42)

Sa
a

=
∑

n
M0n (1.43)

Sb
M0

= 1
TE

∑
n
µnT2effn (1.44)

where µn indicates the respective molar ratios:

µn = Mn∑
nMn

(1.45)

Another suggestion made by Perlo et al. [8] is the weighting function (Eq. 1.46),
where ii and if are echo time number limits of a region at the beginning of the decay,
called density, ji = if+1 and jf are the limits of the the end of the decay, called contrast,
and they are adjusted to have optimum contrast in the profile:

w(ii, if; ji, jf; tE) = ii − if
ji − jf

∑jf
j=ji S(jtE)∑if
i=ii S(itE)

(1.46)

Figure 1.11 confirms the possibility of using the weighting function as a tool
to easily get contrast in expontential decays. Decay constants of 1.00 (1.11(a)), 0.75
(1.11(b)) and 0.50 ms (1.11(c)) were simulated and co-added over the first 4 and the last
28 echoes in a train. The resulting weight function is present in Fig. 1.11(d), where the
profiled sample was supposed to have 3 different layers with 4 mm of thickness. This
example validates Eq. 1.46 as a good approach to examining weighted profiles.

Though they have several limitations, unilateral NMR sensors have plenty of bene-
fits that justify their importance. Furthermore, among other improvements, single-sided
NMR is now able to measure spectroscopic information [9] and perform imaging [10],
and is well established in the NMR market. Sensors with different magnet sizes and con-
figurations can produce depths ranging from micrometers to several millimeters, with
different gradients and Larmor frequencies.
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(a) (b) (c)

(d)

Figure 1.11: Exponential decays and a profile with the respective weighting functions.
(a) Decay with T2 = 1.00 ms. (b) Decay with T2 = 0.75 ms. (c) Decay with T2 = 0.50

ms. (d) Weighting function.

1.2 Topics in polymer science

Polymers are present in a huge diversity of materials, often in the day-to-day stuff
of modern society. They are classified as organic or inorganic, are often studied in
biology (DNA and RNA), pharmacy or materials science, and are found in materials
such as rocks, diamonds, bones, muscles, skin, cotton, silk, wood and wool. Polymer
morphology depends on the chemical group present; for example, the simplest polymer
is the polyethylene, which has the repeat unit (-CH2)n. Each polymer has particular
mechanical and chemical properties and features, providing several different applications.

The concept of the polymer was introduced by Hermann Staudinger in 1920 [59],
who earned the Nobel Prize in Chemistry in 1953 for the discovery. Today the original
molecule is called a monomer and the repeating structure is called a chemical repeat
unit. Unless it is a cyclic molecule, the terminal group is not repeated (Fig. 1.12). A
polymer macro-molecule typically forms from thousands to millions of monomer units
[60]. This section briefly discusses NMR relaxation in polyethylene with applications in
heat fusion of pipes and detecting polyethylene cross-link density (subsection 1.2.1) and
following visible light curing of acrylic resins (subsection 1.2.2).
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Figure 1.12: Monomer and Polymer.

1.2.1 Polyethylene

Polyethylene can be synthesized at high pressure and high temperature; however, this
process generates short-chain branching, and the result is called low-density polyethylene
(LDPE). Polyethylene can also be prepared at low pressure with a Ziegler-Natta cata-
lyst (Nobel Prize in Chemistry for 1963), which provides a high degree of crystallinity
and stiffness, producing what is called high-density polyethylene (HDPE) [61]. Other
thermoplastics with a broad range of applications are, for example, polypropylene (PP),
polystyrene (PS), polyvinyl chloride (PVC), polyamide (PN) and polybutylene teleph-
thalate (PET) [60].

Polymers are subject to exclusive transitions over changes in temperature. Below
the glass transition temperature Tg (different for each polymer), polymers are in the
glassy state, hard and brittle; above Tg, they are soft and flexible. This transition is a
feature of the amorphous phase of polymers. The melting transition, characterized by
the collapse of a polymer’s chain crystal structure when the temperature exceeds the
melting temperature Tm, affects only crystalline polymers [62].

High-Density Polyethylene is a semi-crystalline material; i.e., it possesses a multi-
phase structure of mobility that includes rigid (crystalline), semi-rigid (interface) and
soft (amorphous) fractions, with lengths of approximately of 6.5, 0.8-1.3 and 5 nm,
respectively [11]. Above the Tg, solid state NMR suggests a particular T2 for each phase
component [11]. Assuming As, Ai and Al for the respective mass fractions and T s

2 , T i
2

and T l
2 for the respective T2 of the different phases, the transverse magnetization decays

are given in Fig. 1.13 and are mathematically explained by one Abragam (rigid phase)
and two exponential (semi-rigid and soft phase) functions:

A (t) = A (0)s exp
[
t

2T s
2

]2 [sin (at)
at

]
+A (0)i exp

[
t

T i
2

]
+A (0)l exp

[
t

T l
2

]
(1.47)

Polyethylene pipes

High-density polyethylene (HDPE) piping requires low-cost yet durable materials.
There are two main kinds of PE pipe connection: the heat fusion and the electrofusion
couplings. The definition of heat fusion varies across the plastic industries; the most
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Figure 1.13: T2 for HDPE at 100◦C [11].

accepted is that heat fusion is the incomplete fusion of two polymer parts, at a level less
complete than that of a molecular bond [63]. The heat fusion joining process for pipes
essentially consists of touching two smooth piping ends together, facing and heating
them until the melting point, then putting pressure on the join. This process produces
defects such as mechanical damage, contamination, lack of fusion and sites with differing
morphologies. Failures can be expected after some use [64].

The relaxation time T2 of an NMR signal depends on molecular mobility and,
therefore, on crystallinity. For semi-crystalline polymers at temperatures between the
glass transition temperature and the melting temperature, the signal acquired with the
NMR-MOUSE derives mainly from amorphous regions, while the signal from the crystals
has a short T2 and decays considerably within the dead time of the instrument [12].

Annealing by heating the sample below the melting temperature invokes recrys-
tallization processes. With slow cooling, the proportion of material in the crystalline
phase is higher after recrystallization than it was before. As the total amount of material
within the sensitive volume of the sensor is about the same, the amount in the amor-
phous phase (which gives rise to the detected signal) is smaller, so the signal intensity
is less.

Polyethylene samples treated with β-radiation

Beta particles, or β-radiation, first detected by Ernest Rutherford in 1899 [65],
are generated by the nuclear fission of unstable atomic nuclei. This particles have the
required energy to break the covalent bonds of a polymer chain, increasing the cross-
linking of the molecules (Fig. 1.14); i.e., the alkene groups become cross-linked alkane.
This fact can be easily observed in the vibrational modes of the alkene groups, which
fall between 1700 and 1600 cm−1, as measured by infrared-spectroscopy [66].

The unit of absorbed β-radiation is the Gray (a tribute to the British physicist
Louis Harold Gray), or Gy, and is defined as the absorption of one joule of ionizing
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Figure 1.14: Increasing the cross-link density in PE due to absorption of β-radiation.

radiation by one kilogram of matter (1 Gy = 1 J/kg). A few radiation doses (kGy)
improve mechanical and chemical material properties for an inexpensive price.

1.2.2 Acrylic resins

Visible light curing (VLC) dental composites made of highly filled acrylic resins have
been successfully replacing amalgam fillings in tooth restoration over the last three
decades. These resins are polymerized in about 20-40 s using a photo-initiator (camphor
quinone, CQ, Fig. 1.15) amine accelerator system that is activated by an LED light
curing unit (LCU) typically having a wavelength range of 440-480 nm and irradiances
of 600-2000 mW/cm2.

Besides polymerization shrinkage, bio-compatibility and wear resistance, one of
the most frequently discussed issues in VLC resin composite development is the gen-
eral question of how fast and at what maximum thickness a light-cured material can
be processed properly in dental applications [67–69]. Since the development of these
materials a vast number of studies have investigated the curing kinetics [70–72] degree
of cure (DC) [73, 74], and depth of cure (DoC) [74–76]. To characterize the curing
process in order to optimize medical applications by predicting curing parameters like
curing time, optimum light intensity and resin formulation, various test methods have
been introduced and evaluated for time-resolved monitoring of the curing process. The
curing-enthalpy has been analyzed with Differential Scanning Calorimetry (DSC) [77],
the DC with Fourier Transform Infrared Spectroscopy (FTIR) [69, 73, 74], the shrinkage
strain with dilatometric devices [71, 72, 78], the shrinkage stress with stress-analyzers
[73, 79, 80], the light transmission with radiometer measurements [70, 81], and the ionic
conductivity with dielectric analysis (DEA) [81, 82]. All of these methods, amongst oth-
ers, provide time-dependent data and allow for kinetic modeling of the curing process
and for predicting the progress of the polymerization reaction.

Depth-dependent curing of VLC composites is usually examined through the
depth of cure (DoC) parameter evaluated with FTIR, mechanical (hardness and scraping
tests) and optical measurements [70, 74–77]. In the case of hardness or scraping tests,
the DoC can only be obtained subsequent to the light-curing procedure. These results
are always influenced by continuing diffusion-controlled polymerization and cross-linking
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Figure 1.15: Camphorquinone molecule.

as well as termination of radicals, which together govern post-curing behavior and lead
to time-dependent material properties. An optical or FTIR method allows measurement
of the curing behavior of composite samples with different layer thicknesses; however,
the DoC cannot be evaluated using a single bulky specimen. The kinetics of photo
polymerization have been successfully studied using T2 relaxation analysis [83].

A polymerization reaction encompasses three stages: initiation, propagation and
termination [84, 85]. In the initiation stage the reaction is started, for example, by
photo decomposition of an initiator into radical pairs. These radicals react with the first
monomer. In the propagation stage, macromolecular chains are formed through succes-
sive reactions with monomers until the reaction is terminated, typically by combination,
disproportionation or lack of monomers. The reaction kinetics are as follows:

1. Initiation

The initiator I (possibly the camphorquinone (CQ), Fig. 1.15), is activated by
light irradiation hν either to a singlet, with a life time in the nano-second range,
or a triplet state, with a life time of 50 ms [72]. Triplet-activated CQ molecules
I∗ may react with accelerator molecules A, forming two radicals (Eqs. 1.49 and
1.49),

I + hν⇒ I∗
triplet (1.48)

I∗
triplet + A−→ I•+R• (1.49)

The polymerization rate is determined by the accelerator radical R• reacting with
the first monomer M , as the CQ radical I• shows little reactivity,

R•+M ki−→ RM• (1.50)
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If ϕ denotes the initiator efficiency, I0 the intensity of the absorbed light at the
surface and α the extinction coefficient (assuming an infinite reservoir of accelerator
molecules), the depth-dependent rate of the two-step initiation reaction is given
by [85]:

vi(d, t) = kiϕI0te−αd = −d[M ]
dt

(1.51)

with d being the depth of the reaction in the resin layer and [M ] being the monomer
concentration.

2. Propagation

RM•
n + M1

kp−→ RM•
n+1 (1.52)

Approximating the rate of the bi-molecular propagation reaction to be independent
of the chain length, and denoting the concentration of growing chains by [RM•]:

vp = kp[M ][RM•] = −d[M ]
dt

(1.53)

3. Termination

RM•
m + RM•

m
kt−→ Mm+m (1.54)

The combined reaction rate for termination by combination and/or disproportion-
ation is by convention written as

vt = 2kt[RM•][RM•] (1.55)

In these reactions ki, kp, kt denote the reaction rate constants of the initiation,
propagation and termination stages. At constant temperature, most monomers are
consumed in the steady state when the initiation and termination reaction rates are
identical, i.e., vi = vt. Then the steady state propagation rate of a radical photo-
polymerization is given by:

d[M ]
dt

= −K
√
t[M ] (1.56)

where

K(d) = kp

√
kiϕI0

2kt
e−αd (1.57)
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This leads to the time-dependent monomer concentration

[M ](t) = [M ]0exp
[

2
3

(
t−t0
τ

)3/2
]

(1.58)

with the initial time t0 and the initial monomer concentration [M]0, and

τ(d) = K
2/3(d) (1.59)

Note that Eq. 1.58 is not the stretched exponential function commonly known as
the Kohlrausch-Williams-Watts (KWW) function [86], but rather the function proposed
by Kohlrausch in his original work in 1854 [87].

1.3 Topics in cultural heritage

Humans have always tried to understand the past to avoid errors when constructing the
future. Looking to the past brings the concept that transformations in a society are not
spontaneous, but rather the consequence of many factors. It becomes very important
to find proper tools to analyze objects that may explain or suggest new comprehension
of some fact. These cultural artifacts are normally heterogeneous systems like textiles,
wood, stones, paper, parchment, leather, resins, glass or pottery [13].

Developments in solid and liquid state high field NMR have found many applica-
tions in the cultural heritage field; however, the possibilities for experiments have sharply
increased with the advent of open sensors, their capacity for evaluating objects of ar-
bitrary size non-destructively [6]. Many areas of cultural heritage science have already
been explored using single-sided sensors, for example analyzing frescoes (Fig. 1.16(a))
and mummies (Fig. 1.16(b)) [13–17, 20, 28].

In the present section, some applications of NMR open sensors are reviewed.
They encompass the use of the NMR-MOUSE as: a sensor for evaluation of a new
inorganic consolidation process (section 1.3.1), ascertaining elementary composition in
potteries (section 1.3.2), a tool to understand the deterioration of writing materials such
as parchment or paper (section 1.3.3) and evaluating layers of multi-laminated canvas
samples used as painting substrate (section 1.3.4).

1.3.1 Consolidation of stones

An important element of East Asian culture, art in religious buildings, is manifested in
temple architecture. Chinas’s temple culture flourished in the 5th century, during the
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(a) (b)

Figure 1.16: NMR-MOUSE as a measuring tool for cultural artifacts. (a) Depth
profile of frescoes at Herculaneum [15]. (b) In situ analysis of the Iceman (3300 BC)

[28].

Northern Wei Dynasty, in the Yungang Grottoes, today listed as a UNESCO world her-
itage site. Its statues combine the Buddhist tradition of India with traditional Chinese
elements.

These sandstone statues have suffered high degradation and destruction during
the past thousand years, mainly due to water action. New methodologies have been
studied for protecting and preserving such materials. In this context, the reinforcement
of stones became an important issue in art conservation.

Conservation techniques have been developed following the principle of minimum
human intervention and no changes in the historic condition. Open-air, outdoor objects
in particular suffer weather aging interaction, so reinforcing and judicious sealing is very
important. In addition to providing high durability, the treatment should be reversible,
keeping the material, physical and chemical properties intact [88–90].

A consolidation process can be organic or inorganic. Inorganic consolidation ma-
terials are calcium hydroxide, barium hydroxide, sodium silicate (PS material), etc
[88, 89, 91, 92], while the organic material used is mainly a polymerized acrylic, sili-
cone or epoxy resin [93, 94]. Due to degradation of polymers, the literature recommends
against the use of organic consolidation [89].

The main constituents of sandstone are quartz, feldspar and clay minerals ce-
mented and made of calcium carbonates. In particular, the sandstones in the Yungang
Grottoes have a composition above 10% in mass of mineral components such as ferrous
iron calcite and dolomite. Chemical weathering of carbonate cements includes disso-
lution of carbonate minerals, oxidation of Fe2+, Fe3+, gypsum, epsomite, water and
carbon-magnesium by hydrolysis.
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The main chemical reactions of degradation are:

2 SO2 + O2⇒ 2 SO3 (1.60a)

SO3 + H2O⇒ H2SO4 (1.60b)

H2SO4 + CaCO3 + H2O⇒ CaSO4 · 2 H2O + CO2↑ (1.60c)

and

CO2 + H2O⇔ H2CO3 (1.61a)

H2CO3 + CaCO3⇒ Ca(HCO3)2 (1.61b)

The carbonate cement dissolution increases the pore size. Water can get in and out
easily, causing serious damage to the stone, in some cases breaking or even disintegrating
the object.

Nano-calcium hydroxide dispersion strengthened the stone through a certain depth
of penetration into the pores by water with dissolved CO2 and performs a reaction
which regenerates CaCO3 and modifies the pores, achieving the effect of consolidation.
Of course, this needs to be done after the desalination process to ensure that no other
impurities remain inside the pores. The major reactions of consolidation are:

Ca(OH)2 + CO2⇒ CaCO3 + H2O (1.62)

Ca(OH)2 + Ca(HCO3)2⇒ 2 CaCO3 + H2O (1.63)

After nano-calcium hydroxide consolidation, the rock regenerates calcium carbon-
ate and fills the pores. Quartz and feldspar grains, cemented, combine to achieve the
effect of consolidation. Dispersion techniques and a dispersant combination of modi-
fied materials achieve uniform and stable dispersion solutions. However, the number
of nano-particles stably dispersed in a medium depends on the kind of the dispersive
medium and the ratio, its viscosity and size, and the depth of reinforcing agents’ effects.
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Figure 1.17: SEM (scanning electron microscopy) image of a Ca(OH)2 nanocrystal
[96].

Overall, selecting the dispersion medium of nano-materials to maximize refilling effects
brings clear advantages.

Filling penetration into internal porous artifacts is based on the hydrophobic be-
havior of alcohol chains and nano-materials. When the number of nano-calcium hydrox-
ide surfactant increases, the surface activity and the ability to capture carbon dioxide in
air increases, leading to a speeding up of carbonation by calcium hydroxide. Currently,
applications of nano-powder dispersion techniques are basically physical, chemical and
dispersive material dispersion.

Because of its low solubility (about 1 g/L) and huge crystal size in water, aqueous
calcium hydroxide solution has low penetration depth in stone relics. Often the solution
is expelled to the surface layer, bleaching the artifacts to a hard shell of calcium, leading
to slow air carbonation. Larson et al. [92] limed slurry and used the composite in
the consolidation of powdered calcium carbonate. Using hot CO2 and other methods
they could increase the solubility of lime in water; however, the lime carbonated CO2

absorption was still an issue over long time periods remained a difficult problem to solve.

Huizhi [95] tried aqueous isopropanol with calcium oxide in 90◦C to dissolve the
-OH bond of the immersed particles, obtaining an average particle diameter of 6 - 8 µm.
The calcium hydroxide was dissolved and dispersed even better in pure isopropanol,
ethanol and other organic materials, which, to a certain extent, solved the problem of
small calcium hydroxide solubility.

Baglioni [96] used small calcium hydroxide crystals in ethanol dispersion as a
binder material, for example, for use on flaking mural reposts (Fig. 1.17). After ethanol
evaporation, calcium hydroxide and water absorbs CO2 at a mural patch stone support
for peeling between the calcium carbonate and then stably bonded together. Dei and
Salvadori [97] also detailed the nano-calcium hydroxide dispersion consolidation in some
San Zeno church frescoes (Verona, Italy) and achieved significant results.

In successful consolidation, the reinforcing agent penetrates uniformly from the
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surface to the internal masonry, changing physical and mechanical properties, and im-
proving the stone state. The processing materials should have high hydrophobic behavior
so that if water vapor infiltrates the stone, the pores will expel the moisture and the
chemicals will be filtrated.

NMR is a feasible evaluation tool for the consolidation process because it provides
information on water diffusion and relaxation in porous materials and can map structural
heterogeneity. Such an approach has been employed on many different stone artifacts and
is represented in the literature [13]. Single-sided NMR sensors have been used to evaluate
porosity of geological drill core sections [24] and understand quantitatively the water
flow in water-repellent treatments in biocalcarenite (Lecce Stone) [25]. Unilateral NMR
has also had success in monitoring a consolidation treatment based on polymerization
of acrylic monomers inside a porous stone [26]. Recently, porosity of sandstones and
calcarenite were measuring during the time of action of a hydrophobic treatment with
dimethylsiloxane [27]. Two inflection points of low to high water content were found:
the first one was attributed to surface effects, the second one to the dimethylsiloxane
penetration depth.

1.3.2 Potteries

Pottery ceramics are a very special class of archeological ceramic artifacts that often
require non-invasive analysis for their characterization. They are made of clay, which
can have several different elementary compositions, depending on the region of origin,
the custom manufacturer and the firing approach. Such differences also bring variability
in the porous geometric parameters of these materials [13].

Some researchers used high-field 27Al and 29Si NMR to characterize clay and the
firing process [98–100]. A water diffusion experiment was not successful due the huge
amount of paramagnetic species in the clay [101].

An important advancement achieved with portable NMR devices and acquisition
of multidimensional T1− T2 relaxation maps is the pottery characterization of pore size
and composition. This was possible because T1 is sensitive to pore surface-to-volume
ratio, but not to changes in gradients, while T2 is very sensitive to changes in internal
or external gradients as well as the presence of para or ferromagnetic ions [13]. T1 − T2

maps of soaked potteries have already been shown to be able to distinguish and classify
Italian ceramics [102, 103] and Roman pottery [104].
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1.3.3 Writing materials: parchment and handmade papers

History has been recorded on many different surfaces. Ancient scribes used materials
such as stones, bones and leaves. With the development of new technologies these
materials were replaced by more advanced ones such as baked clay, wax, tissue fibers,
papyrus, parchment and paper.

During about the 25th century BC, ancient Egyptians developed the technique
of making papyrus, which is considered the precursor of paper. This material was also
important for the ancient civilizations of the Middle East (Hebrews and Babylonians)
and those of Greece and Rome.

Made from animal skin, parchment was a substitute for papyrus and became the
main writing material during Roman times. Due to its ease of preparation, the history
of parchment spans more than 4500 years. Some examples of historic texts written on
parchment are: the Alexandrinus, Gigas, Leningrad, Sinaiticus and Vaticanus codices;
the Gospel of Judas and the Book of Enoch; the Dead Sea Scrolls; the Masoretic Text
and some early Islamic texts. These texts are fundamental to understanding the bases
of modern Judaism, Christianity and Islam [105].

The invention of paper and the paper-making process is attributed to the Chinese
eunuch Cai Lun in the late 1st century AD. Only in the 13th century did it arrive in
Europe. Paper achieved great importance after the year 1440 thanks to Johannes Guten-
berg. He developed the type-setting tool, which contributed to a fast rise in diffusing
impressed papers and enabled fast circulation of new ideas. Parchment production could
not supply the huge need for printing materials.

Parchment

Writing on animal skins is a practice that dates to about 2500 BC. With the devel-
opment of chemical knowledge, more sophisticated materials such as leather and parch-
ment could be produced from skins. Parchment was developed in Pergamon (Greece)
and found great importance during the Roman and Middle Ages, being the substrate
material of many Roman official and religious documents.

Parchment is a very important topic in cultural heritage. It is essentially collagen
and normally made of goatskin, sheepskin or calfskin cut at the hypodermis level, so
the skin is often shaved by lime, sometimes mixed with other chemicals. The skin is
washed in water to remove blood, grime, fat and excess flesh; afterward, the skin can be
re-limed in order to get a better final product. The final step is drying the parchment
on a stretching frame until it is ready for use [13]. Due this very arbitrary production
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process, different parchments show different chemical proprieties. However, a common
issue among different kinds of parchment is that it very sensitive to relative humidity.

Parchment composition shows fibrillate collagen embedded in a hydrated matrix
of complex proteins, elastin, salts and lipids in a complex hierarchical structure. Figure
1.18 shows the collagen hierarchical structure of a rat tail tendon, from the molecular
to the tissue level [106].

(a) (b) (c)

Figure 1.18: Hierarchical structure of collagen [106]. (a) The fiber fibril and collagen
molecule. (b) Collagen molecule with amino acids (nitrogen), carbon and oxygen col-
ored by blue, green and red, respectively, and the hydrogen atoms are not present. (c)
Amino acid chains that organize in a primary, secondary and tertiary structure, with

64 nm in parchment.

There are three main irreversible chemical process that deteriorate parchment
collagen, changing the collagen structure and then its interaction with water [107]:

1. Hydrolysis: this process cleaves the peptide linkages, resulting in amino acid end
groups. Fungi enzymes accelerate this degradation process.

2. Oxidation: this process degrades amino acids into carbonyl compounds, increasing
cross-linking. It is correlated mainly with the storage environment.

3. Gelatinization: this process disorganizes the collagen helical structure, transform-
ing collagen into gelatin, as presented in Fig. 1.19. This process may occur spon-
taneously.

A solid state NMR experiment with degraded parchment revealed a spectrum
with two peaks and different line-width components; the broad one was attributed to
collagen and the narrow to water [108]. This experiment revealed that aging decreases
the water content in a parchment sample due to partial hydrolysis of peptide bonds in
collagen. The hydrolyzed collagen is considered a degraded gelatin, with a mixture of
smaller molecular weight polypeptides.
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(a) (b) (c)

Figure 1.19: Gelatinization process [107]. (a) The collagen triple helix. (b) Interme-
diate state. (c) Gelatin.

A T1 experiment on parchment was performed with a single-sided NMR sensor
[21]. The proposed interpretation is that the gelatinization process disorganizes the
collagen structure and short T1 values, when the hydrolytic process produces longer T1

values [13, 109]. A similar study investigated the deterioration of a Dead Sea Scroll
fragment [22], and again, T1 values had good agreement with the deterioration state of
the parchment. Recently, interactions of lead white pigments in collagen-based binders
were explored using the NMR-MOUSE and it was noticed that the pigments change the
protein structure of a collagen fiber [23]. In that work, the decays of a CPMG pulse
sequence were studied through fitting by mono-exponential decay function as well as
inverse Laplace transform and orthogonal projection to latent structure by partial least
square discriminant analysis (OPLS-DA), a kind of multivariate data analysis.

Paper

Paper chemistry and degradation is a very important issue to understand, since
paper is one of the most important communication media today. Modern paper differs
from historic paper in many ways. Paper quality has worsened with time due the addition
of impurities during the industrial process, such as paramagnetic ions and lignin, that
make the paper more vulnerable to physical and chemical degradation [13].

Paper has two almost equimolar constituents: cellulose and water. Cellulose, a
kind of polysaccharide, is a homopolymer made of a-D-Glucose and is the most abundant
polysaccharide. D-glucose is connected by linkages called the β-1,4-glycosidic bond.
Cotton has a very high cellulose content, between 90 and 98%, while wood typically
has 40 to 50%. Polysaccharides such as cellulose are the building blocks of cell walls in
plants [60].

Two relaxation components are observed in a paper sample; the fast one is at-
tributed to the cellulose matrix and the slow one to water pools. The ratio between
the water and cellulose decay amplitudes is characteristic of the kind of paper, from 0.9
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(a) (b)

Figure 1.20: The cellulose structure. (a) The α-D-Glucose monomer. (b) The
monomer connected to generate the polymer [60].

for good to 1.7 for low quality papers [110]. T1 measurements of paper revealed two
components; the short one did not show correlation while the long one was found to
be dominated by spin-diffusion, with similar values for the cellulose and water domains
[110, 111].

It was found that the freezing temperature of water in paper is lower than 213 K
[110, 111], so paper can be interpreted as being a porous polymeric system with water
pools with porous size of 1.4 nm, well-defined, surrounded by amorphous cellulose (3.0
nm), and this last one surrounded by crystalline cellulose as indicated in Fig. 1.21 [112].
Paper can suffer chemical degradation from fungal hydrolytic enzymes, which results
in random chain scission (by hydrolysis) or peeling, and physical degradation which
transforms crystalline to amorphous cellulose, loosing bound water that can be catalyzed
by the existing paramagnetic impurities [113]. A chemical aging process in paper was
monitored using T2 variations, with three components, where only the intermediate
component had shortened in terms of time [113].

Figure 1.21: Paper morphology [112].

A non-invasive in situ study of degraded paper could be performed with single-
sided NMR sensors. The T2 values acquired for naturally [18] and artificially aged paper
[19] showed distinctions among the low, middle and high levels of degradation, with
values decreasing with increasing degradation level. Proietti et al. [19] also compared T2
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values of paper in different magnetic gradients and similar spin-lock effects and ensured
that the T2 similar values indicate low water diffusion.

Ancient Chinese paper began to be used for printing information carried by bear-
ers and dissemination of traditional Chinese culture. The handmade paper production
process is more complex and provides better performance compared to modern mechan-
ically produced paper. The initial step in handmade paper production is to collect the
raw materials, which can be linen, rattan, rice, hemp or bamboo. After soaking for 12
to 24 hours, the raw material must be cooked with soda ash for almost 8 hours in order
to produce a slurry. When this slurry is dried, the final paper is obtained.

The first Chinese paper was made of hemp and produced by Han Cai Lun during
the Western Han Dynasty. In the Tang Dynasty, the government replaced hemp with
rice to yield a finer-textured paper, rice paper. Bamboo paper dates to the 9th century,
is made in a high quality fabrication process at high temperature to kill pests, and
was used in several important records of Chinese history. Furthermore, there are about
20 different types of paper available using high-strength paper mulberry bark as raw
material. These papers are always very fibrous, with a soft texture, and are durable.

1.3.4 Canvas

The art of painting is very old. It started on the walls of caverns and others materials
humans could easily find in nature, most of the time representing the current beliefs of
the society. From ancient Egypt to the Middle Ages, painting on mortar walls became
very common and resulted in the art of fresco painting.

Linen canvas as the substratum for painting and a suitable replacement for wood
and parchment dates from about the 15th century. An alternative method for linen
canvas is known as cotton duck, cheaper and with good performance for acrylic inks,
but worse performance for oil inks. The canvas material is normally stretched over a
wooden frame, so it must be prepared by the painter carefully before being painted.

It is common in art galleries the reinforcement of old and fragile canvas paintings
with polymers waxes or another canvas layer, which may be not a good treatment.
There is still no methodology available to evaluate this process. The use of canvas is not
limited to paintings. It has also been used to make synthetic products such as shoes,
tents or bags, among many other possibilities.
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This work had several aims, all related to the development of new unilateral NMR
methodology for the polymer and cultural heritage fields. They can be summarized as:

1. Polymer Science:

1.1 HDPE relaxation:

1.1.1 Heat fusion joining in HDPE pipes: develop single-sided NMR hard-
ware and verify morphological changes after recrystallization through
heat fusion joining process of two PE pipe ends;

1.1.2 Samples treated with β-radiation: propose methodology for check-
ing differences in cross-link density of PE treated with low differences of
absorbed β-radiation;

1.2 Photo polymerization: explore the capacity of the NMR-MOUSE for
tracking photo polymerization reactions of dental resins, with changes in
mobility and monomer concentration, and propose a theoretical model for
describing the depth-dependent reaction kinetics.

2. Cultural Heritage Science:

2.1 Sandstone: non-invasively evaluate a recently developed inorganic consoli-
dation process based on adding CaCO3 to stones of interest to Chinese cul-
ture;

2.2 Pottery: correlate ancient potteries’ elemental compositions with their trans-
verse relaxation times, given by a unilateral NMR experiment;

2.3 Writing materials

2.3.1 Parchment: ascertain and evaluate damaged parchments using uni- or
multi-dimensional relaxation experiments;

2.3.2 Chinese-papers: propose experiments and develop methodology to dis-
criminate between different kinds of handmade Chinese papers and eval-
uate their degradation;
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2.4 Painting canvas: check the performance of NMR-profiling in determining
their layer structures of double-laminated canvases.
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3. Materials and methods

This work detailed in this thesis consists mainly of development and applications of
NMR, particularly the single-sided stray-field sensor NMR-MOUSE, so a section of this
chapter is dedicated to describing a single-sided NMR experiment (section 3.1). This
chapter also introduces the data analysis software used (section 3.2) and the analyzed
samples, with respective descriptions of the particular measurements performed for the
polymer samples (section 3.3) and for the cultural heritage samples (section 3.4).

3.1 The NMR setup

An NMR experiment requires the presence of a static magnetic field B0 that determines
the NMR frequency (Eq. 1.4). Generally, the value of the magnetic field is expressed in
MHz, supposing that the analyzed isotope is 1H. In the case of a magnetic field provided
by an NMR-MOUSE®, the magnetic field is generated by four bar magnets, which
produce a homogeneous magnetic field in a plane at a particular depth (Fig. 1.8(b)).
The profile MOUSE’s (PM) utilized are labeled according to the allowed depth access
with the following specifications (Magritek GmbH [114]):

1. PM2 : this sensor provides a magnetic field of 29.3 MHz at 2 mm above its surface.
The gradient of about 35 T/m permits spatial resolution of 5 µm;

2. PM5 : the field allowed by this sensor is 18.1 MHz. At a depth of 5 mm the existing
gradient lies over 22 T/m, which corresponds to 10 µm of spatial resolution (Fig.
3.1(a));

3. PM25 : this sensor is larger and heavier than the previous two. This huge sensor
generates a static field of 13.7 MHz and enables a depth range of up to 25 mm
with a gradient of 8 T/m and a spatial resolution of 100 µm.

Guided by computer software, the NMR spectrometer is the device responsible for
synthesizing radio frequency (RF) impulses with the required modulation. It also makes
the analogic-digital conversion and has input impedance of 50 Ω. In portable NMR, it
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is natural to use portable spectrometers. Two portable spectrometers were used in this
thesis work:

1. Minispec (Fig. 3.1(b)): produced by the company Bruker, it is controlled by the
Minispec software [115];

2. Kea: fabricated by the company Magritec Ltd., it is guided by the Prospa software
[116].

(a) (b)

Figure 3.1: (a) The NMR-MOUSE PM5. (b) The Minispec spectrometer.

Before the electrical impulses go to the probe and become the magnetic field, other
electric components are required. One of them is the power amplifier, which amplifies the
milliwatts of power coming from the transmitter nearly into the kilowatt range. Another
component, the duplexor, is responsible for protecting the receiver from the transmitter,
as both share the same coil. The pre-amplifier amplifies the weak spin signal (in the
µW range) from the sample so that it can be detected and digitized by the spectrometer
receiver. The receiver has a power splitter that affords analog quadrature detection, i.e.,
acquisition of real and imaginary components. All of thes components have frequency
band restriction.

The coil is a LC (indutance capacitance) or Tank circuit. This circuit possesses
two variable capacitors: one in series to the coil, called matching (CM) because it matches
the circuit impedance to 50 Ω, and a second one in parallel, called tunning (CT), respon-
sible for achieving the respective resonance frequency. The coil inductance (L) mainly
depends on its geometrical characteristics (Fig. 3.2). The circuit frequency is deter-
mined by the values of L and approximates the sum CM + CT [117]. However, a small
resistance (R) is always present and is responsible for dissipating some of the energy as
thermal energy.

Independent of the software language, all the concepts are common. For example,
for spectroscopic reasons, in relaxometry it is preferable to keep equal pulse lengths Tp

for the 90◦ and 180◦ pulse. The difference between them is in the electrical attenuation.
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(a) (b)

Figure 3.2: (a) The LC circuit. (b) A real LC circuit linked to a surface coil.

att90 is the pulse attenuation of 90◦, which is the double of att180, the 180◦ pulse atten-
uation. Thus the 180◦ keeps providing the double of the voltage of the 90◦ pulses, or
four times their power.

A feasible algorithm for CPMG or OW4 acquisition in an inhomogeneous field is:

1. Preparation: the recycle delay (rd) or recovery time (rt) should be longer than 5T1

if no T1 weighting is expected, or intermediate if T1 weighting is desired;

2. 90◦ pulse: the transmitter pulses at the resonance frequency for a time Tp and
attenuation att90;

3. Dephasing: the magnetization spreads for a time TE/2− Tp

4. Echo train (loop with N repetitions, meaning N echoes):

4.1 180◦ or 90◦ pulse: the transmitter pulses at the resonance frequency for a
time Tp and attenuation att90 if 90◦ pulses are required or att180 to perform
180◦ pulses;

4.2 Rephasing: the magnetization refocuses during a time (TE − Tp − Tacq)/2−Tshift,
where Tacq represents the time when the receiver is getting the spin answer
of the system, or the echo magnetization, and Tshift represents a possible
deviation in the echo center;

4.3 Acquisition: the receiver collects the magnetization during a time Tacq. It is
possible to acquire Tacq/dw points (integer number), where dw represents the
dwell time, normally one point per microsecond;

4.4 Dephasing: in this step the magnetization spreads over a time TE − Tp − Tacq/2 +
Tshift, so the loop is repeated.

The echo time should be as small as possible, which increases the signal-to-noise
ratio and minimizes diffusion effects. However, time is needed for dissipation of the
transmitted power in the probe and and also for the the other electronic devices to
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Figure 3.3: The software SIMCA 13.0.

recover. This time is known as dead time, Td. In the optimum condition, TEopt =
Tp + Tacq + 2Td.

3.2 The MVDA software

Among several multi-variate data analysis (MVDA) software products on the market,
the software SIMCA 13.0, from the company Umetrics (Sweden), was chosen and pur-
chased. A three-day training course called ”Multivariate Data Analysis,” promoted by
the company and taught by Dr. Olof Rosen, was attended. The software does not re-
quire advanced hardware, is quite fast and has an easy interface, as shown in Fig. 3.3. It
is possible to perform several kinds of principal component analysis (PCA) and partial
least square (PLS) models, which are validated by the coefficients of correlation and
prediction, discussed in detail in the Appendix A, between many other multi-variate
coefficients and plots. The other mathematical procurements and data plotting were
carried out with the software Origin 9.0 and Matlab 2012b.

3.3 Polymer samples

3.3.1 HDPE pipes joined by heat fusion

Four pipes connected using heat fusion provided by a piping company were explored.
Three of them, with small diameters (Φ = 115 mm), were labeled 10-001, 10-008 and
10-009 ; the fourth one had a larger diameter (Φ = 165 mm) and was called large.
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The typical excited area of a regular PM5 coil is 1 cm2, so a smaller coil was
built, with 3 turns and outer and inner diameters of Φout = 7 mm and Φin = 4 mm,
respectively (Fig 3.4(a)). In order to improve lateral resolution and avoid the mixing of
signal coming from different pipe regions (regions A and B in Fig 3.4(b)), and also due
the curved shape of the sample, a small sensitive volume was used to ensure that the
full sensitive volume was inside the sample (Fig 3.4(d)). The external rims of the joins
produced during the heating fusion process had to be shaved off (Fig 3.4(c)).

(a) (b)

(c) (d)

Figure 3.4: (a) The coil with a small sensitive volume. (b) The A (out) and B (at
the join) pipe regions. (c) The pipe with the outer rim shaved off. (d) The sensitive

volume pipe inside the pipe.

Measurements of both relaxation times with the sequences SR and CPMG were
performed at the regions A and B, at room temperature, with two different PM5’s, with
the parameters shown in Table 3.1:

Table 3.1: NMR parameters for the pipe experiment

Parameter value
Larmor frequency 17.1 or 18.1 MHz
Depth 1 mm
Pulse length 3 µs
Echo time 29 µs
Number of echoes 40
Recycling delay 200 ms
Number of scans 400

Four other PE samples were kept in a drum and removed, each at a different
temperature (30, 57, 83 and 110 ◦C), and had their crystallinity determined by a Differ-
ential Scanning Calorimetry (DSC) in a triplicate experiment. Furthermore, they were
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explored using the same approach applied to the pipes. Comparing sample results can
reveal differences between pipes and join crystallinity degree.

Differential scanning calorimetry (DSC) [62] is a thermoanalytical technique based
on the differences in absorbed heating as a function of temperature of two samples, one
with a known heat capacity and another to be explored. A DSC experiment provides
the enthalpy necessary for any thermal transition in a polymer. When compared with a
tabulated full enthalpy of the respective polymer transition, the degree of crystallinity
can be measured. Being the measured melting enthalpy ∆Hexp and the melting enthalpy
of a 100% crystalline sample ∆Hpur, the crystallinity percentage is calculated as:

Xc[%] = ∆Hexp

∆Hpur
(3.1)

3.3.2 HDPE samples treated with β-radiation

Intending to monitor differences in the cross-link density between the polymer chains,
four HDPE samples with dimensions of 100 x 100 x 5 mm3, treated with 100, 120, 140
and 160 KGy of β-radiation (Fig. 3.5), were provided by the company SKZ Wuerzburg
(Germany) and explored using infrared spectroscopy and unilateral NMR. The infrared
spectrometer used was a Perkin Elmer FT-IR Spectrometer Spectrum Two, calibrated
to 16 scans and a resolution of 4 cm−1. The NMR experiment was realized with a
PM5 device with RF pulses controlled by a Bruker Minispec spectrometer and the
parameters present in Table 3.2. Two pulse sequences were chosen, CPMG and OW4,
and measurements were carried out over several depths and positions. The acquired
data were studied through mono and bi-exponential curve fitting as well by partial least
squares regression (PLS), with the radiation dose as the independent variable.

Figure 3.5: PE samples treated with β-radiation.
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Table 3.2: NMR parameters for the PE sample treated with β-radiation

Parameter value
Larmor frequency 18.1 MHz
Depth 1, 2, 3, 4 mm
Pulse length 6 µs
Echo time 32 µs
Acquisition window 6 µs
Number of echoes 128
Recycling delay 600 ms
Number of scans 1024

3.3.3 Dental resins

Two commercial dental resin composites, “Arabesk Top” and “Grandio” (Voco GmbH,
Cuxhaven, Germany), with the standard color OA2, were investigated in partnership
with Dipl. Ing. Johannes Steinhaus and Prof. Dr. Bernhard Moeginger from the Bonn-
Rhein-Sieg University of Applied Sciences (Germany). The samples differ in chemical
composition and filler content (Arabesk = 23% monomer in mass, Grandio = 13%
monomer in mass). The curing process was photo-activated by applying blue light from
a Celalux LED LCU with wavelength λ = 450 nm (Fig. 3.6(a)).

These NMR measurements were performed with a PM5 sensor operated by a
Bruker Minispec with the parameters indicated in Tab. 3.3. The samples studied had a
thickness of either 3 mm, allowing testing at four different positions, or 4 mm, allowing
testing at six positions. In the following, the space scale is always the distance from the
sample surface closest to the light source to the sensitive slice analyzed, set to 1.2, 1.7,
2.2, 2.7, 3.3 and 3.8 mm (Fig. 3.6(b)).

(a) (b)

Figure 3.6: (a) NMR setup. (b) Positions of the sensitive slices in the resin sample.

In dentistry, a curing reaction takes less than 40 seconds. This is too fast for NMR
analysis. Therefore, 24 common glass slides with a thickness of 1 mm each were used
as a light attenuator, slowing down the curing time to about 10 minutes. As it was not
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Table 3.3: NMR parameters for the PE sample treated with β-radiation

Parameter value
Larmor frequency 18.1 MHz
Depth 3 mm
Pulse length 8 µs
Echo time 32 µs
Acquisition window 6 µs
Number of echoes 128
Recycling delay 150 ms
Number of scans 128

possible to stop the photo-reaction, the T2 measurements are an average of the signal
change during 25 s (128 scans). This approximation is acceptable when changes are
weak, for example, during the stationary state of a photo-curing reaction, but introduces
systematic errors when changes are more pronounced, like at the beginning or the end
of the reaction. In such an experiment, the NMR echoes arise only from the mobile
monomers present in the sample, while the signal from the solid polymer rapidly relaxes
within about 15 µs during the dead time of the sensor.

In order to correlate the NMR results with the temperature history of the sample
in the different relevant layers during the curing process, corresponding measurements
were performed collecting the temperature evolution with a thermocouple at measure-
ment points similar to those of the NMR setup (Fig. 3.6). However, in this experiment
the sample was cut off and the thermocouple was placed underneath. The sample
temperature during polymerization was collected for the first 140 s after the start of il-
lumination of both materials (Arabesk and Grandio), each in the following layer depths
of the sample: 2.15, 3.40 and 4.40 mm. All measurements were performed three times.

3.4 Cultural heritage samples

3.4.1 Sandstones

Six sandstone samples were subjected to a consolidation process developed by Dr. Zhou
Hua of the Beijing Union University (China) and Prof. Dr. Xiao Ya of the Hunan
Provincial Institute of Archaeology and Cultural Relics (also in China). The method
consists of keeping the stones in a vacuum for 8 hours and then immersing them for the
same amount of time in a hydroxide of calcium solutions with purity AR > 95% (estab-
lished by Fisher Scientific), in a total of six solutions with different kinds or proportions
of alcohols. This process characterizes reinforcement by dispersion. The solvent codes
are summarized in Table 3.4.
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Table 3.4: Sample codes and the consolidated alcohol

Sample Solvent alcohol
blank no treatment
1 ethanol
2 n-propanol
3 isopropanol
4 ethanol/isopropanol (6/4 volume ratio)
5 ethanol/isopropanol (6/4 volume ratio + 30%(weight) octadecanol)
6 ethanol/isopropanol (8/2 volume ratio)
aged natural aged sandstone

The samples, similar in size (about 5 x 4 x 2 cm3, Fig. 3.7), were measured when
soaked with deionized water and covered with parafilm to prevent water evaporation
during the measurements. The room temperature was 21± 1 ◦C.

Figure 3.7: Sandstone example.

Measurements were performed up to a depth of 3 mm with a PM5 device situated
on a manual lift (precision of 0.01 mm) and guided by a Bruker Mini Spec spectrometer.
The NMR parameters are summarized in Table 3.5, experiment 1. Another series of
experiments was carried out with a deeper depth access using the PM25 sensor situated
on an automatic lift controlled by a Magritek Kea spectrometer. The relevant parameters
are given in Table 3.5, experiment 2.

Following Equations 1.43 and 1.44, the profiles were processed as a sum over the
four initial echoes for the surface profile (Eq. 1.43), and four and thirty-two first echoes
for the deeper profile (Eq. 1.43 and Eq. 1.44). In the latter case, the weighting function
was also calculated (Eq. 1.46). The short profiles were interpreted with an exponential
curve fit, and both of them were smoothed using the ”moving average” filter (average of
four consecutive points - Matlab®software).
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Table 3.5: NMR parameters for the sandstones experiment

Experiment parameter value
1 Larmor frequency 18.1 MHz
1 Maximum depth acess 3.3 mm
1 Pulse length 8 µs
1 Echo time 32 µs
1 Acquisition window 5 µs
1 Number of echoes 128
1 Recycling delay 300 ms
1 Number of scans 1024
2 Larmor frequency 13.78MHz
2 Maximum depth access 20 mm
2 Pulse length 21 µs
2 Acquisition window 20 µs
2 Echo time 116 µs
2 Number of echoes 128
2 Recycling delay 900 ms
2 Number of scans 2048

3.4.2 Pottery

A total of 10 potteries from the ancient Rumanian civilization (3500 - 4000 years old)
were studied through NMR relaxation in partnership with Prof. Dr. Mihai Vasilescu of
the Babes-Bolyai University, Cluj-Napoca (Romania). They probably belonged to three
different cultures: Komariw-Costisa / Midle Bronze Culture (samples P1, P2, P3, P4,
P5 and P6); Trzniec / End of Early Bronze - Start of Middle Bronze (samples P7 and
P8) and New Culture / Late Bronze (P9 and P10). Photos of each pottery sample are
shown in Fig. 3.8.

The samples were immersed in deionized water for more than 24 hours, covered
with parafilm and measured in a PM5 sensor with the parameters present in Table 3.6.
They were profiled to a depth of 3 mm. At a depth where the water penetration was
constant (2 mm), the T2 decays were correlated with the elementary composition of the
main pottery elements provided by Prof. Dr. Mihai Vasilescu, given in Table 3.7.

3.4.3 Parchment

A sheet of parchment owned by Prof. Dr. Bernhard Blümich from RWTH Aachen
University (Germany) was investigated. It was originally the cover of a book from
the 17th century (Fig. 3.9(a)) which had suffered water damage and degradation over
time. This parchment was measured with a PM2 connected to a Minispec spectrometer
at three different damaged regions: a high-, a medium- and a low-damage position
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j)

Figure 3.8: Pottery samples. (a) Sample P1. (b) Sample P2. (c) Sample P3. (d)
Sample P4. (e) Sample P5. (f) Sample P6. (g) Sample P7. (h) Sample P8. (i) Sample

P9. (j) Sample P10.

Table 3.6: NMR parameters for the pottery experiment

Parameter value
Larmor frequency 18.1MHz
Maximum depth access 3 mm
Pulse length 5µs
Echo time 35µs
Acquisition window 8µs
Number of echoes 128
Recycling delay 350 ms
Number of scans 256

[107]. The low-damage position was a spot where no damage could be seen, which
presumably preserved the characteristics of the undamaged parchment, inluding its color.
The medium-damage region was intermediate between the low- and high-damage levels.
The high-damage position was the region that had suffered serious degradation over
time by action of fungi or bacteria and exposure to climate factors such as humidity or
sunlight, which made the parchment become darker, with some holes in its macroscopic
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Table 3.7: Element weight of the potteries [%] provided by Prof. Dr. Mihai Vasilescu

Sample Element [%]
O C Si Al Fe P Mg K Ca Na Ti Mn Cl S

P1 39.30 10.03 21.84 5.18 4.95 1.13 1.54 1.69 13.61 0.4 0.33 0 0 0

P2 40.26 2.47 34.52 11.08 4.95 0.45 1.6 2.50 1.16 0.55 0.46 0 0 0

P3 37.68 8.08 32.59 8.67 1.94 0.30 0.72 3.01 4.30 1.53 0.65 0 0.29 0.24

P4 37.24 6.29 32.81 10.39 4.60 0.70 1.51 2.95 1.72 0.97 0.51 0 0.31 0

P5 39.58 2.73 36.41 10.10 5.07 0.00 1.48 2.47 0.93 0.67 0.56 0 0 0

P6 40.95 5.53 33.50 10.15 3.27 0.00 1.52 2.44 0.79 1.17 0.39 0 0.29 0

P7 41.33 14.53 13.64 5.25 3.33 1.87 1.15 1.19 12.37 1.02 0.18 3.85 0.29 0

P8 40.00 2.62 35.04 11.00 4.06 0.00 1.46 3.08 1.26 0.90 0.58 0 0 0

P9 41.10 14.60 25.18 9.28 3.13 0.00 1.62 1.68 0.85 1.89 0.25 0 0.42 0

P10 39.73 13.03 27.64 10.53 2.55 0.30 1.66 2.00 1.4 0.60 0.34 0 0.22 0

structure. This location was called parchment with water attack.

(a) (b)

Figure 3.9: (a) Water attacked parchment sheet. (b) Parchment profile.

Another series of untreated parchments were subjected to a chemical aging process
consisted of cycles of immersion in a SO2 solution (50 ppm) for 2 days, 172 k lux of light
for 2 hours and heating at 100◦ C for 48 hours, in 1, 2, 4 and 8 cycles. For this reason,
these samples were named 1, 2, 4 or 8 cycles, with SO2 attack. A third kind of sample
was a untreated parchment, and the last sample explored was a gelatine sample, made
mainly of gelatinized collagen. These parchments and the gelatine sample were provided
by Dr. Admir Masic, from the BAM Berlin (Germany) [21, 118].

The chosen pulse sequence was a bi-dimensional RRCOSY (T1-T2), with saturation-
recovery for the T1 and OW4 for the T2 encoding, applied to the position of maximum
signal acquired in a simple profile experiment (Fig 3.9(b)), at a location supposed to
be the center of the parchment. A logarithmic scale step size for the T1 encoding
was calculated with Eq. 1.34, continuing through 5T1, and the data were transformed
using a two-dimensional inverse Laplace algorithm. The acquired data also enabled one-
dimensional analysis: selecting only the first or the average of the first four echoes of
each OW4 decay resulted in a SR acquisition, or the last experiment with T1 encoding
time of 5T1 provided an OW4 decay. Such series of data were explored with mono and
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bi-exponential curve fit, one-dimensional inverse Laplace algorithm and PLS models.
The NMR parameters used are shown in Table 3.8.

Table 3.8: NMR parameters for the parchment experiment

Parameter value
Larmor frequency 29.3 MHz
Maximum depth access 1.8 mm
Pulse length 2.2 µs
Echo time 24 µs
Acquisition window 4.5 µs
Number of echoes 128
T1 steps 32
Recycling delay 1000 ms
Number of scans 2048
estimated T1 for the SR sequence (H2O attacked sample) 50 ms
estimated T1 for the SR sequence (SO2 attacked, untreated and gelatine samples) 80 ms
Number of experiments 8

3.4.4 Handmade paper

Hemp, rice and bamboo handmade papers (for illustration, rice paper samples are shown
Fig. 3.10) were purchased at a traditional workshop in China by Dr. Zhou Hua of the
Beijing Union University (China). They were kept in a dry heat box at a temperature
of 105◦ C, for cycles of 15 days, from 0 (untreated) through 4 cycles, and then examined
using a PM2 sensor guided by a Minispec spectrometer. A quick profile of the sample
indicated the depth with highest signal, which was assumed to be the center of the paper
(similar to the parchment procedure at Fig. 3.9(b)). Four measurements with the OW4
pulse sequence were performed with the NMR parameters, as summarized in Table 3.9.

Figure 3.10: Rice paper samples.

All the acquired data had the first echo discarded and were analyzed using bi-
exponential curve fits. Furthermore, the data were inserted into a chemometrix matrix
with and without normalization by the first echo amplitude, and PLS models were
created.
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Table 3.9: NMR parameters for the handmade paper experiment

Parameter value
Larmor frequency 29.3 MHz
Maximum depth access 1.8 mm
Pulse length 2.2 µs
Echo time 23 µs
Acquisition window 3.5 µs
Number of echoes 256
Recycling delay 1200 ms
Number of scans 16384
Number of experiments 4

3.4.5 Canvas linings

Six different canvas samples of interest to the Stichting Restauratie Atelier Limburg
(SRAL) (Maastricht, Netherlands) were labeled from A to F and investigated (Fig.
3.11). Samples A, B, C, D and E were made of two layers of different materials glued
together using different kinds of waxes, and sample F was just one layer of canvas with
wax. All experiments were performed with a PM5 operated by a Kea 1 spectrometer
(Magritek Ltd). The NMR-MOUSE was mounted on an automatic lift adjusted to 100
µm of spatial resolution. The NMR parameters are summarized in Table 3.10.

Table 3.10: NMR parameters for the canvas experiment

Parameter value
Larmor frequency 17.1 MHz
Maximum depth access 3.00 mm
Pulse length 5 µs
Echo time 40 µs
Acquisition window 10 µs
Number of echoes 256
Recycling delay 200, 300, 500 or 600 ms
Step size 50 µm
Number of scans 1024

Preliminary measurements of sample A suggested a T1 value of 100 ms, so the
profiles were weighted by T1 with some selected values of the recovery time for the
CPMG pulse sequence: 200, 300 and 500 ms (600 ms for sample A). The data were
examined as the addition of four, thirty-two echoes and the weighting function. Each
canvas sample was measured with the written mark on the upper side, which means this
side is placed at the highest depth.
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(a) (b) (c)

(d) (e) (f)

Figure 3.11: Canvas samples. (a) A. (b) B. (c) C. (d) D. (e) E. (f) F.
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4. Results and discussion

The present chapter summarizes the results achieved through the proposed experiments
with regard to new advances in polymer and cultural heritage sciences with the NMR-
MOUSE. In section 4.1, the explored samples were polymers, such as HDPE pipes
(subsection 4.1.1), HDPE blocks treated with β-radiation (subsection 4.1.2) and photo-
polymerized dental resins (subsection 4.1.3). Section 4.2 presents the results obtained
for cultural heritage samples, such as the consolidated sandstones (subsection 4.2.1),
the ancient Rumenian potteries (subsection 4.2.2), the degraded parchment (subsection
4.2.3), the Chinese paper (subsection 4.2.4) and painting canvas (subsection 4.2.5).

4.1 Polymers

4.1.1 Heat fusion joining in HDPE pipes

No relevant variation of the relaxation times T1 and T2 could be determined for sample
10-008 in regions inside (A) or outside (B) of the join. The parameters extracted from
bi-exponential fits are presented in Tab. 4.1.

Table 4.1: T1 and T2 for regions inside or outside of the join

parameter region A region B
Amplitude (T1 long) [arb.u.] 18.2± 0.2 19.3± 0.2
T1 long [ms] 261± 6 260± 6
Amplitude (T1 short) [arb.u.] 4.2± 0.2 4.2± 0.2
T1 short [ms] 22± 2 25± 2
Amplitude (T2 long) [arb.u.] 15.8± 0.5 16.1± 0.6
T2 long [ms] 0.83± 0.05 0.88± 0.04
Amplitude (T2 short) [arb.u.] 28.7± 0.9 30.3± 0.8
T2 short [ms] 0.082± 0.006 0.082± 0.004

However, a horizontal profile with a resolution of 2 mm, represented by the ad-
dition of the first 14 echoes (50% of the initial intensity) acquired in a CPMG pulse
sequence optimizes the sensitivity of the measurement. A notable dip was reproduced
three times for the sample 10-008 (Fig. 4.1(a)) and also observed for the samples 10-001
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and 10-009 (Fig. 4.1(b) and (c)), where the zero position is the minimum amplitude
position (the join) and the amplitudes are normalized by the maximum value.

(a) (b) (c)

Figure 4.1: Horizontal profile of sample. (a) 10-008. (b) 10-001. (c) 10-009.

After defining the procedure, three positions for every pipe were chosen, one in the
welding line (region A) and two outside the welding line (region B). These were scanned
along the circumference in order to check the reproducibility along the dip and variations
along the circumference (Fig. 4.2). In all cases, the amplitude plotted corresponds to
the sum of the first 14 echoes acquired in a CPMG pulse sequence.

(a) (b)

(c) (d)

Figure 4.2: NMR measurements along the circumference. (a) Sample 10-008. (b)
Sample 10-001. (c) Sample 10-009. (d) Sample Large.

The NMR signal around the pipe circumference in region A for all pipes is shown
in Fig. 4.3(a). Some signal fluctuations can be seen along the circumference, which
indicates that more than systematic errors in the NMR signal, the pipe-making process
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(for example, the imperfect cooling conditions and the statistics of the crystalline dis-
tribution) was responsible for producing inhomogeneous material and thus the signal
fluctuations [119]. This phenomenon was also observed over a circumference far from
the join of sample 10-008 (Fig. 4.3(b)) and over its longitudinal direction (Fig. 4.3(c)).

(a)

(b) (c)

Figure 4.3: Signal amplitude in the welding line as a function of the angle for samples.
(a) All pipes at the join. (b) Signal amplitude far from the welding line as a function
of the angle for sample 10-008. (c) Signal amplitude in a longitudinal line for sample

10-008.

The sample inhomogeneity was further tested by means of statistical distribution
along one circumferential line in region A and two lines adjacent to the welding line in
region B, to the left and right sides of the join. For all pipe sections, the distributions
exhibited in Fig. 4.4 consistently reveal lower NMR signal amplitude for region A as
compared to region B.

The signal fluctuations in regions A and B reported in Fig. 4.4 can be approx-
imated by Gaussian distributions. Figure 4.5 shows the signal intensity distributions
along the circumference for the large pipe only; due to its larger size it had more than
double the acquisition of the other pipes. The narrow width of the signal distribution
at the join (region A) correlates with smaller error bars in Fig. 4.4. Table 4.2 lists the
estimated widths and average values of the Gaussian distributions.

In summary, an important finding is that all pipes are inhomogeneous due to
fluctuations of crystallinity within the sensitive volume of the NMR-MOUSE. These
fluctuations are smaller along the welding line than in the thermally unaffected pipe

55



4. Results and discussion

Figure 4.4: NMR signal averages for all pipes.

Table 4.2: Estimated widths of the NMR signal distributions for the large pipe

region width [arb.u.] center [arb.u.]
left (A) 100 252
join (B) 40 245
right (A) 100 253

(a) (b) (c)

Figure 4.5: Distributions of NMR signals for the large pipe in the regions. (a) Right.
(b) Left. (c) At the join.

material. An assessment of the overall quality of a welding line by NMR may be based on
statistical averages and variances of NMR signals for the welding line and the thermally
unaffected pipe material.

DSC measurements were performed in four other PE samples; a result example
is presented in Fig. 4.6(a). Comparing the result with the value of the enthalpy of
melting for a pure crystalline PE sample [120], their degree of crystallinity was calculated
using Eq. 3.1. Thus, these samples were explored using the same NMR experimental
conditions applied to the pipes. A straight line well explains the correlation between the
level of crystallinity and the sum of echoes, as presented in Fig. 4.6(b), with coefficients
presented in Table 4.3.

The NMR results presented in Figs. 4.4 and 4.5 can be expressed as a function of
the polymer crystallinity percentage through the parameters summarized in Table 4.3.
These results are shown in Fig. 4.7 and confirm that the heat fusion joining process
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Table 4.3: Coefficients of Figure 4.6(b)

coefficient value
Linear [%] 74.19± 0.08
Angular [%/arb.u.] (−59.0± 0.4)10−3

R̄2 0.99987

(a) (b)

Figure 4.6: (a) DSC result; (b) Correlation between the level of crytallinity and the
NMR parameter.

for connecting pipes increases the crystallinity degree of the PE pipes to the values
indicated in Table 4.4. The signal distribution at the join is narrow probably because
of slow cooling, which is consistent with lower signal due to higher crystallinity.

(a) (b)

(c) (d)

Figure 4.7: (a) Crystallinity averages for all pipes. Distributions of crystallinity for
the large pipe in the different regions. (b) At the join. (c) Left. (d) Right.
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Table 4.4: Estimated center and widths of the crytallinity distributions for the large
pipe

region center [%] width [%]
B (left) 59.3± 0.2 0.9± 0.4
A (join) 59.71± 0.03 0.46± 0.07
B (right) 59.3± 0.1 1.1± 0.3

4.1.2 HDPE cross-linked with β-radiation

All of the PE samples were explored using infrared spectroscopy. The acquired spectra
are presented in Fig. 4.8(a); Fig. 4.8(b) zooms in on the range of 1800 to 1500 cm−1.
Although it is very noisy, the integral over the range of the alkene vibration modes 1700
to 1600 cm−1, as shown in Fig. 4.8(c)), indicates a quantitative decrease in the covalent
bonds and increase in the cross-link density due to absorption of β radiation.

(a) (b) (c)

Figure 4.8: Infrared spectra of the PE samples treated with β radiation. (a) Full
spectra. (b) Zoomed-in vinyl vibrational groups range. (c) Integral over 1700 to 1600

cm−1, the vinyl vibrational groups.

Figure 4.9(a) shows the amplitude and Fig 4.9(b) the decay constants of the data
acquired with the CPMG pulse sequence and fitted with a mono-exponential model.
The straight line crossing the points in both figures resulted from a linear correlation of
the NMR parameters and the absorbed radiation dose, with the coefficients presented
in Table 4.5.

Table 4.5: Coefficients of the straight line in Fig 4.9.

Variable coefficient value
amplitude linear 16.4± 0.3 arb.u.
amplitude angular 0.003± 0.002 arb.u./kGy
amplitude R̄2 0.03183

T2 linear 0.299± 0.005 ms
T2 angular (−4± 4)10−5 ms/kGy
T2 R̄2 0.0033
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(a) (b)

Figure 4.9: Monoexponential fit constants of the CPMG decays. (a) Amplitude. (b)
Decay constants. The straight line coefficients are summarized in Table 4.5.

As presented in Table 4.5, the angular coefficients are almost null and are easily
confused with the standard deviation, which indicates the impossibility of distinguishing
the samples through application of a mono-exponential fit model to the CPMG data.
The same data were fitted with a bi-exponential function, which was more accordance
with the relaxation theory of polymers [11]. In this way, the four parameters (amplitudes
for the short and long components and the respective relaxation times) are presented in
Fig. 4.10. As above, the straight lines are a linear fit for the involved variables, with
coefficients presented in Table 4.6.

The spins from the rigid domains of a semi-crystalline polymer are expected to
relax quickly, and are not acquired during this experiment. Thus, the fitted compo-
nents are attributed to the more amorphous domains, such the the semi-rigid (short
component) or soft (long component) domains, as discussed in chapter 1.2. In fact,
the short components frequently have high amplitudes due dead time weighting, so the
extrapolation leads to contamination in the magnetization of the zero time.

Table 4.6: Coefficients of the straight line in Fig 4.10.

Component variable coefficient value
long amplitude linear 6.5± 0.2 arb.u.
long amplitude angular 0.008± 0.002 arb.u./kGy
long amplitude R̄2 0.26944
long T2 linear 0.77± 0.02 ms
long T2 angular (−5± 2)10−4 ms/kGy
long T2 R̄2 0.11699
short amplitude linear 14.4± 0.4 arb.u.
short amplitude angular 0.021± 0.004 arb.u./kGy
short amplitude R̄2 0.45786
short T2 linear 0.109± 0.003 ms
short T2 angular (20± 2)10−5 ms/kGy
short T2 R̄2 0.50885

59



4. Results and discussion

(a) (b)

(c) (d)

Figure 4.10: Bi-exponential fit constants of the CPMG decays. (a) Amplitude for
the long component. (b) Decay constants for the long component. (c) Amplitude for
the short component. (d) Decay constants for the short component. The straight line
represents a linear curve fit adjusted to the data and the coefficients are summarized

in Table 4.6.

From the data presented in Table 4.6 and Figure 4.10 a shorting trend can be
seen in both relaxation times with the increment of the absorbed dose. However, since
there is still a large discrepancy in the results, the correlation coefficient is small, and
the correlation is moderate for the long component (R̄2 = 0.51) and weak for the short
component (R̄2 = 0.12).

Solid echoes generated by the OW4 pulse sequence were also explored [43, 47].
The spin response of 20 measurements with the OW4 pulse sequence at different depths
and positions were interpolated with a mono-exponential function. The amplitude and
decay constants are presented in Fig. 4.12. Once again, the straight line indicates a
linear correlation, with coefficients given in Table 4.7, which suggests that both R̄2 are
near zero, which indicates the absence of correlation for magnetization amplitude or
decay constants with mono-exponential fits.

A bi-exponential model could better explain the relaxation, and was also applied
to the OW4 data. The extracted parameters are listed in Fig. 4.12, with the linear
correlation coefficients presented in Tab. 4.8. Again, no bi-exponential parameter of the
OW4 data could classify the samples.
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(a) (b)

Figure 4.11: Mono-exponential fit constants of the OW4 decays. (a) Amplitude. (b)
Decay constants. The straight line coefficients are summarized in Table 4.7.

Table 4.7: Coefficients of the straight line in Fig 4.11.

Variable coefficient value
amplitude linear 15.8± 0.3 arb.u.
amplitude angular −0.002± 0.002 arb.u./kGy
amplitude R̄2 −0.00089

T2 linear 0.34± 0.01 ms
T2 angular (−16± 8)10−5 ms/kGy
T2 R̄2 0.04

Table 4.8: Coefficients of the straight line in Fig 4.12.

Component variable coefficient value
long amplitude linear 7.1± 0.3 arb.u.
long amplitude angular −0.005± 0.002 arb.u./kGy
long amplitude R̄2 0.06716
long T2 linear 0.81± 0.04 ms
long T2 angular (1± 3)10−4 ms/kGy
long T2 R̄2 −0.01089
short amplitude linear 18.4± 0.6 arb.u.
short amplitude angular −0.004± 0.004 arb.u./kGy
short amplitude R̄2 0.00239
short T2 linear 0.079± 0.005 ms
short T2 angular (4± 4)10−5 ms/kGy
short T2 R̄2 0.00079

Overall, the PE samples with different amounts of radiation dose explored do not
show enough differences in cross-link density to be distinguished distinguish among them
using a relaxation experiment with the NMR-MOUSE. The amplitudes and relaxation
times fitted by mono or bi-exponential models were always imprecise, and the average
value did not show correlation with the quantity of absorbed dose. Supposing the sample
to be homogeneous, an explanation for the broad values is the presence of noise, which
could be masked using techniques of multi-variate analysis. Therefore, the first 64 echoes
of the decay-acquired CPMG and OW4 data were inserted into a chemometrics table,
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(a) (b)

(c) (d)

Figure 4.12: Bi-exponential fit constants of the CPMG decays. (a) Amplitude for
the long component. (b) Decay constants for the long component. (c) Amplitude for
the short component. (d) Decay constants for the short component. The straight line

coefficients are summarized in Table 4.8.

with the magnetization received for each echo time in a cell element as the dependent
variable (x-variable). The control variable was the radiation dose (y-variable).

The model coefficients, as described in Appendix A, are presented in Table 4.9
and indicate low correlation between the variables for the OW4 pulse sequence, and
moderate correlation for the CPMG data. Furthermore, the predicted amount of ab-
sorbed radiation dose for each acquired decay is shown in Figs. 4.13(a) and (c). It is
notable that the OW4 pulse sequence may produce predicted values with discrepancy
window of about 40 kGy, or errors of ±20 kGy, while the CPMG sequence offers better
prediction, with discrepancy window of about 30 kGy, or deviations of ±15 kGy, which
are enough to distinguish between samples with absorbed doses of 100 and 160 kGy.
The loadings presented in Figs. 4.13(b) and 4.13(d) indicate that both of the two latent
variables have differences that are present in the initial echoes, with a decay constant of
about 30 µs; i.e., the loadings prove changes in the rigid domains of the polymer chains.
As the dead time effects do not allow acquisition of the rigid component spin response,
it is hard to discriminate these samples with a unilateral NMR experiment.

The transverse magnetization decay acquired by the pulse sequence CPMG or
OW4 was able to distinguish moderately well between the samples tested and confirm
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(a) (b)

(c) (d)

Figure 4.13: PLS analysis for HDPE samples treated with β-radiation. (a) Predicted
data for the CPMG pulse sequence. (b) Loadings of the data acquired with the CPMG
sequence. (c) Predicted data for the OW4 pulse sequence. (d) Loadings of the data

acquired with the OW4 sequence.

Table 4.9: Fitted coefficients of Fig 4.13.

sequence LV1 LV2
R2 Q2 R2 Q2

CPMG 0.558149 0.371987 0.787728 0.504971
OW4 0.40178 0.119114 0.604566 0.216846

the low confidence in discriminating the samples using this methodology. Both of the
mono-exponential fitted data are broadcast, and no trend can be seen. A small corre-
lation can be seen in the bi-exponential fitted data that suggests a decrease of the T2

long component over the increase of the absorbed radiation dose, evidence of increasing
molecular motion. This behavior is more pronounced for the sequence CPMG than for
OW4. The PLS fit model similarly indicates a broad distribution of the predicted data,
with better prediction when using the CPMG pulse sequence. However, it also indicates
grouping of samples with different absorbed radiation doses, which can be attributed to
the tendency of the cross-link density to increase when the radiation dose increases. The
loadings suggest high differentiation at times of 30 µs. Also, the PLS model fitted for
the CPMG decays is enough to distinguish very well between the samples with radiation
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doses of 100 and 160 kGy, as can be observed in Fig. 4.13(a); i.e., this model enables
the distinction of small doses of the absorbed radiation.

4.1.3 Photo-polymerization of dental resins

Due to the short measurement time window of 25 s, the CPMG decays of a dental resin
sample do not have a good signal-to-noise ratio, as illustrated in Fig. 4.14(a) (sample
Arabesk, slice position at 1.2 mm). In fits with exponential decays, the fit parameter’s
amplitude and relaxation time show errors exceeding 30 %. Therefore, they could not
be used to track the reaction. On the other hand, the echo sum has a sufficiently good
signal-to-noise ratio for that purpose; echoes until a half of the initial amplitude were
co-added. Figures 4.14(b) and (c) summarize the echo sums of the two dental resin
composites as functions of time and depth, corresponding to the distance from the light
source.

(a) (b) (c)

Figure 4.14: (a) Time dependent CPMG decays of the Arabesk sample, at slice
position of 1.2 mm. (b) Sums of the first 64 echoes in the CPMG detection trains at
different depths versus the curing time by means of single-sided NMR for the Arabesk
sample. (c) Sums of the first 64 echoes in the CPMG detection trains at different depths

versus the curing time by means of single-sided NMR for the Grandio sample.

Two different time periods can be discriminated in the curing curves depicted in
Figs. 4.14(b) and (c): 1) an initiation phase, and 2) a curing phase. The duration of the
initiation phase increases with increasing depth, as the light, which initiates the reaction,
is more attenuated. The subsequent curing process conforms to Eq. 1.58, with a reaction
rate constant that decreases with increasing distance from the light source. To describe
the complete curing curves, two new terms were empirically included in Eq. 1.58: term
1 encompasses the signal increase, which takes into account the temperature change
during the initiation phase, and term 2 represents an experimental offset C yielding:

[M ][t] = [M ]0
2
3

(
t−t0
τ

)3/2

︸ ︷︷ ︸
term1

exp

[
−2

3

(
t−t0
τ

)3/2
]

+ C︸︷︷︸
term2

(4.1)
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Differentiation of Eq. 4.1 provides the time when the NMR signal achieves its
maximum value:

tmax =
(3

2

) 2
3
τ + t0 (4.2)

Figure 4.15(a) shows examples of fits of the experimental data by Eq. 4.1 for
the Arabesk sample at depths of 1.7 and 3.8 mm (R2 > 0.98), with all parameters as
variables. The spatial dependence of the maximum signal with the relative error bars
is presented in Fig. 4.15(b). It is shown below that a constant value for the initial
monomer concentration [M ]0 is found for all depths, and the reaction time constants τ
depend exponentially on depth, as expected based on Eqs. 1.57, 1.59 and 4.1.

(a) (b)

Figure 4.15: (a) Signals selected for the Arabesk sample from Figures 4.14(b) and
(c) and fitted using Eq. 4.1. (b) Relations among the maximums of signal, time and

depth.

• The initiation phase

In the initial phase of the reaction, shown in Figs. 4.14(b) and 4.14(c), the NMR
signal amplitude grows up to a maximum. This signal increase is attributed to
the increase in molecular mobility due to rising temperature. This means that less
signal is lost during the dead time of the NMR-MOUSE.

The effect of temperature was investigated in a series of experiments in which a
temperature sensor was placed underneath samples of different thicknesses, and
the temperature was monitored as a function of the curing time (Fig. 4.16). In
these experiments the light intensity was the same as in the NMR experiments.
The initial rise in temperature matches the NMR signal rise well. After reaching
the maximum temperature, the subsequent cooling is slow, and one can assume a
constant temperature for the subsequent analysis.

• The curing phase

In the curing phase, the decay of the echo sum shows the same time dependence as
the monomer concentration in Eq. 4.1. The characteristic time constants τ(d) are
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(a) (b)

Figure 4.16: Temperature as a function of reaction time for different sample thick-
nesses, normalized to a common initial temperature: (a) Sample Arabesk. (b) Sample

Grandio.

related to the constant K(d) according to Eq. 1.59. They both depend exponen-
tially on the depth d (Fig. 4.16). However, the characteristic time constants at low
depths close to the surface do not follow the exponential trend due the absence of
a signal maximum and result in some difficulties for tracking the reaction at high
reaction rates with good accuracy. Therefore, the first points were discarded.

Figure 4.17 summarizes the decay and reaction speed constants of the magne-
tization during the steady state of the polymerization reaction as a function of
depth into the sample. The experimental reaction speed constants are in accor-
dance with Eq. 4.1 and the associated decay constant is the extinction coefficient α
(Tab. 4.10). For both Arabesk and Grandio, the extinction coefficients determined
by NMR agree well with the ones directly determined by optical transmission mea-
surements (OTE).

While reaction time τ and reaction rate constant K approximately follow expo-
nential laws at depths exceeding 2 mm, their values at shallow depths are strongly
impacted by fast temperature changes in the sample at these depths and the lim-
ited time resolution of the experiment. The same applies to the time lags in Fig.
4.15(b). These data points are therefore characterized as outliers and are neglected
in the determination of the extinction coefficient α from Eq. 1.57 (Tab. 4.10).

Table 4.10: Extinction coefficients extracted from Fig. 4.17 and determined by optical
transmission experiments (OTE)

sample αNMR [m−3] αOTE [m−3]
Arebesk 0.7± 0.1 0.64± 0.03
Grandio 0.7± 0.2 0.60± 0.03
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(a) (b)

Figure 4.17: (a) The characteristic constant τ of reaction. (b) The reaction constant
K at different depths, extracted from Fig. 4.14; the outliers are indicated.

4.1.4 Summary

The results presented in section 4.1 represent progress regarding utilization of unilateral
NMR sensors in evaluating polymer materials. Although we were unable to detect spatial
defects caused by heat fusion in joined HDPE pipes, the results showed that the pipe
join has a crystallinity degree higher than the pipe material, as expected. The cross-link
density in PE samples could be ascertained better by the CPMG pulse sequence than
with the OW4, because the the signal differences lies in the rigid domains, located at
the very beginning of the magnetization decay, and are better understood with the help
of multi-variate data analysis. The kinetics and depth dependence of a photo-curing
reaction of a dental resin were explored with the NMR-MOUSE sensor and interpreted
with adapted equations extracted from polymer books.

4.2 Cultural heritage

4.2.1 Consolidated sandstones

The profiles made to a depth of 3.3 mm using co-addition of 4 echoes, producing up to
80% of the initial magnetization intensity, what the results are presented in Fig. 4.18(a).
The presence of a common peak in all the soaked samples was noted and attributed to
the presence of a parafilm cover layer that may retain water on the cover surface. The
signal from the water would then be aggregated with some spin response coming from
the parafilm material itself. The anomalous peak of the blank sample arises from the fact
that the untreated surface experiences high surface water accumulation and adsorption
caused by the presence of a huge number of water molecules. The consolidation process
causes changes in the material, reducing its water accumulation layer. Therefore, no
film is observed on the reinforcing rock surfaces: the nano-material dissolved in alcohol
produces a chain with hydrophobic properties. In order to understand the behavior of
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the water at the sample surface, the measured depths between 1 and 3 mm are showed
separately in Fig. 4.18(b).

(a) (b)

Figure 4.18: The short (3 mm) profile of the sandstones. (a) Full profile. (b) Zoom
in 1-3 mm of depth; the lines represent the moving average filter, which is the mean of

four consecutive points.

The trend of the curves present in 4.18(b) was accompanied, in a first approxima-
tion, by mono-exponential curve fits. The coefficients are shown in Table 4.11. The decay
rate can be organized in a descending order as: blank > 5 > 3 > 1 > 4 > 2 > 6; the
amplitudes can be organized in a descending order as: blank > 3 > 1 > 5 > 4 > 2 > 6;
the decay of sample 6 does not look like an exponential decay. These results show that
sample blank has the largest decrease in water amount from the surface to the inner
layer, and all the consolidation solutions reduce this water amount until depths lower
than 3.0 mm (except for treatment number 5). The water amount that remains in the
stone is given by the offset, and suggests that consolidation process number 3 is the
treatment that ensures the least water inside the sample.

Table 4.11: Exponential fit coefficient of the short profile, from 1 to 3 mm, as pre-
sented in Fig. 4.18(b)

sample offset [arb.u.] amp. at 1 mm [arb.u.] decay const. [mm] R2

blank 1.81± 0.05 1.0± 0.5 0.8± 0.1 0.96724
1 1.66± 0.04 0.40± 0.07 0.4± 0.2 0.60269
2 1.86± 0.02 0.30± 0.07 0.14± 0.07 0.51613
3 1.59± 0.05 0.45± 0.06 0.5± 0.2 0.71717
4 1.76± 0.03 0.29± 0.06 0.3± 0.2 0.51536
5 1.68± 0.05 0.40± 0.05 0.8± 0.3 0.79784
6 1.90± 0.05 0.002± 0.009 −0.4± 0.4 0.22502

Even though the short profile was able to classify the different aspects of the
consolidation solutions, a deeper profile would improve the experiment. The sensor
PM25 could access depths up to 20 mm, which meant that the sensitive volume could
cross the full volume of the sample blank, because it is thinner than 20 mm, and almost
the full volume of the treated and aged sample. The profiles with a = 4 in Eq. 1.43 cover
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the decay until about 50% of the initial intensity and represent the volumetric moisture
content at the given depths. These profiles are presented in Fig. 4.19(a). The profiles
with b = 32 in Eq. 1.44 summed all the echoes, until the magnetization reaches the
noise level. So this profiles represent the averaged T2 and is proportional to the average
pore size through the correlation shown in Eq. 1.41. These profiles are presented in Fig.
4.19(b). Furthermore, the weighting function defined by Eq. 1.46 was calculated with
ii=1, if=4, ji=5 and jf=32, and the resulting profiles are presented in Fig. 4.19(c). In
all three figures, the presence of a peak attributable to the parafilm cover can once more
be seen. These profiles do not reveal the small differences observed in Fig. 4.18 due the
big step size.

(a) (b)

(c)

Figure 4.19: The long (20 mm) profile of the sandstones. The lines represent the
moving average filter, which is the mean of four consecutive points. (a) Sum of the first

4 echoes. (b) Sum of the first 32 echoes. (c) Weighting function.

It is noted in Fig. 4.19(a) that the consolidation process present in samples 1 and
3 results in the lowest volume of moisture content and the process number of samples 2, 5
and 6 reduced the porosity quite well; due to systematic errors no better grouping could
be realized. Moreover, the average pore size shown in Fig. 4.19(b) suggests that the
consolidation process of sample 1 produces the smallest pore size of all the investigated
processes. The high values seen mainly in the naturally aged sample below a depth of
13 mm arise from the small magnetization value and the propagated errors, with the
normalization suggested by Eq 1.44. Figure 4.19(c) shows results similar to those seen
in Fig. 4.19(b) but eliminates the high values caused by normalization.

In both versions of Fig. 4.19 the presence of a layer with water accumulation in
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the natural stone can be seen; it is attributed to the equilibrium between the moisture
in and outside of the sample, which results in a notably broad layer of water with width
of about 4 mm. The reason that this peak does not appear in the deeper profile of the
blank sample is that the spatial resolution of the deeper profile is larger than the water
accumulation layer thickness in Fig. 4.18.

These results indicate that the pure solvents isopropanol and ethanol are best
suited for consolidation treatments with crystals of Ca(OH)2. Furthermore, they validate
the NMR-MOUSE as a feasible tool for evaluating porosity and pore-size distribution
in stones of cultural interest due to the non-destructiveness of the method. For the first
time, this technique has been applied for Chinese sandstone artifacts and may make new
measurements in situ in the Yungang Grottoes.

4.2.2 Relaxation in pottery

The pottery profiles calculated with the sum of 32 echoes are presented in Fig. 4.20(a).
It is notable that after a depth of 1 mm the signal has an apparently constant trend,
which can group the potteries as presented in Table. 4.12. The samples do not group
according to geographical region.

Table 4.12: Potteries grouped as a function of the profile amplitudes at depths higher
than 1 mm

amplitude [arb.u.] sample
0.9 P1, P2, P10
1.5 P7, P8, P9
3.0 P4
5.0 P3, P5, P6

(a) (b)

Figure 4.20: (a) Pottery profiles. (b) Decays at 2 mm.

Furthermore, all the decays acquired for the CPMG pulse sequence at 2 mm,
as shown in Fig. 4.20(b), were inserted into a chemometrics matrix. The elementary
composition elemental composition was centered about the mean to best illustrate the
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variation between samples. The PLS models were fitted with the independent variables
as being the elementary composition presented in Table 3.7. Figure 4.21(a) summarizes
all the model explained variation coefficients R2 and the prediction coefficient Q2. It is
notable that C, Si, Al, Fe and Mg have positive Q2, i.e., significant models; however,
only Fe and C present good models. Thus, these last two elements were examined in
separate models, with each element being the only y-variable in its model. The model
coefficients are given in Table 4.13.

Table 4.13: PLS of the pottery

Element LV1 LV2 LV3
R2 Q2 R2 Q2 R2 Q2 (LV3)

C 0.364046 0.272284
Fe 0.441406 0.246204 0.766882 0.48554 0.965527 0.535293

The observed percentage of elemental masses shown in Tab. 3.7 and their values
as predicted by the PLS model are presented in Fig. 4.21(b) for carbon and Fig. 4.21(d)
for iron. This kind of plot represents a good model when the points are close to the y = x

line, as seen in Fig. 4.21(d). The explanation for why these elements yield good models
lies in the fact that iron and old carbon (carbon black) are paramagnetic elements,
thus they influence the transverse magnetization acquired during a CPMG experiment.
From Fig. 4.21(c), the loading of the carbon PLS model, it is understood that there is a
negative correlation between the carbon mass and the magnetization amplitude decays
of the pottery and all the acquired echoes are important to explain the correlation.

Figure 4.21(e) shows that a similar phenomenon also happens for the first latent
variable in the iron model, which explains 44% of the variance, although in this case
the correlation is positive. The second latent variable explains an additional 32.5% of
the variation and is important only at the beginning of the decay, until 1.2 ms, so this
variance may be related to a fast decay component. The third latent variable is random,
which indicates white noise.

It has previously been demonstrated that changes in the transverse relaxation time
depend on the pottery composition. The T2 measured in a single-sided NMR experiment,
together with multivariate data analysis, in particular PLS models, were shown to be
able to correlate information regarding the elemental composition of ancient potteries.
A negative correlation implies a reducing and shortening of the decay with increasing
carbon and iron content. This introduced method represents a scientific advance because
it uses a fast and cheap measurement to non-invasively predict Fe and C amounts in the
sample, with a high degree of accuracy for the Fe element.
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(a)

(b) (c)

(d) (e)

Figure 4.21: PLS models for the pottery relaxation data and elemental composition.
(a) R2 and Q2 for all elements. (b) The observed and predicted C mass. (c) The loading
for the carbon PLS model. (d) The observed and predicted Fe mass. (e) The loading

for the iron PLS model.

4.2.3 Damaged parchment

Maps of the 2D-inverse Laplace transform of the parchment data, acquired with the
RRCOSY sequence, encoded by the sequences SR-OW4 for T1−T2 and reproduced over
the 8 measurements, are presented in Fig. 4.22. Three well-defined spots can be clearly
seen. The most clearly visible spot, named spot 1, has similar T1 and different T2 values.
As spot 1, T2 of samples with SO2 treatment, is longer than the H2O attacked sample
and also longer than the raw matrix, the untreated parchment, these T2 changes are
related to the main interaction of water with the collagen fibers at a bound level. In
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both cases it is seen that spot 1 T1 increases within deterioration, but samples with
different origins cannot be compared in absolute values due to differences assigned to
the parchment origins and the chemicals used in their manufacture.

(a) (b) (c) (d)

(e) (f) (g) (h)

(i)

Figure 4.22: RRCOSY maps for the parchment samples. (a) Untreated. (b) Low
level of damage from H2O attack. (c) Medium level of damage from H2O attack. (d)
High level of damage from H2O attack. (e) 1 cycle of SO2 treatment. (f) 2 cycles of SO2
treatment. (g) 4 cycles of SO2 treatment. (h) 8 cycles of SO2 treatment. (i) Gelatine.

The second notable spot, labeled spot 2, has longer T2 but similar T1 compared to
spot 1. Spot 2 indicates free water molecules remaining inside the collagen structures,
with more mobility. Spot 2 magnetization is high for the SO2 and low for the H2O
attacked samples, so the non-chemically treated sample has less free water in its structure
because the chemical treatments took place in an aqueous solution. Spot 2’s tendency
is to disappear with progressive aging, as it is not more noticeable in the samples with
8 cycles of aging than it is with 2 cycles. This confirms that the affinity between water
and collagen increases along the degradation.

The last spot, spot 3, is observed only in the 2D relaxation map of the H2O
attacked parchment and the gelatine sample. As it is not also present in the chart of
the untreated sample, it is reasonable to correlate this spot with the interaction of water
with gelatinized collagen in the more-than-300-year-old parchment. The SO2 attack
probably caused more degradation by hydrolysis than by gelatinization.
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One-dimensional relaxation experiments were carried out extracting selected lines
of the RRCOCY experiment: the first echo acquisition of the T2 encoding results in a
1D T1 experiment; the last acquisition in the T1 encoding results in a 1D T2 experiment.
Figure 4.23(a) shows the T1 encoding given by the saturation-recovery experiment of the
SO2 attacked parchment; Fig. 4.23(b) shows a similar time encoding, but each point of
the curve is averaged over the first four echoes of the T2 encoding. Fig. 4.23(c) shows the
T2 encoding given by the OW4 experiment. It can be clearly seen that averaging echoes
in a T1 experiment elongates the relaxation time. Also, there are notable differences in
the decay amplitude during aging.

(a) (b) (c)

(d) (e) (f)

Figure 4.23: Parchment 1D data of the SO2 attacked samples. (a) T1 data by
saturation-recovery. (b) T1 data by saturation-recovery, averaging 4 echoes. (c) T2

data by OW4. (d) ILT of Fig. (a). (e) ILT of Fig. (b). (f) ILT of Fig. (c).

The decay curves presented in Figs. (a), (b) and (c) were submitted to a 1D-
inverse Laplace transform algorithm with proper kernels for the respective relaxation
times. The results are presented in Figs. 4.23 4.23(d), 4.23(e) and 4.23(f) for the T1,
T1 (average of 4 echoes) and T2 data, respectively. Both of the T1 graphs indicate one
relaxation peak that shifts to longer times during aging, although the effect of averaging
echoes introduces T2 weighting, which elongates the T1 values of the peak. For T2, two
relaxation peaks were present, attributed to collagen-water interaction at a freer (the
long) and more restricted (the short component) level. Aging breaks the collagen chains,
which allows water loss and may decrease magnetization; this results in a very small,
almost undetectable shift in the distribution center. Similarly, the long component also
shrinks during aging.

The 1D analysis leads to conclusions similar to those from the 2D analysis, but
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with poorer details; for example, spot 3 is not recognized in 1D experiments. On the
other hand, performing 2D maps is more time-consuming than a T2 experiment, but
is about the same in terms of time investment as a T1 experiment, with the difference
being that RRCOSY requires acquisition of a full CPMG train after a T1 measurement.
The second disadvantage of bi-dimensional analysis is that in the data process multi-
dimensional relaxation experiments require more complex inversion algorithms.

The first regression method for the 1D data was a non-linear curve fitting with
mono-expoential functions for the T1 and bi-exeponential for the T2 data. The fitted
amplitudes and relaxation times are presented in Fig. 4.24, that figure confirms that
the magnetization amplitude is reduced during both of the aging processes. There are
two feasible explanations:

1. Supposing that the 1H amount inside the sensitive volume did not change between
the samples, this change is attributed to the dead time of the experiment.

2. Water loss during the aging process.

As the T2 magnetizations of the long component change much less than the differences in
total magnetization given by the T1 amplitude, explanation 2 is discarded. Explanation
1 is also supported by the fact that the high range of the magnetization belongs to the
T2 short component. The gelatine sample shows anomalous magnetization because it
did not have the same origin as the others; i.e., it is not parchment, so it has an elevated
number of hydrogen atoms.

Comparing Fig. 4.24(a) and Fig. 4.24(c), a small difference in magnetization can
be seen when the T1 curves are averaged in echoes, as expected; comparing Fig. 4.24(b)
and Fig. 4.24(d) highlights the elongation of T1 upon echo averaging. Moreover, both
Fig. 4.24(b) and Fig. 4.24(d) suggest that T1 increases during the SO2 degradation or
the damages after the H2O attack, trending to the T1 of the gelatine sample.

Furthermore, the T2 data in Fig. 4.24(e) reveal decay of the magnetization of the
long component during the SO2 attack; for the H2O attacked samples, the increment in
absolute value can be confused with the error bars, so no information could be extracted.
A similar phenomenon is present in the results shown in Fig. 4.24(f): the big error bars
do not allow for an exact conclusion. Regarding Fig. 4.24(h), the short T2 time seems
to slightly decrease during aging; as their values are about 250 µs, the magnetizations
in 4.24(g) are weighted by the dead time.

As an alternative methodology, 1D-ILT were carried out in the decay data and
posteriorly adjusted to a normal distribution by non-linear regression, with one (T1

experiments) or two centers (T2 experiments). The distribution area is proportional to
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(a) (b) (c)

(d) (e) (f)

(g) (h)

Figure 4.24: Mono-exponential curve-fits of the T1 curves. (a) Magnetization. (b)
T1. (c) Magnetization (adding 4 echoes). (d) T1 (adding 4 echoes). Bi-exponential
curve-fits of the T2 curves. (e) Magnetization of the long component. (f) T2 of the long
component. (g) Magnetization of the short component. (h) T2 of the short component.

the magnetization amplitude; its center is the correlated relaxation time, as is shown
in Fig. 4.25. The results are presented in Fig. 4.25; however, this approach leads
to conclusions similar to those from Fig. 4.24. There is a small difference between the
accuracy of exponential regression and the ILT process, which comes from the additional
mathematical process behind the ILT algorithms.

The results for the SO2 attacked samples presented in Fig. 4.25 were explored
through a linear regression between the aging cycles and magnetizations on one hand
and the relaxation times on the other. These results are shown in Fig. 4.26, with the
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(a) (b) (c)

(d) (e) (f)

(g) (h)

Figure 4.25: Inverse Laplace transform coefficients. (a) T1 magnetization. (b) T1
relaxation time. (c) T1 (adding 4 echoes) magnetization. (d) T1 (adding 4 echoes)
relaxation time. (e) T2 magnetization of the long component. (f) T2 relaxation time of
the long component. (g) T2 magnetization of the short component. (h) T2 relaxation

time of the short component.

respective linear, angular and correlation coefficients summarized in Tab. 4.14.

From Figs. 4.26(a) and 4.26(c) it is observed that both magnetizations result in
good correlation with the cycles of SO2 attack and with the T1 acquired with only one
echo. Averaging four echoes introduces relaxation weight and reduces the correlation,
as the T2 values do not present satisfactory correlation.

The percentages of the long and short components’ magnetization extracted from
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Table 4.14: Coefficients of the linear curve fits of the ILT treatment (Fig. 4.26).

Variable Linear coef. Angular coef. R̄2

magnetization 1.24± 0.02 arb.u. −0.80± 0.01 arb.u./(n. cycles) 0.926
T1 relax. time 61± 1 ms 8.4± 0.7 ms /(n. cycles) 0.978
magnetization (4 echoes) 1.31± 0.03 arb.u. −0.11± 0.03 arb.u./(n. cycles) 0.850
T1 (4 echoes) relax. time 90± 2 ms 2.9± 0.9 ms /(n. cycles) 0.772
magnetization T2 long comp. 0.024± 0.002 arb.u. −0.0020± 0.0004 arb.u./(n. cycles) 0.819
T2 long comp. relax. time 1.4± 0.4 ms −0.03± 0.01 ms /(n. cycles) 0.670
magnetization T2 short comp. 0.70± 0.03 arb.u. −0.06± 0.01 arb.u./(n. cycles) 0.868
T2 short comp. relax. time 0.27± 0.01 ms −0.01± 0.03 ms /(n. cycles) 0.388

(a) (b) (c)

(d) (e) (f)

(g) (h)

Figure 4.26: Fitting parameters correlated with the number of aging cycles. (a)
Magnetization. (b) T1 relaxation times. (c) Magnetization (average four echoes). (d)
T1 (average four echoes) relaxation times. (e) Magnetization of the long component. (f)
T2 relaxation times of the long component. (g) Magnetization of the short component.

(h) T2 relaxation times of the short component.

both T2 data processes are shown in Fig. 4.27. It can be seen that the collagen interac-
tions with water at a bound level represent between 70 and 90% of the NMR signal.

As a third methodology, multi-variate data analysis was carried out with the 1D
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(a) (b)

(c) (d)

Figure 4.27: Percentage values of the T2 magnetizations. (a) Long component (bi-
exponential curve fit). (b) Short component (bi-exponential curve fit). (c) Long com-
ponent (inverse Laplace transform). (d) Short component (inverse Laplace transform).

relaxation data. The chemometric matrix lines consisted of the number of experiments
N and the encoding times over the columns, which resulted in a matrix with dimensions
N (samples) × i (encoding times). The matrix was centered on the average and set as
dependent variables in a PLS model; the independent variables were attributed to the
number of aging cycles or the aging condition for each different discriminant class (PLS-
DA). Separate PLS models were carried out for the different SO2 and H2O attacked
samples, with the T1, T1 averaged in 4 echoes and T2 curves. A pre-processing by
normalization by the maximum would eliminate any amplitude discrimination, so the
models were repeated for the normalized data.

The resulting scores are presented in Fig. 4.28, the loadings in Fig. 4.29 and the
respective fitting coefficients are summarized in Table 4.15. The SO2 attack is very well
explained, with only one latent variable (LV1) in the T1 normalized and non-normalized
models, and has the maximum loading at about 60 ms, as indicated in Figs. 4.29(a)
and 4.29(b). These figures agree with the T1 average of Fig. 4.24(b); in this case
magnetization amplitudes are not important. The H2O attack requires an additional
LV to explain its remaining 50% of variation. LV1 has maximum changes at about
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40 ms, again in agreement with Fig. 4.24(b). LV2 has maximum variation at a time
shorter than 10 ms and results in grouping in Figs. 4.28(g) and 4.28(h) with regard
to the gelatinized state of the sample. Similar conclusions are achieved for the models
with 4 echoes averaged; however, these last have lower coefficients. Although very noisy,
the T2 data resulted in a very good model for the SO2 attacked samples, but not for
the H2O attacked ones. T2 loading changes during the SO2 treatment, as shown in Fig.
4.29(e), are similar to a mono-exponential decay with a rate constant of 300 µs. As
this is similar to the changes present in the loadings of Fig. 4.29(e), it is concluded
that the chemical treatment led to changes in the time and magnetization amplitudes of
the decay; for the H2O attacked parchment, there was a small change in magnetization,
because the loading plot of LV1 Fig. 4.29(k) has a decay constant of 300 µs, but no
model was possible with the normalized data. The T2 models, the last component of all,
are mainly noise.

Table 4.15: Coefficients of the PLS models for parchment

rel. time norm. attack model LV1 LV2 LV3 LV4 LV5

R2 Q2 R2 Q2 R2 Q2 R2 Q2 R2 Q2

T1 no SO2 PLS 0.963 0.960 0.978 0.960

T1 yes SO2 PLS 0.899 0.892 0.932 0.892

T1 no H2O PLS-DA 0.390 0.368 0.875 0.860 0.953 0.930

T1 yes H2O PLS-DA 0.446 0.433 0.914 0.906 0.960 0.924

T1 (4 ec.) no SO2 PLS 0.902 0.900 0.933 0.920

T1 (4 ec.) yes SO2 PLS 0.115 0.095 0.652 0.513 0.807 0.578

T1 (4 ec.) no H2O PLS-DA 0.410 0.383 0.860 0.828 0.948 0.894 0.969 0.904 0.980 0.924

T1 (4 ec.) yes H2O PLS-DA 0.443 0.426 0.843 0.810 0.931 0.893 0.967 0.915

T2 no SO2 PLS 0.932 0.926 0.980 0.934 0.994 0.942

T2 yes SO2 PLS 0.492 0.260 0.534 0.299 0.799 0.585

T2 no H2O PLS-DA 0.424 0.401 0.875 0.350

T2 yes H2O PLS-DA 0 0

The T1, T2 correlation experiment indicated three different T1, T2 relaxation peaks,
attributed to collagen interactions with free and bound water as well as to water and
gelatinezed collagen interactions. It proved to be a complete method and provided
more information than the one-dimensional analysis, but it is very time-consuming and
requires advanced and difficult mathematical algorithms. All three methodologies of
performed one-dimensional analysis indicate T1 as the best parameter to track parchment
aging. Data fitting provided better accuracy than the ILT, and also has another positive
characteristic: it quantifies the magnetization amplitude and relaxation time. The PLS
models were very powerful because they indicated water interactions with the non-
gelatinized and gelatinized collagen. This makes the PLS a very good tool for classifying
the damage state of parchment. Chemical and biological aging agreed with the trend of
the relaxation times; however, the artificial process of aging may have changed the water
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k)

Figure 4.28: Scores of the PLS model for the relaxation curves. (a) SO2 attacked
samples T1 acquired data. (b) SO2 attacked samples T1 normalized data. (c) SO2
attacked samples T1 (adding 4 echoes) acquired data. (d) SO2 attacked samples T1
(adding 4 echoes) normalized data. (e) SO2 attacked samples T2 acquired data. (f)
SO2 attacked samples T2 normalized data. (g) H2O attacked samples T1 acquired data.
(h) H2O attacked samples T1 normalized data. (i) H2O attacked samples T1 (adding
4 echoes) acquired data. (j) H2O attacked samples T1 (adding 4 echoes) normalized

data. (k) H2O attacked samples T2 acquired data.

characteristics in the parchment sample. Averaging over echoes increases the signal-to-
noise ratio but brings undesired T2 contamination, more pronounced in fast relaxation
decays, such as those of parchment. T2 did not show good correlation with aging.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k)

Figure 4.29: Loadings of the PLS model for the relaxation curves. (a) SO2 attacked
samples T1 acquired data. (b) SO2 attacked samples T1 normalized data. (c) SO2
attacked samples T1 (adding 4 echoes) acquired data. (d) SO2 attacked samples T1
(adding 4 echoes) normalized data. (e) SO2 attacked samples T2 acquired data. (f)
SO2 attacked samples T2 normalized data. (h) H2O attacked samples T1 acquired data.
(g) H2O attacked samples T1 normalized data. (j) H2O attacked samples T1 (adding
4 echoes) acquired data. (i) H2O attacked samples T1 (adding 4 echoes) normalized

data. (k) H2O attacked samples T2 acquired data.

4.2.4 Handmade paper

Examples of relaxation data acquired with the OW4 pulse sequence for hemp, rice and
bamboo papers, with their respective inverse Laplace transforms, are presented in Fig.
4.30. It can clearly be seen that the decay is not mono-exponential and the larger
changes in the bamboo paper decays suggests this paper as the most vulnerable to
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the aging process. In agreement with ref. [18], the decays should have bi-exponential
behavior of the magnetization; however, this is difficult to observe through ILT, the
relaxation time constants merged to a single value in the distribution.

(a) (b)

(c) (d)

Figure 4.30: (a) OW4 magnetization decays for untreated hemp, rice and bamboo
paper. (b) ILT of Fig. 4.30(a). (c) OW4 magnetization decays for hemp, rice and

bamboo paper with 4 cycles of aging. (d) ILT of Fig. 4.30(c).

Therefore, the bi-exponential curve fit model was chosen, and all the decay curves
were explored. The magnetizations for the long and short components in absolute value
and in percentage, and the respective relaxation times, are presented in Fig. 4.31.

Because of the very low amplitude of the magnetization decays, it is difficult to be
exact in the extracted fit parameters. This complication does not exist if the intention is
to compare the three kinds of paper: bamboo paper always has a smaller magnetization
amplitudes and changes over aging than the others. The difference between the rice and
hemp papers is small, but the hemp paper has a little more magnetization amplitude
than the rice. The relaxation times are similar, mainly due to the high error bars.
The ratio proposed by Capitani et al. [110], given by the magnetization of the long
component, attributed to water, divided by that of the short component, related to
cellulose, was also calculated, and is presented in Fig. 4.32. The propagation of errors
resulted in huge error bars; together with the high dead time contamination of the short
component magnetization, this resulted in a ratio that is much smaller and does not
agree with the findings of reference [110].

The trend of the changes in the relaxation constants can be better visualized using
multi-variate methodology. PLS models were created from an x-matrix with the samples
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 4.31: OW4 results. (a) Hemp paper magnetization. (b) Hemp paper relative
magnetization. (c) Hemp paper T2. (d) Bamboo paper magnetization. (e) Bamboo
paper relative magnetization. (f) Bamboo paper T2. (g) Rice paper magnetization. (h)

Rice paper relative magnetization. (i) Rice paper T2.

Figure 4.32: Ratio suggested in reference [110] of the magnetization for the different
kinds of paper over the aging process.
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over the lines and the magnetization of each echo time over the columns; the y-array
was the number of aging cycles. Fig. 4.33 shows the PLS scores for the non-normalized
and normalized (by the initial value) data, always centered on the average; Fig. 4.34
shows the respective loadings.

Table 4.16: Coefficients of the PLS model for paper

type norm. model LV1 LV2 LV3 LV4 LV5

R2 Q2 R2 Q2 R2 Q2 R2 Q2 R2 Q2

hemp no PLS 0 0

hemp yes PLS 0 0 0 0

bamboo no PLS 0.898 0.895 0.964 0.944 0.998 0.980

bamboo yes PLS 0.716 0.685 0.966 0.918 0.998 0.956

rice no PLS 0.618 0.426 0.882 0.636 0.989 0.768

rice yes PLS 0 0

all untreated no PLS-DA 0.476 0.374 0.861 0.471 0.969 0.577 0.988 0.713 0.999 0.841

all untreated yes PLS-DA 0.444 0.242 0.806 0.166

all 4 cycles no PLS-DA 0.497 0.452 0.918 0.860 0.994 0.889

all 4 cycles yes PLS-DA 0.488 0.447 0.872 0.754 0.967 0.810 0.987 0.825

The model coefficients are very good for the bamboo and rice papers, without
normalization. As no model could be fitted to the hemp paper, it can be concluded
that the hemp paper did not degrade during the attempted aging process, and can be
deemed the highest quality paper.

The rice paper showed little decrease in magnetization during aging, as can be
seen in Fig. 4.34(c); no model could be fitted for the normalized sample, the selected
aging process did not change T2. The bamboo paper proved to be very sensitive to
aging by heating, with very defined changes in magnetization amplitude, as shown in
Fig. 4.34(a), also T2 changes with maximum variance at a time of about 100 µs, as
observed in Fig. 4.34(b). Furthermore, good PLS models were fitted for the various
untreated samples. The first latent variable of Fig. 4.33(d) suggests that the bamboo
paper has the smallest magnetization amplitude, in agreement with Fig. 4.31.

The time decay also changes among the three kinds of paper, as presented in
Fig. 4.33(e); the bamboo paper has the shortest component (low LV1 and LV2) and
the hemp has the longest component (high LV1 and LV2). The aging process brings
loading similar to the untreated samples, as indicated in Fig. 4.34(f); the scores of Fig.
4.33(f) affirm that the aging process increased the differences in paper relaxation times,
resulting in clearer distinctions among the groups.
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(a) (b) (c)

(d) (e) (f)

(g)

Figure 4.33: Scores of the PLS model for the T2 relaxation curves. (a) Bamboo paper
acquired data. (b) Bamboo paper normalized data. (c) Rice paper acquired data. (d)
All untreated papers acquired data. (e) All untreated papers normalized data. (f) All

4 cycles aged paper acquired data. (g) All 4 cycles aged paper normalized data.

4.2.5 Canvas linings

Differences in T1 were realized by analyzing the profile amplitudes weighted by the
recycle delay, where long T1 values bring more variation than short ones. A full profile
performed with 1024 scans took about 70, 100 and 190 minutes with recycle delays of
200 ms, 300 and 500 ms, respectively.

Profiles encoded as the mean of the first four echoes averaged until 50% of the
initial amplitude, even though this value changed with different samples due to changes
in the amplitude and relaxation rate. The profiles are shown in Fig. 4.35, where it can
clearly be seen that the variation in Fig. 4.35(a) suggests canvas A, with the longest
T1, well estimated at 200 ms. Similarly, the deep layer of canvas B in Fig. 4.35(b) has a
long T1, also about 100 ms. Furthermore, samples C, D, E and F have low amplitudes,
which is attributed to the low mobility of the 1H spins in the material, because their
material is harder than the material found in samples A and B. Also, it can be seen that

86



4.2. Cultural heritage

(a) (b) (c)

(d) (e) (f)

(g)

Figure 4.34: Loadings of the PLS model for the T2 relaxation curves. (a) Bamboo
paper acquired data. (b) Bamboo paper normalized data. (c) Rice paper acquired data.
(d) All untreated papers acquired data. (e) All untreated papers normalized data. (f)

All 4 cycles aged paper acquired data. (g) All 4 cycles aged paper normalized data.

the material in sample A is diffused in two layers as the minimum amplitude found at
depth (0.7 mm) discerns a layer of material change; in sample B the wax is concentrated
in the center and no layer is identified.

Figure 4.36 shows the results of averaging the first 64 echoes, ensuring co-addition
until the noise level. The result is proportional to the average T2, so this plot confirms
that samples A and B have softer material than samples C, D, E and F. The spatial
distribution of this soft material is also confirmed. Very high values, for example between
0 and 0.4 mm and 1.3 and 1.5 mm of canvas A (Fig.4.36(a)), come from the required
normalization where the initial amplitude is very small (see Fig 4.35(a)).

The weighting functions calculated for the limits ii = 1, if = 4, ji=5, jf = 32 are
exhibited in Fig. 4.37. As was demonstrated, the mathematics behind the weighting
function eliminate amplitude weighting in the profiles, so Figs. 4.37(a) and 4.37(b) prove
that the wax in samples A and B is made from a soft and homogenous material, although
Figs. 4.35 and 4.36 confirm that the wax is differently distributed spatially. The hard
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(a) (b) (c)

(d) (e) (f)

Figure 4.35: Sum of four echoes for the canvas samples in three different recycle
delays. (a) Sample A. (b) Sample B. (c) Sample C. (d) Sample D. (e) Sample E. (f)

Sample F.

(a) (b) (c)

(d) (e) (f)

Figure 4.36: Sum of 64 echoes for the canvas samples in three different recycle delays.
(a) Sample A. (b) Sample B. (c) Sample C. (d) Sample D. (e) Sample E. (f) Sample F.

material in the samples C, D, E and F makes the low weighting function denominator
very low and highly sensitive to noise, which increases the ratio value and brings noise.

Different canvas structures could be profiled with the NMR-MOUSE. The results,
presented in Figs. 4.35, 4.36 and 4.37, prove, for the first time, that relaxation mea-
surements can reveal quantitative and qualitative information about material changes
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(a) (b) (c)

(d) (e) (f)

Figure 4.37: Weighting function (1,4;5,32) for the canvas samples in three different
recycle delays. (a) Sample A. (b) Sample B. (c) Sample C. (d) Sample D. (e) Sample

E. (f) Sample F.

in canvas. This experiment opens doors in the art conservation field for using unilat-
eral NMR sensors as a powerful tool in evaluating laminated canvas and investigating
suitable repairing techniques.

4.2.6 Summary

Section 4.2 has discussed innovations related to the use of single-sided NMR sensors in
the cultural heritage field. Through measurements of porosity and pore-size distribution,
consolidation treatments in stones could be non-invasively monitored and compared in
order to choose the best consolidation method. These results suggested for the first
time the possibility to perform in situ measurements in the Chinese Yungang Grottoes.
Transverse relaxation measurements, together with multi-variate data analysis, proved
to be able to predict ancient pottery’s elemental composition, mainly with regard to
iron (very good correlation) and carbon (satisfactory correlation). The correlation was
explained by the high paramagnetic character of the iron element; the carbon in ancient
pottery has many free radicals (carbon black). Due to the huge acquisition number,
the bi-dimensional RRCOSY (T1, T2) pulse sequence applied to H2O and SO2 damaged
parchment revealed information until now unknown in the literature: the case of a
relaxation peak attributed to the gelatinized collagen-water interaction that data fit or
ILT of one-dimensional pulse sequences were not able to predict. Multi-variate data
analysis proved to be very powerful, because it could detect the new peak variation in
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a uni-dimensional T1 experiment faster than in a bi-dimensional one. Hemp, rice and
bamboo handmade Chinese paper showed different sensitivity to aging by heating: the
bamboo paper is the most sensitive, when the hemp is the least sensitive; this conclusion
was possible only with multi-variate data analysis of the echoes generated by a CPMG-
like pulse sequence. Moreover, for the first time, single-sided NMR is proposed as an
analytical tool for monitoring reinforced canvas of artistic interest, opening doors for
new optimizing canvas repair techniques.
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The NMR-MOUSE proved to be an useful tool for the proposed polymer analysis. The
heat fusion joining process in PE pipes indicated a rise in the polymer crystalline level,
which was observed by the decrease in the sum of echoes and proven through a com-
parison with a DSC experiment. As the PE pipes were considered an inhomogeneous
sample, the acquired data had to be explored by means of statistical averages; however,
the experiment provided consistent data.

Moreover, the small differences in cross-link density of PE samples could be inves-
tigated. In this case, mono and bi-exponential regression models did not show acceptable
correlation, but multi-variate data analysis revealed very small differences at the crys-
tal domains of the polymer. The achieved PLS model fitted to the CPMG sequence
had better coefficients than the OW4 one. This experiment confirmed that even in echo
times on the order of 30 µs the short magnetization decays of the rigid part of a polymer
can be investigated.

A slow photo-curing reaction of a dental resin sample was tracked in depths larger
than 2 mm. By varying the distance between the NMR-MOUSE and the sample, the
sensitive volume could be shifted across the thickness of the sample to follow the curing
reaction at different depths going from light to dark curing of dental resins. A sig-
nal maximum was observed and attributed to the temperature increase caused by the
exothermic reaction. Using an empirical equation the occurrence time of the tempera-
ture maximum was estimated. The experimental data were modeled with the textbook
equations for first-order reaction kinetics of a photo-initiated radical polymerization.
The two analyzed resins polymerize on similar time scales. The Weibull modification
of the Kohlrausch function was implemented in the kinetic formula to account for the
initial temperature rise of the material at the beginning of the photo polymerization
time. In the proposed form the resultant semi-empirical expression fits the time depen-
dence of the curing reaction well. The depth dependence of the reaction kinetics is in
accordance with the Lambert-Beer law. The photo polymerization of the dental resins
thus can be modeled as a function of reaction time and depth for the benefit of assisting
the optimization of resin formulations and curing procedures.
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Stones were treated with a recently developed consolidation process by re-filling
CaCO3 and were explored with the NMR-MOUSE in a completely non-invasive way.
The results revealed hydrophobic proprieties of the consolidation process and indicated
pure ethanol or isopropanol as the best solvents for Ca(OH). This work is a pioneering
application of NMR to preserve Chinese cultural artifacts and will allow performance of
in situ experiments in the Yungang Grottoes.

Multi-dimensional T1, T2 relaxation maps of parchments presented advances re-
vealing chemical information not available in single relaxation curves with standard
methodology, for example, a domain only depending on the gelatinized state of the col-
lagen structures. Moreover, one-dimensional T1 experiments can follow the damage state
of parchments. Multi-variate data analysis proved to be a very powerful tool in analyz-
ing degraded parchment, where a PLS model could reveal similar information present in
the two-dimensional experiment but hidden in one-dimension T1 decays. Also, T2 was
shown to be a fast method to acquire information about the damaged state of parchment,
although T1 explains the case better.

Three different types of Chinese handmade paper were examined with the NMR-
MOUSE under the OW4 pulse sequence. The transverse magnetization decay indicated
that the bamboo paper is more sensitive to aging by heating than the hemp and rice
paper. The data bi-exponential fits did not help to make advanced conclusions, because
the NMR signal was very weak and very short. Multi-variate data analysis again proved
to be a powerful tool, and enabled the conclusion, for the first time, that hemp paper
provides high quality and performance.

Furthermore, this work confirmed the possibility of discriminating different layers
of lined canvas samples. The non-destructive analyses were satisfactory and raised the
possibility of a future series of measurements to optimize canvas lining techniques in art
restoration.

Overall, this thesis work represent a series of progress steps for the single-sided
NMR sensor, mainly the NMR-MOUSE, in evaluation and ascertainment of polymers
and cultural heritage artifacts. All the measurements were non-invasive and did not
require sample destruction. These experiments were very innovative and open doors for
many other applications, for example, in polymer production lines of chemical compa-
nies, and in situ analysis of cultural heritage materials.
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A. Regression and multivariate data analysis

After any experimental analysis, a scientist needs to find the right model to explain
the results and eliminate the experimental noise. If n samples were explored over m
variables, the scientist ends up with the following X matrix data:

X =





X11 X12 X... X1m

X21 X22 X... X2m
... X...

X. . .
X...

Xn1 Xn1 X... Xnm




(A.1)

If the experiment is some NMR relaxation, variables would represent the m num-
ber of echoes, each column associated with the respective echo acquisition. There are
also the p dependent variables, for example concentration or aging condition, represented
by a matrix Y, with n× p elements.

Interpretation of the matrix present in Eq. A.1 is difficult, or almost impossible,
thus the scientist need a model to reduce the number of variables and be able to interpret
the problem. The most suspect models in NMR relaxation are exponential decays func-
tions. However, the scientist need a good background about the information in order
to come with the proper function, being mono, bi or more exponential components. So,
several parameters can indicate if the regression model shows good correlation or not.
Further, many times good models do not represent the real history behind the data. In
this case, all the data variables can be examined separately and do not require a previous
model from the user. The sub-area of chemistry which deals with multi-variate analysis
is known by Chemometrics.

This appendix will be dedicated to explain methodology of data analysis with a
proposed model, in Section A.1 and without, in Section A.2, focused on NMR relaxom-
etry analysis.
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A.1 Regression analysis

A.1.1 Theory

Once identified the model f(x), data curve fitting may provide the respective function
components by minimizing the sum of the squared residuals. Being yi the measured
values, the sum is represented by:

S =
m∑
i=1

r2
i =

m∑
i=1

[yi − f(x)]2 (A.2)

that is minimized when:
∂S

∂βj
= 2

∑
i=1

ri
∂ri
∂βj

= 0 (A.3)

The most famous modeling curve in NMR relaxation is the exponential decay, with
A0 being its amplitude, T the characteristic decay constant and y0 an offset related to
white noise, in a simple case of mono-exponential function is expressed by:

f(x,A, T, y0) = A0exp−x/T + y0 (A.4)

The Eq. A.4 converts Eq. A.1 to 3 vectors: for amplitudes A.5a, for the charac-
teristic decay constants A.5b and for the offsets A.5c.

A =


A1

A2
...
An

 (A.5a)

T =


T1

T2
...
Tn

 (A.5b)

y0 =


y01

y02
...
y0n

 (A.5c)
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Because ∂f/∂T is not constant in x, modeling Eq. A.4 requires non-linear least
squares (NLLSQ) regression to determine approximate solutions of A0n , Tn and y0n .
NLLSQ regressions are usually iterative linear least squares (LLSQ) of an initial guess.
One possibility of NLLSQ is using the Gauss-Newton algorithm, which expands Eq. A.2
until the first term of a Taylor series for each parameter β (β = A, T, y0), iterating k
times around an initial guess [121]:

f (xi, β) ≈ f
(
xi, β

k
)

+
∑
j

∂f (xi, β)
∂βj

(
βj − βkj

)
≈ f

(
xi, β

k
)

+
∑
j

Jij∆βj (A.6)

where J is the Jacobian. The residuals are now expressed by:

ri = ∆yi −
n∑
s=1

Jis∆βs; ∆yi = yi − f
(
xi, β

k
)

(A.7)

and are minimized at the point where the gradient is zero:

− 2
m∑
i=1

Jij

(
∆yi −

n∑
s=1

Jis∆βs
)

= 0 (A.8)

resulting in m normal equations (j = 1, . . . ,m):

m∑
i=1

n∑
s=1

JijJis∆βs =
m∑
i=1

Jij∆yi (A.9)

Which can also be expressed in a matrix form:

(
JTJ

)
∆β = JT∆y (A.10)

The coefficient of determination R-squared (R2) value quantifies the goodness of
the fit and is calculated as a ratio of two sums, the total sum of squares, SStot, and the
residual sum of squares, SSres, where ȳ means the mean of the observed data:

SStot =
n∑
i=1

(yi − ȳ)2 (A.11a)

SSres =
n∑
i=1

(yi − fi)2 (A.11b)

R2 = 1− SSres
SStot

(A.12)

So R2 closes to 1 indicates good fit, when close to 0, bad ones. To avoid fake
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variations coming from the degrees of freedom of the estimate of the population vari-
ance of the dependent variable (dfe) and the degrees of freedom of the estimate of the
underlying population error variance (dft), the coefficient adjusted R-squared (R̄2) is
calculated:

R̄2 = 1− SSres/dfe

SStot/dft
(A.13)

A.1.2 Examples

Two exponential decay data sets, 1 and 2, were generated with Eq. A.4 and fitted
with the NLLSQ regression (Fig. A.1). The experimental and predicted parameters are
present in Table A.1, which validates the method and affirms that NLLSQ brings more
inaccurate results in cases of low signal-to-noise ratio.

Figure A.1: Simulated data and NLLSQ for exponential decay data. The coefficients
are present in Table A.1

Table A.1: Observed and predicted parameters from NLLSQ data fitting

data variable obs. value pred. value stand. error s/n
1 y0 0 0.049 0.006 10
1 A 1 1.04 0.04 10
1 T 1 0.96 0.05 10
1 R̄2 0.98238 10
2 y0 0 0.05 0.03 5
2 A 1 0.98 0.03 5
2 T 2 2.6 0.3 5
2 R̄2 0.96689 5
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A.2 Multi-variate data analysis

A.2.1 Theory

Nevertheless, the nowadays state of art of many spectrometers enabled acquisition of
several thousand different variables in a single experiment, such as absorption in several
wave-length in a optical experiment or many chemical shifts in a NMR spectrum, and
no models such as Eq. A.4 can be proposed intending to reduce the number of variables.
However, new statistical methods have been developed day by day, enabling variables
reduction and originating what is called Chemometrics. Chemometrics was firstly de-
fined by Kowalski: “Chemometrics has been defined as the application of mathematical
and statistical methods to chemical measurements” [122] and currently defined by the
International Chemometrics Society (ICS) by “Chemometrics is the science of relating
measurements made on a chemical system or process to the state of the system via
application of mathematical or statistical methods”.

Many times the real acquired data written in Eq. A.1 does not have good dis-
tribution, which increase interpretation level of difficulty, when a careful pre-processing
may be helpful. The most known pre-processing tools are mean-centering, where each
variable is subtracted of its averaged value, and variance-scaling, which includes mean-
centering and division by the standard deviation [123, 124].

(a) (b) (c) (d)

Figure A.2: Pre-processing of a data set, with the average in the center and its
variance bar [125]. (a) Raw data. (b) Mean-centering. (c) Variance-scaling. (d) Mean-

centering and variance-scaling.

There are already several chemometric methods, however two are protruded: Prin-
cipal Component Regression (PCR) and Partial Least Squares (PLS). Both of them are
based in Principal Component Analysis (PCA) that projects the variables to the lowest
number of orthogonal axes called Principal Components (PC), in the directions of the
maximum variance, and are called scores; the contribution quantity of each variable is
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called loadings [125]. Linear least squares is considered one dimensional PCA, so similar
approach as Eq. A.12 is used for calculating R2.

The most common method to decompose the matrix of Eq. A.1 is the singular
value decomposition (SVD, Eq. A.14), which decomposes X in the matrices U, S and V.
The score matrix correspond to the product U*S and the nth column of the V matrix
is the loadings related to the respective PCn; S is a diagonal matrix with the singular
values [123].

X = USV∗ (A.14)

where ∗ indicates the conjugate transpose matrix.

The PCR models use only instrumental responses X (Eq. A.1). PLS models
taking account also the controlled variables (Y), relating the PCs to the maximum
variance of Y, with the components now called latent variables (LV). The LV’s are
linear combinations of the PC’s. For decomposing the X and Y matrices, algorithms
such as NIPALS and SVD have been used [123, 125]. An important feature of PLS
models is predicting some Y element from a previous established model.

The PLS models have several regression coefficients. Similar to PCA, it is possible
to calculate a goodness of fitting, given by the explained variation of the new LV’s, that
might be different of the PC’s, also through Eq. A.12, and now called R2x. Other two
very important coefficients regarding model performance and evolution are the goodness
of fit given by the explained variation R2y, which relates X to Y, and the goodness of
prediction given by the predicted variation Q2. They are calculated over again with the
regression sum of squares, SSR (Eq. A.11a, and the residual sum of squares, RSS (Eq.
A.11a, but also with the predictive residual sum of squares (PRESS):

PRESS =
n∑
i=1

(yi − ŷ)2 (A.15)

R2y = 1− SSres
SStot

(A.16)

Q2 = 1− PRESS

SStot
(A.17)

So, without high R2y is not possible to have high Q2, Q2 > 0.9 is considered
excellent, but Q2 > 0.5 indicates good model. Differences of 0.2 to 0-3 between R2y and
Q2 implies in a presence of irrelevant model terms or few outlying data points [124].
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If there is no knowledge about Y variables, but X is well distributed in classes,
another directions may be more pertinent if using the class information in a discriminant
analysis with LV that optimizes the class separation (discrimination), so called Partial
Least Squares Discriminant Analysis (PLS-DA), a PCA-based model [124, 126]. Each
class assumes a dummy variable in the Y matrix, which is a discrete numerical value.

Due the robustness and complexity of the involved numerical calculus, there are
several chemometrics software, open source or not. For this work the software SIMCA,
version 13.0, was purchased from the Umetrics company. The SIMCA algorithm has by
default the code t for the latent variables, ca for the Y-weights, ua for the score vector
and w∗

a for the X-weights directly related to the X-matrix, so the plot w∗ca indicates
the weight plot, i.e., the loadings.

A.2.2 Examples

Several set of 4 × 10 mono and bi-exponential decay data, differing in amplitude A or
decay constant T, were simulated with spacing of 0.05, amplitude-to-noise ratio of 7 and
insert in a chemometrics matrix. After pre-processig by mean-centering, the PLS models
resulted in the score and loading graphs present at Fig. A.3, with the latent variable
LV coefficients indicated in Table A.2 (norm. means that the decays were normalized
by the maximum value):

Table A.2: Simulated chemometrics models with exponential decays

model exponential A1 T1 A2 T2 Y LV1 LV2

R2 Q2 R2 Q2

M1 mono (norm.) 0.1 to 1 1 A1 0 0

M2 mono 0.1 to 1 1 A1 0.998 0.997 0.999 0.998

M3 mono 1 0.1 to 1 T1 0.973 0.971 0.993 0.982

M4 bi (norm.) 0.1 to 1 0.4 0.3 1 A1 0.994 0.994 0.999 0.993

M5 bi 0.7 0.1 to 1 0.3 1 T1 0.964 0.956 0.994 0.972

The model M1, where changes only in the signal-to-noise ratio of the CPMG
decay were simulated (due normalization), no model could be fitted. Similar data where
explored in the model M2, but without normalization, so this model represents several
decays with equal relaxation time, however different amplitude. The M2 PLS model was
very useful to separate the different amplitude decays (Fig. A.3(a)), being the LV1 the
main latent variable, represented by a curve with decay constant approximately equal
to the relaxation time, and LV2 associated only with noise (Fig. A.3(b)).

The data inserted in model M3 had good separation thought the PLS model
making groups as present in Fig. A.3(c). The variations in relaxation time of a mono-
exponential decay resulted in LV1 with loadings maximized in the time 0.3 ms, as present
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure A.3: Chemometrics models with exponential decays. (a) M2 score. (b) M2
loading. (c) M3 score. (d) M3 loading. (e) M4 score. (f) M4 loading. (g) M5 score.

(h) M5 loading.
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in Fig. A.3(d); although LV2 has small significance, it has opposite variance for the short
relaxation times, and positive variance for the longer ones, what may be an dead time
effect. Changes in the amplitude of one component of a bi-exponential decay, as present
in M4, leads to similar understanding as in M2, as shown in Fig. A.3(e), even thought
the LV1 now has scope proportional to both relaxation times; LV2 is still noise (Fig.
A.3(f)). On the other hand, changes in a relaxation time of only one component of
a bi-exponential decay, as performed in M5 leads to results similar the model M3, as
can be seen in the scores (Fig. A.3(g)) and loading plots (Fig. A.3(h)), with similar
conclusions.

The simulated data evaluated by PLS, as present in Fig. A.3, evidence that
MVDA is a powerful tool to analyze decay data as the ones acquired in a relaxation
experiment: it is able to separate exponential decays by amplitude and relaxation time.
All of the cases the latent variable LV1 explains more than 97% of the variability, and in
few cases LV2 added some more explanation. In experimental cases (as several present
in Chapter 4) the LVs varies more due to the presence of higher noise.
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