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Radar has been an area of extensive research over the last decades. Due to wide 
availability and applicability of multicarrier systems in wireless communications 
the idea of multicarrier radar has emerged. Multicarrier waveforms bring several 
major advantages over single carrier waveforms in radar systems. One major ad­
vantage, if not the most significant, is frequency diversity. This allows to overcome 
problems like jamming, interference or attenuation by allocating power to subcar­
riers where the channel quality is high. Another great advantage is that only one 
pulse is required to obtain range and Doppler information. Waveform diversity is 
also an advantage. Designing the waveforms both in time and frequency brings 
in additional degrees of freedom. Last but not least, the possibility to optimize 
the transmitted waveform is important for radar systems. Traditionally, only the 
receiver has been adaptive and optimized in radars. Interesting waveform designs 
have been proposed in the literature already. However, no effort has been done 
in order to create a general model that can describe all these proposed waveforms 
and allow the design of new ones in an easy and intuitive way. This work takes the 
initiative and derives such a general model that can accommodate various design 
options. The derivation of this model is done using equations in a matrix form. 
This matrix formulation allows for an easy and intuitive implementation of mul­
ticarrier radar waveforms just by filling in the elements to corresponding matrices 
accordingly. Moreover, generation of different radar waveforms in Matlab in an in­
tuitive way is facilitated. A spread spectrum waveform is proposed and generated 
using the derived model. The radar performance of this waveform is investigated 
through simulations. The choice of different design parameters is discussed and 
suggestions are made in order to achieve the best possible radar performance. 
The derivation of this general model is key enabler for future implementations of 
multicarrier radar waveforms.
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1 Introduction

1.1 Motivation
Radar was first developed as a military technology in the 1940’s. Nevertheless, its 
operating principle was based on the developments achieved by scientists in the field 
of electromagnetic waves many years earlier. Since then, extensive research has been 
done on radar technology and its use in civilian applications has grown also.

The idea of multicarrier data transmission was introduced in 1960’s [23, 35] 
and since 1980’s it has been of great interest for the research community [5]. This 
was facilitated by the progress in digital circuit technology as well as single and 
multi-user communication systems. Nowadays, Multicarrier Communication (MC) 
systems such as Orthogonal Frequency Division Multiplexing (OFDM) are included 
in the digital television systems (Digital Video Broadcast (DVB) [25]), digital radio 
systems (Digital Audio Broadcast (DAB) [30]), local area mobile wireless networks 
(WLAN [6, 33]), wireless communications (WiMAX [8]) and cellular communica­
tions (LTE [12]) [34].

Given the wide spread of multicarrier waveforms in communication systems, 
multicarrier transmissions found their place in radar as well. Multicarrier type of 
signals bring many advantages to radar. Frequency diversity, reduced time on tar­
get, waveform diversity and optimization of both transmitter and receiver are just a 
few key benefits. Another incentive to use multicarrier signals in radar is the wide 
availability and reduced cost of the hardware. Plenty of research has been done in 
this area. Multicarrier radar signal models that employ OFDM ([14, 13, 20, 26]) 
and its special case Multicarrier Phase-Coded (MCPC) waveform ([16, 15, 22]) have 
been proposed in the literature. However, no attention has been paid to a general 
model that could describe all these multicarrier waveform designs as well as most 
commonly used other waveforms. Such model should allow for easy implementation 
of various multicarrier waveforms.

1.2 Scope of the Thesis
This work focuses on the development of a general signal model that would describe 
the already proposed multicarrier radar signals as well as many other. The formu­
lation of this model is done in matrix form that would allow easy implementation of 
many different waveforms by modifying the matrices accordingly. Several waveform 
examples are presented after the derivation of the model is complete. The radar 
performance of some of these examples is then compared with an already proposed 
waveform in the literature.

1.3 Contributions of the Thesis
The main contribution of this work is the proposed general multicarrier radar model.
Since it is formulated using matrix representation, it allows for easy implementation
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of the different new waveforms. This is achieved by modifying the corresponding 
matrices accordingly.

The generalized multicarrier radar model is able to implement both single and 
multicarrier radar waveforms. Some of the techniques that can be implemented for 
the multicarrier radar waveforms using this model are:

• pulse compression over subbands and time

• frequency hopping

• resource allocation

Another main contribution is the introduction of a spread spectrum waveform using 
the general model that is called Time Diversity Radar Waveform (TDRW). This 
waveform is able to provide better radar performance than the MCPC waveform 
proposed in the literature. Nevertheless, it is shown that the MCPC waveform is a 
particular case of a Time Diversity Radar Waveform (TDRW). Recommendations 
are made on how better performance for TDRW can be obtained.

1.4 Structure of the Thesis
The content of this thesis is organized as follows. Chapter 2 presents an overview 
of radar principles. First, an overview of radar terminology is provided and then 
the radar equation is presented for different types of radars. Couple of the most 
used radar waveforms are also presented in this chapter. Chapter 3 reviews recent 
developments in the field of multicarrier radar. The two multicarrier radar concepts 
based on OFDM and MCPC are presented in more detail. In chapter 4, general mul­
ticarrier radar model is derived. A few waveform design examples are also presented 
and implemented using the derived general model. Chapter 5 focuses on the perfor­
mance of a multicarrier waveform generated with the proposed general model. The 
performance is assessed by comparison with the MCPC waveform, already proposed 
in the literature. The conclusions of this work are presented in Chapter 6.
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2 Overview of Radar Principles

2.1 Radar terminology
Radar stands for RAdio Detection And Ranging, first used by the U.S. Navy in the 
1940’s and then becoming a common word. Radars utilize radiated electromagnetic 
energy towards certain directions in order to detect targets that reflect back part of 
the energy. By analyzing the reflected energy (known as echoes or radar returns) 
information like range, velocity or angular position of the target can be extracted.

Radars can be classified in different categories based on the operating frequency, 
antenna type, utilized waveform or purpose. In terms of operating frequency radars 
are found in the range 1-40 GHz, while from the point of view of utilized waveform 
radars can be CW or Pulsed Radars (PRs). There are many other ways of charac­
terizing a radar and as a result many ways to differentiate them. Surveillance radar, 
Moving target indication, Tracking radar, Image radar, Synthetic aperture radar are 
just a few that can be mentioned [27].

CW radars emit electromagnetic energy in a continuous manner. Separate an­
tennas for transmission and reception are needed as a result. This type of radar 
can measure very precisely radial velocity and angular position. For measuring the 
range of the target it is necessary to utilize some form of modulation. Frequency 
modulation is commonly utilized so that the radar is able to detect the range of the 
target. This type of radar is known as Frequency Modulated CW radar.

Pulsed radars utilize a train of, usually, modulated pulses and are characterized 
by the Pulse Repetition Frequency (PRF). Based on the PRF, which can be low, 
medium or high, there is a trade-off in measuring the range or velocity of the target. 
When a high PRF is utilized, the radar performs better in measuring target velocity, 
while a low PRF is more suitable for measuring the range of the target [19].

Radar is capable of providing more information in addition to detecting targets 
and measuring the range. Detecting a target means only to be aware of its presence. 
Usually the interest lies in obtaining as much information about the parameters of 
the target from the observed data. The ability to determine and store the parame­
ters of a target is called tracking. A tracking radar can follow one or many targets 
depending on its capability and purpose. The radar’s ability to distinguish between 
multiple targets depends on the resolution in range and angle. These represent the 
dimensions of the resolution cell. It is considered that if two targets are in the same 
resolution cell, the radar can not distinguish between them. By analyzing the radar 
echo one can extract information such as:

Range determined by measuring the time for the radar signal to propagate to the 
target and back. It is typically the most important task of the radar. The 
most common waveform for measuring the range is a short pulse. The shorter 
the pulse, the more precise the range is.

Radial Velocity determined by successively measuring the range of the target and 
observing how often the range of the target is changing. Radial Velocity can 
also be determined from the Doppler frequency shift of the echo signal, but
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this is not accurate for many pulsed radars. Commonly this is obtained with 
a CW type of radar. However, any of the methods requires time and the more 
time is used for observation the more accurate the results are, assuming the 
target state remains the same.

Angular Direction determined by analyzing the angle at which the echo arrives 
at the radar. This can be achieved by using a directive antenna or an antenna 
array and beamforming capability. The antenna radiation can be directed to 
a specific direction through beamsteering. This could be done either electroni­
cally, by changing the relative phase of the antenna elements, or mechanically, 
by tilting the antenna. Best results are obtained when using wide aperture 
antennas that can create a narrow beam width. As mentioned earlier, this is 
crucial when resolving between multiple targets.

Size determined by radars that provide enough resolution. The radar resolution 
must be considerably better than the size of the target (e.g. ten times) to 
enable this type of measurement. Alternatively, the target may be close-by.

Shape determined from the target’s profile in range and cross range or by obtain­
ing the two-dimensional profile of the target from measuring the phase and 
amplitude at different angles of observation.

There is also other information that can be extracted by analyzing the echo or by
combining information, however, these are out of the scope of this work [27].

2.2 Radar equation
Also known as radar range equation, it represents a way of determining the range of 
a target based on the radar type and target characteristics. Such characteristics are 
the power radiated by the radar, the radar’s antenna gain, target’s radar cross section 
and the aperture of the receiving antenna of the radar [27]. These characteristics 
will be introduced in this section and the radar equation will be derived. There 
is a conventional radar equation, but this not used for any type of radar. As the 
purpose and main function of the radar can change, so does the radar equation have 
to be particularized for that specific task. In this section the radar equation will be 
derived for Doppler pulsed radars (with low and high PRF), CW radar, surveillance 
radar, radar in face of jamming and bistatic radar.

The starting point for the derivation of radar equation is the peak power density 
at distance R [19]. For an omni directional antenna this is defined as:

p Peak transmitted power watts ^
Area of a sphere m2

If no losses and an isotropic radiation are considered, then the peak power density
is:
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Pt
4тг R2' (2)

where Pt is the peak transmitted power and 4ttR~ is the area of the sphere. In 
practice, radar systems utilize directional antennas. These give the radar the ability 
to concentrate the power density in one direction. Antenna aperture (Ae) and gain 
(G) are two characteristics of a directional antenna. The relation between antenna 
aperture and gain is given by:

Ae =
G\2
4tt

(3)

where A is the wavelength. Thus, for a directive antenna with gain G equation (2) 
becomes:

Pd =
PtG

4тгЯ2' (4)

When the radiated energy hits a target it is radiated back in all directions. The 
spatial distribution of energy is called scattering, while the target is called a scatterer 
[27]. Only the energy radiated back to the radar is of interest. This is called the 
radar echo. The total power radiated back to the radar is defined by the Radar 
Cross Section (RCS). This is the characteristic of the target and it is important for 
the derivation of the radar equation. The RCS is given by the ratio of the power 
reflected back to the radar and the power density that hits the target:

a =
Pd'

(5)

where Pr is the power reflected from the target. The unit for a RCS is area and in 
this case can be m?. An example of RCS is presented in Figure 1.

Figure 1: Example of Radar Cross Section (source of figure is [27])
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It is common for radar to use the same antenna for transmission and reception. 
This means that the antenna gain will be the same for transmission and reception. 
Assuming this, the total power that is radiated by the target and observed by the 
radar is:

Pdt — ptG " Л
4nR? 4nR2 e

and by replacing Ae with its formula, the above equation becomes:

Pdt —
PtG GX2

(6)

(7)47tR2 47tR2 47г
The right hand side of the equation is a product of three factors. The first one 
represents the power density of a radar that radiates the power Pt. The second one 
is the RCS divided by the area of a sphere. This accounts for the divergence of the 
echo signal returning to the radar. And the third one represents how much of the 
echo power is collected by the radar’s receiving antenna. Regarding the units, range 
R is measured in meters, transmitted power Pt in watts, wavelength Л in meters and 
antenna aperture Ae in square meters. The gain G is considered to have no unit. 
The compact version of (7) is:

Pdt —
PtG2X2a

(8)(4тг)3Я4
If Pmin is considered as the minimum power level for which the target is detected, 

then the maximum distance at which the target can be detected is given by:

Ртах
PtG2\2o

(4Tr)3Pmin (9)

In practice the minimum detectable power Pmin is limited by the receiver noise and 
can be written as:

Pmin = kTeBF(S/N)0, (10)
where к is Boltzmann’s constant expressed in joules/degree Kelvin, Te is the stan­
dard temperature of 290 Kelvin, В is the receiver bandwidth expressed in Hz and F 
is the noise figure. This is defined as the noise of a practical receiver over the noise 
of an ideal one and as a result it has no unit. (S/N)o is the factor by which the 
received signal has to be larger than the receiver noise in order to be detected. It 
is basically the radar detection threshold and it represents a Signal-to-Noise Ratio 
(SNR). This threshold is equivalent with:

(S/N) о = kTeBF’
which, by using (8), can be further developed as:

(S/N)0 =
PtG2\2o 

(4tt )3R*kTeBF'

(И)

(12)
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If L denotes the radar losses, that reduce the SNR, it is possible to write:

(S/N)0 =
PtG2X2o

(4tt )3RAkTeBFL'

which is widely known as the radar equation [19].

(13)

2.2.1 Low PRF Radar

This section deals with one variation of (13) which is particularized for a low PRF 
radar. Such type of radar is able to detect targets at long ranges. The reason for 
this is the long time available to receive the echo before the next pulse is sent. Typ­
ically the range estimates produced by this radar are unambiguous, while Doppler 
estimates are ambiguous.

The pulse duration for such radar is assumed to be T, the Pulsed Repetition 
Interval (PRI) Tr and peak transmitted power Pt. For low PRF radars it can be 
assumed that T « Tr. This can be visualized in Figure 2.

T

Figure 2: Pulses of a low PRF radar

The ” time on target” Tj is the time that the beam is concentrated on the target. 
This time is related to the number of pulses that will hit the target np, and is given 
by:

np = Tifr, (14)

where fr is the PRF. Equation (13), which is valid for one pulse, is adapted for np 
pulses. Thus, for np coherently integrated pulses the radar equation is:

(SNR) i =
PtG2X2anp

(Ait)3RikTeBFL
(15)

Taking into account that В = 1/T and replacing np with its formula equation, (15) 
can be written as:

(SNR)ni
PtG2X2aTifrT
(An)3R4kTeFL'

(16)

Equation (16) follows the equation (7) with the extra term TtfT, which accounts 
for the number of pulses utilized in target tracking.
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2.2.2 High PRF Radar

This section deals with another variation of (13) which is particularized for a high 
PRF radar. This kind of radar utilizes a waveform similar with the one that a low 
PRF radar utilizes. The difference is that the rate at which the pulses are sent is 
very high. As a result the waveform resembles a train of pulses. In this case there 
is no time to receive the echo between consecutive pulse transmissions. This can be 
visualized in Figure 3.

T

Figure 3: Pulses of a high PRF radar

If the pulse duration is T, as in the low PRF radar case, the bandwidth is not 
1 /Т anymore. It is equal to the inverse of the integration time, in this case 1/7). 
Another difference from the low PRF radar is the fact that the duty cycle can not 
be neglected. The duty cycle, or duty factor, is defined as the pulse duration over 
the duration between the pulses. This is very similar for both transmission and 
reception [19]. Thus, by denoting the duty cycle with dt and dr for transmission and 
reception respectively, equation (13) becomes :

SNR = №#<”4
(4it):‘R4.T,,BFLdr

and after the duty cycle is written as Tfr and the appropriate reduction:

PtG2X2aTTJr 
= (4tt )3R4TeFL' (18)

The product PtTfr is considered to be the average transmission power, denoted Pav 
and the final equation for high PRF radar is:

SNR =
PavTiG2X2a 

(4тг)3Я4 Å,\TeFL'
(19)

The product between the average power and the PRI, PavTi, indicates that the 
detection performance can be improved by using a low transmission power and longer 
integration time [19].
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2.2.3 CW Radar

The equation for this type of radar can be derived from (19) with the appropriate 
changes. The integration time 7) is replaced by the dwell time TdwM. This is equal 
to the length of the data set that is processed at a time by the radar. The average 
transmitted power Pav is replaced by the average transmitted power over the dwell 
time Pew■ Also because different antennas are used for transmission and reception 
the gains for the respective antennas will be different. Introducing the new terms in 
(19), the equation for CW radar is obtained as:

qvrp_ PcwTdwellGtGT\2(J 
~ (4n)3R4kTeFLLwin ’

where the loss Lwin is the loss associated with the type of window utilized for pro­
cessing [19].

2.2.4 Surveillance Radar

This type of radar detects the presence of a target and determines its location in 
range and angle. It can also observe the target over a period of time, performing 
the task of tracking [27]. A certain volume in space is scanned in search of targets. 
The search of the target can be done in two ways, depending on the antenna and 
radar:

• the beam width covers the entire volume in elevation and scans in azimuth

• the beam width is smaller and has to scan in both azimuth and elevation

The scanning can be done either mechanically or electrically. Figure 4 presents 
how target searching can be done.

elevation

Figure 4: Surveillance radar search patterns [19]

Few assumptions need to be made before proceeding with the derivation of the 
equation for surveillance radar. When one is referring to beam width, it is assumed 
that the 3 dB beam width is taken into account. This means that the beam width 
is measured where the magnitude of the radiation pattern is reduced to half. Also 
it is considered that the radiation pattern is circular. What this means is that the 
angle of the radiation is the same in azimuth and elevation [19]. Solid angle f2 is
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defined in order to specify the search volume. So, the number of positions that are 
needed to cover the solid angle f2 is:

Щ
П

W~'
dB

(21)

where выв accounts for the beam width. For a circular aperture of diameter D it 
is considered that быв ~ jj- Thus, the number of positions becomes:

Щ = д5-0. (22)

In addition, the scan time Tsc, i.e. the time the radar needs in order to scan the 
volume, has to be defined. The time on target can be expressed in terms of Tsc as:

Tsc Tsc A2 
щ D2Q' (23)

The equation for surveillance radar can be obtained using (19). The formula for 
time on target is replaced in (19) and the equation becomes:

SNR —
PavG2\2o Tsc A2 

(4тг)3Д4/cTeFL D2n '
This can be factorized as:

(24)

SNR = 16 RAkTeFL
GX2\2 4 Tsc 
4tt ) 7tD2 Q (25)

Recalling (3) and considering A = the final equation for surveillance radar is 
obtained [19]:

SNR = PavAv
16R^kTeFL Q ' (26)

2.2.5 Radar in the face of Jamming

Radars are subject to unintentional and intentional interference called jamming. 
Jamming is considered to be offensive Electronic Countermeasure (ECM). There 
are many ECMs, but here the focus is only on barrage jammers and deceptive 
jammers (repeaters). Barrage jammers try to increase the noise level in the whole 
radar operating bandwidth, while repeater jammers capture the radar transmissions 
and send back false echoes as an atempt to confuse the radar.

Self-Screening Jammers (SSJs)

SSJs are jammers that are carried with the target. For example, a fighter aircraft 
that needs to be invisible for enemy radar while it is in the air has to be equipped with 
a device that performs radar jamming. Equation (8) is utilized for the derivation of 
the equation for a radar in front of a SSJ. However, receiver loss L has to be taken 
into account, so the starting equation is [19]:
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PtG2\2a
Pr (4тг)3Д4Г

The power received from a SSJ at the same range is

Pssj —
PjGj AeB

(27)

(28)
4тгД2 BjLj'

where Pj, Gj, Bj, Lj represent the jammer’s peak power, antenna gain, operating 
bandwidth and losses respectively. Using (3) the following equation is obtained:

PjGj X2G В 
inR2 4tt BjLj

(29)

The bandwidth of the jammer over the bandwidth of the radar signal needs to be 
taken into account as less than unity. It is clear that the bandwidth of the jammer is 
larger than the one of the radar in general, as the jammer needs to operate against 
different radars. The equation for radar in front of a SSJ is obtained by dividing 
the power received by the radar in (27) with the power received from the jammer 
in (29) :

Pr _ PtGoBjbj 
Pssj 4nPjGjR2BL

(30)

Stand-Off Jammers (SOJs)

SOJs emit ECM signals from long distances, thus the power received from such 
jammer has a similar formula as the one received from a SSJ:

PjGj \2G' В 
SOJ 4nR2 47Г BjLj’ (31)

where Rj is the range to the jammer and G' is the radar antenna gain in the direction 
of the jammer [19]. The equation for a radar in front of a SOJ is obtained the same 
way as in front of a SSJ, by dividing the power received by the radar in (27) with 
the power received from the jammer in (31):

Pr = PtG2oR2BjLj
Psoj 4ttR^LPjGjG'B'

(32)

2.2.6 Bistatic Radar

Bistatic radars are those type of radars that utilize different antennas for transmis­
sion and reception, situated in different locations. It is important to be aware of 
the fact that even though CW radars may have separate antennas for transmission 
and reception, these are not considered bistatic if the distance between them is not 
long enough. Usually, the distance between the transmitter and receiver has to be 
comparable with the expected target range [27]. Figure 5 presents the geometry of 
a bistatic radar. Transmitter and receiver need to be synchronized in order for this
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type of radar to function. The angle between the two signal paths, the incident path 
and the reflected path, at the target, is called bistatic angle. This angle impacts the 
RCS since for a small angle the bistatic RCS is similar to the monostatic RCS, but 
for an angle that approaches 180° the bistatic RCS becomes very large compared 
to the monostatic one [19]. However, this is not always true for a target with a 
complex shape and the opposite can happen.

target

Rd

Figure 5: Bistatic radar [19]

The equation for a bistatic radar is derived in a similar way as for a monostatic 
radar. The formula for power density (4) at the target is the starting point. As the 
receiver and transmitter antennas are not the same, their gains are considered to be 
different, so that:

 rtot 
D 4тгД2’

where the subscript ”t” stands for transmission. The power density at the receiving 
antenna, reflected from the target, is:

p _ Pd&b _ PtGt°B
гф - 4-д т<‘ - (47, i1 rt; r; (34)

where aB represents the bistatic RCS. The total received power taking into account 
the receiver antenna aperture is given by:

p _ PtGtaBAe 
Dr - (4тг)2Д2Д2‘

By replacing Ae with (3) and taking into account the losses for transmitter, receiver 
and propagation medium, Lt, Lr and Lp respectively, the bistatic radar equation 
can be defined as [19]:

PtGtGrX2aB
(47r)3R2Rr2LtLrV

(36)
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The interpretation of the above equation can tell which parameters influence the 
performance of the bistatic radar. The received power is directly proportional with 
the transmission power and gains of the transmission and reception antennas. It is 
also inversely proportional with the antennas and propagation losses and with the 
square distances from the target to receiver and transmitter.

2.3 Radar waveforms
This section deals with the radar waveforms which have a great influence on radar 
capabilities and possible applications. First, CW and pulsed radar are discussed 
and then pulse compression radar.

2.3.1 Continuous Wave Radar

As earlier described, the concept of radar implies the transmission of a pulse of 
energy and the analysis of the received echo. The information obtained is usually 
the target range. In order to obtain Doppler information, a different concept that 
uses continuous time waveforms exists. However, this concept does not allow for 
obtaining range information unless coding or some modulation technique is used. 
Other advantages of CW radar are its simplicity and potential minimum spread in 
the transmitted spectrum, which means lower interference. CW radar is less suscep­
tible to being detected due to its minimum power requirement and great frequency 
diversity. Unmodulated CW radars are able to provide velocity information without 
ambiguities for targets of any range. Of course CW radar has its disadvantages that 
can not be neglected. The most important one is the leakage from the transmitter to 
the receiver. This leakage has to be separated from the true echoes that are received 
from the target. The leakage not only that confuses the receiver but also introduces 
noise [27].

The waveforms utilized by CW radars can be pure sine waves of the form 
cos(27tf0t). Spectra of the radar echo from stationary targets and clutter will be 
concentrated at /0. The center frequency of the echoes from moving targets will be 
shifted by the Doppler frequency, fD. Target radial velocity can be extracted from 
the difference of these central frequencies.

In order to avoid interruption of the continuous radar energy emission, two an­
tennas are used in CW radars, one for transmission and one for reception. CW 
radars cannot measure target range since this is computed from the radar echoes 
by measuring a two-way time delay. In order for CW to be able to measure target 
range, the transmitted waveform needs to be modulated somehow. For example, 
Linear Frequency Modulation (LFM) can be used. In practical CW radars, the 
available bandwidth limits the continuously change of waveform in one direction. 
Hence, periodicity in the modulation has to be utilized. The modulation form can 
be triangular, sinusoidal, saw-tooth, or some other form. Figure 6 presents some 
examples of these modulation forms and their corresponding pulses.
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Figure 6: Triangle and saw-tooth modulation form

Due to heterodyning there will be a difference in frequency between the trans­
mitted and received signals. This difference is defined as the beat frequency fb [19]. 
Figure 7 presents the transmitted and received triangular LFM signals. The beat 
frequency is also pointed out.

Frequency transmitted
received

Figure 7: Triangular LFM pulses - received and transmitted [19]

The modulating frequency fm is selected such that:

/ — — Jm 0, •Zlo
The rate of the frequency change is

А/ A / = 2/mA/,
to (1/2/m)

where Д/ is the peak frequency deviation. The beat frequency Д is given by

fb = &tf = — f, c

(37)

(38)

(39)
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which can be written as:

fb =
4 RfmAf (40)

If the radar is dealing with a moving target the beat frequency is defined as: 
fb = freceived ~ ftransmitted■ The received signal will contain a Doppler shift term 
in addition to the frequency shift due to time delay At. The Doppler shift term 
subtracts from the beat frequency during the positive slope and adds to it on the 
negative slope. Thus, the beat frequency on the positive slope fbu and on the 
negative slope /м are:

and

_2Дд_2Д
Jbu J xc A

(41)

/м = — f + ^,
С A

(42)

where R is the range rate or the target radial velocity as seen by the radar. From 
these two equations the range can be obtained as:

R — + fbd) (43)

and the range rate as:

R = -^{fbd - fbu)- (44)

Equations (43) and (44) show that CW radar with frequency modulation can 
extract both range and range rate information. In practice, the maximum delay 
time At is selected as Atmax = 0.1t0. Thus the maximum range is given by:

O.lcto 0.1c (45)

and the maximum unambiguous range will correspond to a shift equal to 2to-
CW radars are not limited to LFM in order to obtain range information. A 

multiple frequency scheme allows CW radars to obtain range information as well 
[19]. In order to prove the ability of such radar to obtain range information, two 
CW signals are considered:

si(t) = Ai sin(27r/it)

and

(46)

s2(t) = A2 sin(27r/2t). (47)

One example of two continuous signals of different frequencies and amplitudes are 
presented in Figure 8.
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Amplitude'Amplitude

Figure 8: Example of two continuous signals with different frequencies and ampli­
tudes

If these two signals are transmitted the received echoes will be:

sir(t) = Arl sin(27r/it - (fix)

and

(48)

s2r(t) = Ar2 sin(27r/2t - </?2), (49)
where <pi — 4nflR and <p2 = 4?r^2R. After mixing with the carrier frequency, the 
phase difference between the two signals is:

A 4ttR. , ,. 47rR 4 ,
A<p = tp2-<pi =----- (/2 - /1) =------Af. (50)c c

From the phase difference the range can be extracted as:

Ä = W <51>

which is maximum when A(p — 2тг. Thus, the maximum unambiguous range is [19]:

c
R =

2Д/
(52)

This equation shows that decreasing Af increases the maximum range.

2.3.2 Pulsed Radar

The operating mode of a pulsed radar consists in the transmission of a train of 
modulated pulses and the reception of echoes as a train of pulses. The received 
echoes are processed in order to obtain range and Doppler information of the target. 
For range information the two-way time delay between transmitted and received 
pulses is utilized. For Doppler information there are two possibilities. First, if 
the range estimates between consecutive pulses is good enough, the range rate is 
utilized. Second, Doppler filter banks are utilized [19]. Pulsed radar waveforms can 
be completely defined by the following parameters:
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• carrier frequency, which is chosen based on design requirements and radar 
purpose

• pulse width, which depends on the bandwidth and gives the radar range res­
olution

• modulation

• the pulse repetition frequency

The modulation techniques are chosen in order to improve the radar performance 
or enable capabilities. Choosing the PRF is done such as to avoid the Doppler and 
range ambiguities. Another consideration in choosing the PRF is the average trans­
mitted power. The maximum range that can be detected depends on the amount 
of energy contained by the pulse. This energy is calculated as the peak transmitted 
power of the pulse multiplied by its width. Usually the power is measured over 
a longer period of time, which is longer than the pulse width. Thus, the average 
transmitted power is considered as a design parameter and not the peak transmitted 
power of one pulse.

In general, a radar can employ low, medium or high PRF, that bring their 
own advantages and disadvantages. For example, choosing a low PRF allows to 
unambiguous long range target detections, but has to deal with extreme Doppler 
ambiguities. A medium PRF deals with ambiguities in both range and Doppler, 
but provides a good level of average transmitted power. A high PRF provides a 
better level of average transmitted power and unambiguous Doppler, but it is ex­
tremely ambiguous in range. Radar systems utilizing high PRFs are often called 
Pulsed Doppler Radar (PDR). Distinction of a certain PRF as low, medium or high 
depends very much on the radar mode of operation [19].

It can be seen that the ambiguities in range or Doppler are the subject of a trade 
off in pulsed radar. Thus, the sources of these ambiguities need to be clear in order 
to design the best radar for a specific application. Range ambiguities occur when 
the echo arrives at the receiver after the PRI has passed. One or more pulses can be 
transmitted before the echo is received, so the radar thinks the echo belongs to the 
last transmitted pulse. This is called range aliasing and it means that the target has 
a range that exceeds the wavelength of the PRF. Doppler ambiguities occur when 
the Doppler frequency of a moving target exceeds the PRF.

To avoid Doppler ambiguities, radar systems require high PRF rates when de­
tecting high speed targets. When a radar is required to detect a target situated at a 
long range, moving with high speed, it may not be possible to estimate both range 
and Doppler unambiguously. This problem can be solved using multiple PRFs. 
Multiple PRF schemes can be incorporated sequentially within each dwell interval 
or the radar can use single PRF in one scan and resolve ambiguity in the next. The 
latter technique may face problems due to changing target dynamics from one scan 
to the next [19].

The implementation of a two PRFs scheme is tested in order to see if it can 
solve the ambiguity problem stated above. The two PRFs are denoted as fT\ and
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/г2 and the unambiguous corresponding ranges as Ru\ and Яи2. These unambiguous 
ranges are relatively small and are shorter than the desired unambiguous range Ru 
(Ru » Rui, Ru2) corresponding to the desired PRF frd. Choosing the two PRFs 
is done such that the two are prime with respect to each other. This is in order to 
avoid obtaining the same aliases for specific ranges. If the true target range would 
be larger than both wavelengths of the PRFs, the alias would be the same. So it 
would not be possible to resolve the range ambiguity. One choice would be to select 
fri = Nfrd and fr2 — (N + 1 )frd for some integer N. Within the desired PRI the 
range estimates for both PRFs would coincide at the true target position. This can 
be visualized in Figure 9. The time delays t\ and i2 correspond to the time between 
the transmit of a pulse on each PRF and the received echoes from the same pulse. 
The number of intervals between transmission of a pulse and reception of the true 
return for PRF1 and PRF2 respectively are denoted as M\ and M2. Before the true 
return is received, there are two possible situations M\ — M2 = M or M\ + 1 = M2. 
The radar needs to measure only t\ and i2 [19].

desired
PRF

Figure 9: Resolving range ambiguity [19]

First it is considered that t\ < t2. In this case

which means that

where T\ = 1/fri and T2 
target location is

M M
t\ + 7— — *2 + 7—,

Jr 1 Jr2
(53)

, , h — tiM = —---- —,T1-T2
(54)

: l//r2. It follows that the round trip time to the true 

tr — MTi +t\ = MT2 -p ^2 (55)
and the true target range is:
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R 2 ■ (56)

When ti > t2, the round-trip time to the true target location is

tr i = MT\ + t\ (57)

and the true target range is:

D Ctri
R~ 2 ‘ (58)

Finally, if ti — t2 then the true target range is:

r, _ Ctr2R- 2 ' (59)

Since a pulse cannot be received while the following pulse is being transmitted, 
these transmission times correspond to blind ranges. This means that if the echo 
arrives at the radar when the transmission has started it will not be received. Con­
sequently the target will not be detected. This problem can be solved by using a 
third PRF. Again, these have to be prime to each other.

For solving the Doppler ambiguity problem the same methodology can be used. 
In this case, the Doppler frequencies fdi and fd2 are measured instead of ti and t2. 
If fdi > fd2, then

, , {fd2 ~ fdl) + /г2

/rl - /г2

and if fdi < fd2i then

(60)

 fd2 — fdl
frl — fr2

Thus the true Doppler is:

(61)

fd = M frl + fdl
fd — M fr2 + fd2 ■

(62)

Finally, if fdl = /d2, then

fd = fdl = fd2- (63)

When the Doppler frequency of the moving target is the same as the PRF the 
target appears to the radar as stationary. This is called blind Doppler. This can be 
resolved using a third PRF [19].
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2.3.3 Pulse Compression Radar

Pulse compression is a technique that allows for better range resolution without 
sacrifice of the average transmitted power. Range resolution is improved if narrower 
pulses are utilized, but this has a bad impact on the average transmitted power. 
This affects the radar operation mode. In order to obtain a good level of average 
transmitted power the use of wider pulses is necessary. At the same time, a good 
level of average transmitted power is associated with a good SNR level at the re­
ceiver. The higher the SNR at the receiver the better the chances of target detection 
are. Hence, the purpose of pulse compression is to achieve the average transmitted 
power of a relatively long pulse and obtain the range resolution of a short pulse at 
the same time [19].

Pulse compression techniques can be classified into frequency and phase modu­
lation methods. Phase modulation methods are further classified into binary and 
polyphase codes. Here are some examples of used compression techniques:

• Frequency modulation
Linear Frequency Modulation (LFM)
Non-Linear Frequency Modulation (NLFM)
Discrete frequency modulation (Costas-code)

• Binary phase codes
Barker-code
Minimum Peak Sequences (MPSs)
Pseudo Random Sequences (PRNs)
Quadratic Residue Sequences (QRSs)
Complementary codes

• Polyphase codes
Frank-code 
P1-P4 codes

The bandwidth of the modulated pulse is larger compared to that of an unmodu­
lated pulse with the same duration. The received echo is processed using a matched 
filter. The response of the matched filter is a narrow pulse with the mainlobe width 
of approximately 1 /В. The ratio of the transmitted pulse width to the compressed 
pulse mainlobe is defined as the pulse compression ratio. The pulse compression 
ratio is ТВ and is defined as the time bandwidth product of the waveform. The 
time bandwidth product for an unmodulated pulse approaches unity. Through the 
use of frequency modulation or phase modulation this product can be increased 
considerably [19, 27].

Ambiguity function is a tool widely used to evaluate the pulse compression tech­
niques. It is a two dimensional function of time delay and Doppler frequency which 
shows the effect of the matched filter on the echo and the Doppler shift associated
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with a moving target. Matched filter is a detector for known signals that maximizes 
the SNR at the output. The frequency response of the matched filter depends on 
the used waveform.

The linear frequency modulation waveform has a rectangular amplitude modu­
lation with a pulse duration of T and a linear frequency modulation with a swept 
bandwidth В applied over the pulse [27]. Figure 10 presents an example of such 
waveforms. The change in frequency increases the pulse bandwidth and compression 
ratio.

Amplitude

Time

Figure 10: Linear Frequency Modulation pulses

The benefits of LFM include ease of generating such pulses as well as its robustness 
in the face of Doppler shifts because of its pulse shape and SNR. It also has its 
disadvantages, mainly because the instantaneous frequency changes linearly in time. 
As a result, it is hard to resolve between Doppler shift and delay in time domain 
if the differences are small. Also, LFM can employ weighting functions in order to 
lower the sidelobes. As a result there will be a SNR reduction.

Non-Linear Frequency Modulation (NLFM) brings few advantages over the LFM. 
First, there is no need for frequency weighting as the spectrum yields the required 
sidelobe level. This is achieved by increasing the rate of the frequency change near 
the ends of the pulse and decreasing it in the center. Thus, the loss in SNR does 
not take place here [27].

Discrete frequency modulation can be either linear or non-linear. One pulse is 
divided into a number of subpulses and for each subpulse a different frequency is 
used. From subpulse to subpulse, the frequency can be changed in a linear or a 
non-linear manner. The so-called Costas-codes are considered a class of frequency- 
coded waveforms. The ambiguity function of such waveform approaches the ideal 
thumbtack. Costas codes can be obtain by following the steps [11]:

1. Choose the number of subpulses as N — q — 1, where q is a prime number.

2. Let 7 a primitive root of q, i.e. numbers 7,72,73,..., 79-1 mod q generate all 
integer numbers from the interval 1... q — 1.

3. Number of rows of N x iV-matrix as i = 1... q — 1 and the columns as j —
0...q-2.
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4. Choose the frequency /, = /0+гД/ for subpulse j if and only if г = mod q.

A new Costas code is obtained by removing the first row and column of the matrix 
obtained by the above mentioned procedure. Table 3 illustrates the Costas codes 
for six subpulses, where the primitive root is 7 = 3.

0 1 2 3 4 5
1 X
2 X
3 X
4 X
5 X
6 X

Table 3: Costas-code for six subpulses

It is known that there are N = 6 pulses and the primitive root is 7 = 3. Thus, 
according to step 1, g = 7 and for every j = 0... q — 1 7* mod q is calculated. In 
this case the results are 1, 3, 2,6, 4, 5. Step 4 is applied and Table 3 can be obtained. 
If another primitive root is chosen, for example 7 = 2, the costas code would have 
different frequencies.

A phase coded waveform contains pulses that are divided into a number of sub­
pulses. These waveforms are characterized by the phase modulation applied to each 
subpulse. A phase code can be either binary or polyphase. A binary code contains 
only two phase values of 0 or tt radians. It can also be defined by a sequence of 0 and 
1 or a sequence of +1 and —1. These are only different notations of the same codes. 
A well known binary phase code is Barker code that has a maximum autocorrelation 
of 1 when codes are not aligned. The compression rate is equal to the length of the 
code, which is maximum of 13 for Barker. All known barker codes are shown in 
Table 4 [18, 2].

Length N Subpulse phases
2 +-

++
3 + + -
4 + + -+

+ + +-
5 + + + - +
7 +++--+-
11 + + +------- + -
13 +++++--++-+-+

Table 4: Known Barker codes

Each code can be given negated, reversed or both. In order to obtain larger codes, 
different Barker codes can be combined. For example, one can combine codes with
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N = 5 and N — 4 to find a code with N = 20: {+ -M----- f, + + H-----h----------h
—, + + H------(-}• When using this type of codes the sidelobe levels are not unity
anymore.
The number of optimal binary codes is limited. So it would be preferable to find 
codes with best autocorrelation properties for the code length. These are called 
Minimum Peak Sidelobe (MPS) codes [22, 27]. The maximum code length that 
gives minimum sidelobe levels is 48. Maximum sidelobe level for autocorrelation 
function is 3 for these codes. Some examples of MPS codes are presented in Table
5.

Length N Sidelobe level Subpulse phases
8 2 +--+-+++
12 2 +--++-+-++++
17 2 -----«- + + - + + + - +---+ - + +
22 3
28 2 +-----+ + + +------- 1--------+------ +-----b - + + -+
30 3 +----- + +------ + - + - +----+----+---------------M-++

Table 5: Examples of MPS codes

Pseudo Random Codes (PRCs) are binary codes that have similar properties 
to completely random binary sequences. They are also called maximum-length se­
quences or M-sequences [27]. Random sequences are characterized by the following 
properties:

1. The number of + and — in the sequence is almost equal.

2. If one takes a look at the runs of + and —, the length of such runs is equal to 
1 in half cases, 2 in 1/2 cases, 3 in 1/8 and so on.

3. Autocorrelation function has a peak in the middle and otherwise it approaches 
zero.

Maximum Length Sequences (MLSs) are generated using shift registers and modulo 
2 adders with appropriate feedback loops. They are periodic sequences of period 
2n — 1, where n E N is the length of the shift register. In practice these sequences 
are truncated and this leads to increased sidelobe levels. An important property of 
MLS codes is that a new, shifted version of the original code can be obtained if a 
shifted version is modulo 2 summed with the original code [27].

Gold codes can be generated using two MLS codes [9]. By choosing the right 
codes one can achieve desired correlation properties. A Gold code is obtained by 
modulo 2 summing the bits of selected MLS codes. A new code is always obtained 
by shifting one of the codes with respect to the other.

In a polyphase code each pulse is divided into subpulses and each subpulse phase 
can get many different values, not just 0 and тг like in binary codes. Polyphase codes 
are complex sequences whose elements have a magnitude of one, but with variable 
phase [27]. In a Frank code, the pulse is first divided into N groups and then each 
group into N subpulses. The phase of the subpulse i in group j is selected as 
follows [27]:
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ф* = |(i - DÜ - 1).

Frank code is based on quantized discrete frequency modulation. Commonly, Frank 
codes are represented in matrix form where the rows correspond to groups and 
columns correspond to subpulses. As an example, the code matrix of 5 phase Frank 
code is obtained as follows:

0 0 0
4тг бтг 8tt 
5 5 5

8тг 2тг 67Г 
5 5 5 "

2тг 8тг 4rr 
5 5 5

бтг 4тг 2тг 
5 5 5 .

The most significant phase changes in a Frank code take place in the middle of the 
pulse. This may be a drawback especially if there is a need to low-pass filter the 
signal in order to attenuate noise. So the middle of the pulse is attenuated the 
most.

Another class of codes has been developed to reduce the problems caused by 
Frank codes. These codes are called PI and they present large changes in phase in 
the beginning and end of the code. The matrix used to form these codes is defined 
by [27]:

Ф =

2тг
5

4rr
5

бтг
5

8тг
5

tji = -^[JV- (2 j - DHÜ - i)Jv + («- Dl-
It can be seen from the matrix that the phases are the same as in the case of Frank 
codes, but the ordering of the row has changed. This is valid for all odd values of 
N. The matrix associated with 5-phase PI codes is:

бтг 2тг 8тг 4тг"
5 5 5 5

8тг бтг 4тг 2тг
5 5 5 5
0 0 0 0

2тг 4тг бтг 8тг
5 5 5 5

4тг 8тг 2тг бтг
5 5 5 5 .

0 
0

Ф = 0
0

P2 codes will produce low sidelobe level when N is even. The subpulse phases are 
obtained from the following matrix [27]:

Ф ji =
tt N — 1 
2 N

7Г
-^(-D (N + i-2j).

The matrix associated with P2 codes with N — 4 is:

9тг Зтг —Зтг —9тг'
8 8 8 8

Зтг 7Г —тг —Зтг
8 8 8 8

-Зтг —тг тг Зтг
8 8 8 8

—9тг -Зтг Зтг 9тг
■ 8 8 8 8 ■
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P2 codes have the property that they are symmetric about the zero phase. Moreover, 
the code is palindromic, i.e. is the same when read in reverse order.

Two other codes called P3 and P4 are based on quantized linear frequency 
modulation. These codes are more robust against Doppler and have lower sidelobes, 
compared to the previous codes. These codes are given using phase vectors. In case 
of P3 code, the vector can be written as [27]:

* = w(i -1)2-

In case of code length N2 = 16, the P3 code is:

Ф =
7Г 4tt 9tt 25tt 4tt 17tt 17tt 4tt 25tt 9tt 4tt tt 

0, _, туг? —? ^ ~гут ? ууг, “гут ? b, ~ n ? 7Г? 1£?? л c ?16’ 16’ 16’ ’ 16 ’ 16’ 16 ’”’ 16 ’ 16’ 16 16’ 16’ 16 

The phase vector for P4 code is [27]:

7Г

In the case of sixteen subpulses P4 is:

Ф =
17тг 4тг 25тг _ 9тг 4тг тг п тг 4тг 9тг 25тг 4тг 17тг

°’ 1^’ Тб’ 1б",7Г’ 16’ 16’ Тб’0, Тб’ Ie’ Тб,7Г’ "Тб"’ 16’ "Тб"
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3 Multicarrier radar

3.1 Motivation
The idea of multicarrier data transmission was introduced in 1960’s [23, 35] but it 
raised significant interest in 1980’s [5]. The increased interest was facilitated by 
the progress in digital circuit technology as well as single and multi-user commu­
nication systems. Wireless MC systems utilize multiple complex exponentials as 
information-bearing carriers. Nowadays, MC systems such as OFDM are included 
in the digital television systems (DVB [25]), digital radio systems (DAB [30]), local 
area mobile wireless networks (WLAN [6, 33]), wireless communications (WiMAX
[8]) and cellular communications (LTE [12]) [34].

Multicarrier systems that employ spread spectrum have been proposed and are 
known as OFDM, Multicarrier CDMA (MC-CDMA), Multicarrier Direct Sequence 
CDMA (MC-DS-CDMA), Multitone CDMA (MT-CDMA) and others [7, 34]. A 
block diagram for multicarrier transmitter and receiver, employing OFDM modula­
tion, is presented in Figure 11.

OFDM

transmitted
symbols

received
symbols

remove

parallel

parallel

serialparallel

parallel

multipath
channel

noiseinverse OFDM

Figure 11: Transmitter and receiver block diagram employing OFDM

Multicarrier systems that have orthogonal subcarriers transmit information in sym­
bols obtained through Inverse Fast Fourier Transform (IFFT). When their trans­
mitted symbols propagate through Linear Time-Invariant (LTI) multipath channels, 
they experience Inter-Symbol Interference (ISI). This is because the underlying chan­
nel’s impulse response combines contributions from more than one transmitted sym­
bol at the receiver. To account for ISI, MC systems utilize a Cyclic Prefix (CP). This 
is redundant information obtained by replicating at the beginning of the symbol the 
ending part of the symbol. To remove ISI, the redundant part of the symbols is 
chosen greater than the channel length and is discarded at the receivers [34].

OFDM is the most commonly used multiplexing technique nowadays. It brings 
many great advantages such as high spectral efficiency, robustness against ISI and 
multipath propagation fading, efficient implementation and many others. In com­
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munications, the major benefit is that the broadband channel is turned into many- 
narrowband channels. This makes the implementation very attractive because each 
channel needs only one tap equalizer at the receiver. OFDM has some drawbacks 
also. Few of these are: sensitivity to Doppler shifts, loss of efficiency, caused by the 
use of CP, and high levels of Peak-to-Average Power Ratio (PAPR) caused by the 
varying envelope.

As in communication systems, multicarrier waveforms bring several major ad­
vantages over single carrier waveforms in radar systems, too. One of the major 
advantages, if not the most significant, is frequency diversity. As many carrier 
frequencies are available at the same time, it is easy to overcome problems like 
jamming, interference or attenuation by allocating power to subcarriers where the 
channel quality is high. These are very important aspects of radar that have to 
be taken into account when designing the utilized waveform and allocating power 
to different subcarriers. In the case of jamming, the multicarrier waveform forces 
the jammer to spread its power in a wide bandwidth of frequencies, thus being less 
efficient. Having multiple frequencies it is likely that not all will be equally attenu­
ated or interfered at the same time, so most probably some of the frequencies will 
operate at a good level of performance. In the case of unintentional interference 
or attenuation, the power resources could be reallocated to the frequencies that are 
less affected, thus a better resource allocation for multicarrier waveforms.

A great advantage that multicarrier waveforms bring to radar is that the time 
on target is greatly reduced. Only one pulse is required to obtain range and Doppler 
information. Another advantage is the waveform diversity. Designing the waveforms 
both in time and frequency brings in additional degrees of freedom. Last but not 
least, the possibility to optimize the transmitted waveform is important for radar 
systems. Traditionally, only the receiver has been adaptive and optimized in radars. 
The hardware requirements are very similar to those in commercial communication 
systems which facilitates cost efficient implementation of multicarrier radars.

Of course, multicarrier systems have their disadvantages, too. The most sig­
nificant is the time-varying envelope, i.e. the transmitted signal does not have a 
constant modulus. Multicarrier radar is subject to this problem as well. However, 
plenty of research has been done to mitigate this problem [15, 17, 21, 22].

Common multicarrier radar signal models employ OFDM [14, 13, 20, 26]. A spe­
cial type of OFDM radar signals employ MCPC pulses [16, 15, 22]. In the following, 
these two signal models are described in more detail using chronological order.

3.2 Multi-Carrier Phase Coded pulses in Radar
The MCPC signal model is proposed by Levanon in [15, 16, 17, 21, 22]. A mul­
tifrequency radar signal is introduced, where each subcarrier is modulated by a 
code sequence of a specific length. The carriers have equal spacing in frequency do­
main. This carrier spacing is chosen such that the subcarriers are orthogonal to each 
other. Similar principle is used in OFDM-based communication systems. Figure 12 
presents how an MCPC pulse is obtained. Each subcarrier is modulated by a code 
of length M. In this example, the codes that modulate the subcarriers are cyclic
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shifts of each other.

serial symbols

4 \

code of M chips

code of M chips

Figure 12: Generation of a N x M MCPC pulse

In Figure 13 the matrix of codes that modulate the subcarriers is presented together 
with the spectrum of the pulse.

A

4____

A
Frequency :

Figure 13: Scheme of a IV x M MCPC pulse and its spectrum [15]

The modulating sequences on each subcarrier, denoted as фп = [фп,\Фп,2 ■ ■ • Фп,м\, 
where n is the subcarrier index, were first considered to be P3 and P4 pulse com­
pression codes [16, 15]. These code sequences are ideal sequences and represent the 
samples of a discretized analog LFM signal. An ideal sequence is a sequence that has 
zero autocorrelation sidelobes. The modulating sequences фп can be identical on 
each subcarrier or can be different cyclic shifts of the same sequence. For example, 
Table 6 shows how a number of M different sequences can be obtained from an ideal 
sequence by using cyclic shifts. The first sequence is the ideal sequence and the rest 
of the sequences are cyclic shifted versions of the previous one. All these sequences 
form a complementary set. This is based on Popovic’s theorem in [24] which states 
that if the sequences in the set are all the different cyclic time shifted versions of an 
ideal sequence, the set is complementary. A complementary set achieves the same 
low autocorrelation sidelobes as an ideal sequence. This is the reason for which the 
use of such set in a MCPC pulse is desirable.
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Sequence Number
1
2

к

M-l
M

Sequence
01 02 Фк Фк+1 - • Фм-1 Фм
02 03 Фк Øfc+1 •• Фм 01

0fc 0fc+l •■ Фм 01 Фк—2 Фк-1

0M-1 0M Фк Øfc+1 •• Фм-з Фм-2
0M 01 Фк Øfc+1 •• Фм-2 0М-1

Table 6: Complementary set of phase coded sequences

The example in Table 6 is valid as a complementary set because the number of 
sequences is equal to the number of the code elements in the ideal sequence (N — M). 
When the set does not contain all the different cyclic shifts of the ideal sequence 
(N ф M), the set is complementary only if the following definition is met: A complex 
valued sequence Xit whose kth element is Xi(k), forms a complementary set if the 
sum of the aperiodic autocorrelation functions of all sequences from the set is equal 
to zero for all non-zero shifts [24]. This can be mathematically stated as:

z(p) = 53 xi(k)x*(k+p) = \ q 0 ’ „ / о ’ (64)
i=0 fc=0 ’

where * denotes the complex conjugate, p is the positive time shift and Äj(0) is the 
energy of the sequence [24].

Other codes are proposed in [15]. These codes are based on Barker codes that also 
have ideal periodic autocorrelation function. While a Barker code has two phases 0° 
and 180°, the proposed codes have phases 0° and 138.59°(= arccos(—3/4)) [10]. The 
phases are chosen such that the out of phase autocorrelation is zero. The different 
ways of achieving this are presented in [10].

The complex envelope of a N x M MCPC is given by [22]:

0 < t < MTC 

(65)
where an,m is the mth element of the sequence modulating the nth subcarrier, wn 
is the complex weight associated with the nth subcarrier and s{t) = 1 for 0 < 
t <TC and zero elsewhere. The overall duration of such MCPC pulse is MTC, if the 
modulating code sequence has M components. The duration of one code component 
or phase element is Tc. In order to have orthogonality between the subcarriers the 
intercarrier spacing has to be 1 /Tc. In a system with N subcarriers the effective 
bandwidth is N/Tc (without weighting). As can be seen in Figure 13, the spectrum 
of a MCPC pulse is relatively flat.

The autocorrelation main lobe width of such signal is Tc/M. Figure 14 presents 
the autocorrelation plot for a 8 x 8 MCPC pulse.

g(t) = ^2^2 wnO-n,ms[t - (m - 1)TC] exp от ,(п N+^ *'
V 2 ; Тс.
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Figure 14: Autocorrelation of a 8 x 8 MCPC pulse based on P3 sequence

The main lobe width is comparable to the main lobe width of a single-frequency 
pulse-compression radar signal, for example P4 waveform with M2 elements and the 
same overall pulse duration [16, 15]. Also the nulls at multiples of phase element 
duration Tc can be observed in Figure 14. These are a result of the orthogonality of 
the subcarriers with 1/TC spacing and the utilized complementary set.

The major drawback of a MCPC signal is its varying envelope. This is a com­
mon characteristic of multicarrier systems in general and the MCPC signal makes 
no exception. Usually, the interest lies in knowing the Peak-to-Average Power Ra­
tio (PAPR) level, which can be lower than Peak-to-Mean Envelope Power Ratio 
(PMEPR) level. The difference between the two is that the PAPR is used when the 
signal is passband, while the PMEPR is used when the signal is baseband. How­
ever, for low-bandwidth signals (/c N/Tc) the PMEPR is a good approximation 
of PAPR [22]. The performance of radars using MCPC signals can be improved by 
controlling the PMEPR. Two solutions are proposed for this. One is based on the 
use of so called Consecutive Ordered Cyclic Shifts (COCSs) of an ideal sequence 
[15, 17, 22] and the other is based on the use of Identical Sequences (ISs) [21, 22]. 
These two methods of lowering the PMEPR are presented next in more detail.

The first method uses as modulating sequence for each subcarrier consecutive 
order cyclic shifts of an ideal code sequence. This can be any ideal code sequence, 
but commonly the ideal P3 and PA sequences are used. The PMEPR level depends 
on the variant of the ideal sequence used, direction of the consecutive order cyclic 
shift (upward or downward) and the initial phase (or cyclic shift) of the ideal se­
quence [22]. It also depends on the relation between N and M. When N — M, the 
N sequences form a complementary set. The best results are obtained when a P4 
sequence is used, whith a PMEPR level that aproaches 1.825, for large values of N 
and M. Still, for N = M > 4, the PMEPR level is lower than 2.04 [22]. Similar 
results are reported by Boyd in [3] when using cyclic shifts of a P3 sequence. These 
are called Newmann phases in [3]. When N Ф M, the PMEPR has lower level for



31

N = M in general than for N C M or N » M. On the other hand, if N is low, 
the PMEPR level can be even lower than when N = M. If amplitude modulation is 
introduced on the carriers, the PMEPR level can be further reduced. When N — M, 
the PMEPR level can be as low as 1.5 [22].

The second method uses the same sequence to modulate all subcarriers. When 
using identical sequences, the magnitude of the complex envelope is a function of 
only the carriers’ initial phase and amplitude. So, minimizing the PMEPR in this 
case becomes a problem of minimizing the PMEPR of a multitone signal. The com­
plex envelope of a single MCPC pulse where all N carriers are modulated by the 
same sequence is obtained from (65):

N M

g(t) = ^2 XI wnams[t -(rn- 1 )TC] exp
n=l m=l

N + l\n-—) 0 <t< MTC 

(66)

where am is the mth element of the sequence modulating all carriers [21, 22].
Closed form solutions of carrier initial phase that lower the level of PMEPR are 

given in [21, 22]. These closed form solutions can be found for any N, but they do 
not always offer the best possible level of PMEPR. A carrier phasing scheme that 
takes into account carrier weighting achieves a PMEPR of 1.55 in an example pre­
sented in [22]. The example is for a 15 carrier setup with amplitude modulation over 
the carriers that follow a square root of Hamming window rule. Further reduction 
of PMEPR is possible through iterative algorithms. An example of such algorithm 
is the time-frequency switching and clipping approach described in [32]. This offers 
a PMEPR level of 1.22 for an example presented in [22]. More such iterative algo­
rithms are presented in [21] which offer even lower PMEPR levels.

The radar performance in Doppler estimation is related to the duration of time 
the target is illuminated. The duration of one MCPC pulse might not be enough 
for Doppler processing so the use of multiple pulses can solve this problems. The 
use of multiple pulses is divided in two categories. In the first category the MCPC 
pulses are transmitted in a continuous manner, with no time separation between 
the pulses. Such type of signal is called CW MCPC signal. In the second category 
there is a constant time interval between the MCPC pulses. This is called train 
of diverse MCPC pulses. These two categories are presented in Figure 15. Each 
MCPC pulse in a CW signal is considered to be a period of the signal. This period 
repeats itself, so the autocorrelation function of such signal is called Periodic Auto­
correlation Function (PACF). For example, in Figure 15, there are 6 visible periods 
of the signal. Different complementary sets modulate the MCPC pulses in a CW 
signal or train of pulses. These can be Identical Complementary Sets (ICSs), when 
the same ideal sequence modulates all subcarriers, or COCS of an ideal sequence 
[15, 17, 21, 22]. However, for the train of pulses only, there is another type of sets 
called Mutually Orthogonal Complementary Sets (MOCSs) [21, 22]. Two sets are 
mutually orthogonal when the sum of the cross-correlation between the sequences 
in one complementary set with the corresponding sequences in the second set is zero 
for all shifts [22]. For the CW signal, the N sequences modulating the subcarriers
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do not have to constitute a complementary set. This allows repeating the same 
sequence at several carriers. The only constraint is that the product M(N +1) must 
be even [17].

A
Frequency \

MCPC MCPC MCPC MCPC MCPC MCPC
Pulse Pulse Pulse Pulse Pulse Pulse • • •

1 2 3 4 5 6

A
Frequency

MCPC MCPC
Pulse Pulse

1 2

Time

MCPC MCPC
Pulse Pulse

3 4

Time

Figure 15: CW multicarrier signal and train of MCPC pulses

A train of M MCPC pulses of dimension M x M can be complementary in time as 
well as in frequency [17]. This happens when each pulse in the train is a different 
one-way cyclic frequency shift of the pulse. For example, one cyclic shift is used to 
generate the first pulse, two shifts create the fifth pulse and so on. There are M! 
different ways to order the basic pulse along frequencies, and for each choice of a 
basic pulse there are M\ different ways to order the pulses in time.

Efforts for both CW and train of pulses aim at the reduction of PMEPR and 
Peak Sidelobe Level (PSLL) of the autocorrelation function. The reduction meth­
ods for one pulse are also proposed for these two types of signals. Examples of how 
desirable levels for PMEPR and PSLL can be achieved are presented in [17, 21, 22] 
and are not discussed here in more detail. Few observations are made though.

In the CW case, the PACF is independent of the type of used sequence as 
long as the sequence is ideal. This happens when using either ICS or COCS 
[21, 22]. However, when using COCS the signal magnitude depends on the type 
of sequence used. Choosing ICS, the PACF exhibits zero sidelobes over the delay 
range Tc < t < (M — 1)TC, i.e. everywhere except the first and the last code bit. In 
order to reduce the PACF’s sidelobes in the remaining first and last bit, the polarity 
of the weights should alternate between consecutive carriers.

For a train of pulses the use of COCS implies a reduction of the PSLL on the
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duration Tc < т < МТС (the autocorrelation function is considered for the duration 
of one pulse only). For the rest of the pulse duration, the use of COCS is combined 
with the use of frequency weighting. The use of frequency weighting is presented in 
[15, 17, 22] where it is shown that the reduction is valid for the duration of the first 
bit only t < Tc. Different windows like general cosine window, Kaiser window and 
the Chebyshev family of windows are considered in [15, 17, 22].

3.3 OFDM in Radar
Orthogonal Frequency Division Multiplexing (OFDM) is used in many widely used 
and emerging wireless communication standards such as LTE, WiMAX and WLAN. 
The OFDM signal structure is very similar to the structure of the MCPC signal that 
was presented earlier. In fact, the MCPC signal is a particular case of OFDM. The 
MCPC signal is obtained when coding is applied on each subcarrier of an OFDM 
signal without the loss of orthogonality. The spectrum of an OFDM signal with N 
subcarriers can be visualized in Figure 16. The spectrum is relatively flat and the 
subcarriers are orthogonal to each other.

Frequency

Figure 16: Spectrum of an OFDM symbol

The OFDM modulation is a multicarrier modulation technique that satisfies the 
orthogonality condition between the subcarriers. Figure 17 presents an example of 
multicarrier modulation with N subcarriers. The orthogonality condition is satisfied 
when Д/ = 1/TS, where Д/ is the intercarrier spacing and Ts is the OFDM symbol 
duration. The OFDM modulation can be implemented very easily by using the 
IFFT operation.

serial
to

parallel

subcamer L
Чя.

—и|)— 

subcarrier fN-1

parallel symbols

Ts=NTd

Figure 17: Multicarrier modulation with N subcarriers
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The duration of an OFDM symbol is Ts = NTd, where Td is the duration of a serial 
symbol. The complex envelope of an OFDM symbol is described by the equation:

N-1
x(t) = rect(f) ^2 dn exp(j"27r/nf), (67)

n=0

where dn represents the source symbol on the nth subcarrier and /„ are obtained 
from:

fn = Sr = nAf.
-L s

The reet(£) function is defined as:

reet (t) — 1 if 0 < t < Ts
0 elsewhere

(68)

(69)

and has the purpose to limit the duration of one symbol.
In order to avoid the ISI, at OFDM receiver, a Cyclic Prefix (CP) can be added 

to the beginning of the symbol. This represents a copy of the ending part of the 
OFDM symbol and can have different length. Its length is chosen to be larger than 
the maximum delay in the channel. The resulting OFDM symbol duration becomes 
Tg = Ts + Top, where Tcp is the length of the CP.

The success of OFDM in communication systems has motivated for applications 
in radar [14]. Several waveform designs are proposed for OFDM radar signals in the 
literature. The first proposed design is a pulse-to-pulse agile waveform that allows 
for Doppler processing [14]. Pulse-to-pulse frequency agility or frequency hopping 
forces the jammer to spread its power over a wide bandwidth. This leads to the 
reduction of the jammer’s power density that the radar has to face. Frequency 
agility is easy to be implemented for MC waveforms due to its structure which is a 
linear combination of narrowband signals [14]. In order to generate agile patterns 
based on OFDM, IFFT is applied over a phase code matrix. When this matrix 
contains a null, then the respective subcarrier/chip pair is inactive [14]. This is 
visualized in Figure 18 where two pulses of a train are illustrated. The first one 
has half of the subcarriers inactive and the second one has the other half of the 
subcarriers inactive. Each of the pulse resembles the structure of a MCPC pulse 
where the subcarriers are code modulated. Each subcarrier is represented by a row 
of chips which are marked by different colours.



35

Frequency

Pulse m Pulse m+1
Figure 18: Train of frequency agile pulses where the mth pulse has half of the 
subcarriers inactive and the m + 1th pulse has the other half of subcarriers inactive 
[14]

This simple example can be extended such that more complex patterns are gener­
ated. For example, the available bandwidth can be divided in more than two groups 
and these groups can hop randomly over the available bandwidth [14]. Also indi­
vidual subcarriers can hop randomly over the available bandwidth and be inactive 
at different time instances [14].

For the waveform proposed in [14], Doppler processing techniques are investi­
gated in [13]. The chosen processing techniques are based on classical matched filter 
and Fast Fourier Transform (FFT) approach. Another Doppler processing method 
is also proposed in [14] and mentioned in [13]. This method first transforms the 
received OFDM symbols from frequency to time domain by using FFT and then 
observes the same subcarrier over a number of symbols. The Doppler frequency is 
obtained by using another FFT operation over the observations in the considered 
pulses. The signals considered in [14, 13] are all wideband. This means that the 
Doppler effect is considered to be different for each individual subcarrier.

Another waveform design is proposed in [26] where the emphasis is on the scat­
tering parameters of the target. It is shown that taking target properties into consid­
eration the waveform can be adaptively computed in order to obtain the desired am­
biguity function. The signal considered in [26] is wideband and for its performance 
analysis the Wideband Ambiguity Function (WAF) is utilized. A different coeffi­
cient is considered for every direction and/or frequency in [26]. The adaptive design 
of OFDM signal emphasizes that the received signal and hence the corresponding 
WAF at the output of the matched filter depend on the scattering parameters of 
the target. It is also shown in [26] that in order to obtain the desired ambiguity 
function, carrier weights have to be taken into account. The results show that for 
best performance the sum of the complex weights over different subcarriers has to 
be 1 (J2n=o И2 = 1, where wn is the weight of the nth subcarrier) [26].

A technique to resolve range and radial velocity information, that is independent 
of the phase coding, is proposed in [31]. This allows for employing communication 
and radar waveforms simultaneously. The processing scheme is based on the decod­
ing of the received OFDM waveform by an FFT. Figure 19 presents the processing 
scheme block diagram [31].
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Figure 19: Range and Doppler processing through starting phase compensation and 
FFT [31]

Pulse compression is achieved by compensating for all the starting phases of the 
carriers. This well-known operation is matched filtering. The received echoes are 
de-modulated through FFT and recovered phases are compensated by multiplying 
with complex conjugates of the transmitted phases. Doppler effect on OFDM wave­
form is considered as the shift of the carriers by an amount determined by the radial 
velocity component of the target. Doppler compensation is done by implementing a 
cyclic shift of the FFT output in the receiver. The amount of cyclic shift is obtained 
by considering the maximum radial velocity of the target. This Doppler processing 
technique is similar to the one presented in [14]. For the OFDM signal utilized in 
[31] a CP is considered. In a multipath scenario the transmitted symbols arrive 
at the receiver as a sum of delayed replicas. Each path in the channel introduces 
a different delay. If the delay introduced by at least one path is longer than the 
transmission interval between the symbols ISI is created. The use of CP, whose du­
ration is usually longer than the maximum delay in the channel, allows the receiver 
to select the useful part of the symbol that does not contain samples from other 
symbols. The presence of ISI is equivalent to noise at the receiver, which causes 
a lower SNR. As the radar performance is directly proportional with the SNR at 
the receiver it is desirable to have no ISI. Thus, the use of CP prevents the radar 
performance deterioration in a multipath channel.

Another OFDM radar processing technique is proposed in [28] and tested in [29]. 
This method allows for both radar and communication operations simultaneously, 
similarly to the method proposed in [31]. The novel approach to OFDM radar 
processing in [28] consists of using the transmitted information and received infor­
mation at the output of the OFDM de-multiplexer before the channel equalization 
and decoding. At this point the distortion from the channel is fully contained in 
the complex modulation symbols of received data. Since all information symbols 
in one OFDM symbol are transmitted through the channel at different frequencies 
separated by А/, the received information symbols can be used to perform channel 
estimation at discrete frequencies like in stepped frequency radar. The samples of 
the frequency domain channel transfer function can be easily obtained through an 
element-wise division:
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Ып) = 4rv, (70)
7(п)

where /г(п) is the received information and /(n) is the transmitted information. 
I(n) and Ir(n) can be retrieved from the beginning and the end of the transmission- 
reception chain presented in Figure 11. The sampled channel impulse response, 
which corresponds to the radar range profile, is obtained as in the IDFT of IdiV(n)- 
As a consequence, the resulting radar range profile is periodic in time. The novel 
processing approach in [28] is completely independent of the transmitted informa­
tion, since it relates every received modulation symbol to a transmitted one. The 
only minor disadvantage is the periodicity of the radar range profile, which can 
cause ambiguities if improper subcarrier spacing is considered. In order to avoid 
ISI between subsequent OFDM signals a CP is utilized. The duration of the CP 
must correspond to the maximum time difference of the received signal components. 
For the radar application there is a factor of 2 involved, since the signal travels the 
distance between platform and scatterer twice.

The performance of the method in [28] is evaluated in [4]. The evaluation is done 
by analyzing the effect of the SNR at the receiver on the radar system. It is found 
that the estimation of target parameters in OFDM radar works very well above a 
SNR threshold, but rapidly degrades under this threshold [4]. The SNR threshold is 
found through simulations that utilize the same target at different distances. Above 
the threshold the range estimates contain very little or no error, while under the 
threshold the range estimates are mostly erroneous. This is valid for the processing 
method in [28] and also for classical processing methods that involve matched filter­
ing [4].

3.4 Discussion on MCPC and OFDM Radar
MCPC is a particular case of OFDM which is illustrated in Figures 16 and 12. The 
MCPC signal is obtained from an OFDM signal for which coding is applied on each 
subcarrier. As a result of the relation between the two it can be stated that the 
proprieties of OFDM are valid also for MCPC.

The key advantages that OFDM and MCPC bring to radar are:

• Spectral efficiency

• Waveform and frequency diversity

• Robustness against multipath propagation

• Easy implementation in digital domain

• Easily available hardware 

Some of the drawbacks are:

• The variable envelope that results in a high PAPR level
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• Doppler sensitivity that might spoil the orthogonality of the subcarriers

When MCPC is employed, several OFDM symbols are transmitted sequentially. 
The first symbol contains the first chips on each subcarrier, the second symbol 
contains the second chip on each subcarrier and so on. The duration of each symbol 
is Tc and the duration of the MCPC symbol will be MTC. Thus, the MCPC symbol 
will contain M OFDM symbols. This process is visible in Figure 20, which can be 
considered as a continuation of Figure 12.

Figure 20: The result of a MCPC pulse modulation is represented by serial OFDM 
symbols

When no coding on the subcarriers is done, one long OFDM symbol is obtained. 
More specific of a duration Ts = MTC. If this is the case, the intercarrier spacing is 
Д/ = 1/TS = 1 /MTC, so M times smaller than when coding on each subcarrier is 
employed. The bandwidth is the same in both cases, with coding on the subcarriers 
(MCPC case) and without coding on the subcarriers (OFDM case), and equal to 
В = NAf. Thus, the following relation is obtained:

NoFDM^foFDM = NmCPcA/mCPC, (71)
which is further written as:

NoFDM-tøjT = NmcpCjT (72)

and finally it is obtained that:

Nofdm = MNmcpc• (73)
Thus, the number of subcarriers, when coding on each subcarrier is employed, is 
reduced by the number of chips in the code. This does not influence the radar per­
formance as the range resolution depends on the utilized total bandwidth.

Nevertheless, coding can be done in frequency domain for OFDM, while coding 
in time domain is done for MCPC. The coding in frequency domain does not influ­
ence the relation between the number of subcarriers as it was derived above.

The above mentioned coding in time domain on the subcarriers is a technique 
known in communication systems as MC-DS-CDMA. This is a combination of mul­
ticarrier modulation and the spread spectrum technique for single carrier systems 
Direct Sequence CDMA (DS-CDMA). The DS-CDMA is a technique proposed for 
multiple access, where each user would have its own code that would spread the data 
with. The key relation between the codes is that these are orthogonal, which allows 
the users to utilize the same time and frequency resources while being separated
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from each other in the code domain. The MC-DS-CDMA scheme is presented in 
Figure 21 where the waveform time diversity can also be observed. This technique 
is employed when a MCPC signal is desired.

code of M chips

code of M chips

Figure 21: MC-DS-CDMA scheme (each subcarrier is modulated by a code sequence)

A technique that involves coding in frequency domain is known in communication 
systems as MC-CDMA. This technique uses a single code which contains a number 
of chips no larger than the number of subcarriers. In MC-CDMA each chip in the 
code modulates one subcarrier, while in MC-DS-CDMA all the chips in the code 
modulate one subcarrier. The MC-CDMA scheme is presented in Figure 22, where 
the waveform frequency diversity can be observed.

code of N chips

Figure 22: MC-CDMA scheme (each subcarrier is modulated by one chip of a code 
sequence)

The two techniques, MC-DS-CDMA and MC-CDMA, applied in a radar system 
bring the benefit of time and frequency diversity respectively. The time and fre­
quency waveform diversity can be observed in Figures 21 and 22 by looking at the 
different shades of gray that correspond to different chips in the code.

A similar structure to MCPC is sometimes proposed and referred to as OFDM, 
see for example in [14, 13]. In fact the signal has the same structure as a MCPC sig­
nal but it is not denoted as such. When MCPC is employed, or OFDM as proposed 
in [14, 13], there is no CP involved. Other sources, for example [31, 28], mention 
the use of a CP. The reasons for using a CP is to remove the ISI and to allow the 
modeling of the linear convolution of a frequency selective multipath channel as a
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circular convolution. The latter would facilitate the use of a Discrete Fourier Trans­
form (DFT) at the receiver.

One of the advantages of OFDM in general and MCPC in particular is that the 
spectrum is efficiently utilized. This comes from the fact that spacing between the 
subcarriers is just enough to make sure they remain orthogonal, so no bandwidth 
is wasted with guard bands in frequency domain. Other advantages of OFDM are 
robustness against multipath fading, easy synchronization and equalization and high 
flexibility in system design. Also, given the wide spread use of OFDM in communi­
cation systems, the hardware is easily available.

Multicarrier signals facilitate for easy generation of frequency agile waveforms, 
implemented in the digital domain. Thus, no extra oscillators are required to imple­
ment such waveforms. Frequency agile waveforms bring important benefits to radar. 
In the face of jammers the radar receives less jamming power as the jammer is forced 
to spread its power in a larger bandwidth. Also some frequencies could be highly 
attenuated in certain conditions and the radar can deactivate these subcarriers and 
allocate the power for the ones that experience lower attenuation. It was mentioned 
in [21] that the spectral sidelobes of MCPC signals are very low compared to the 
the sine-squared spectrum of single carrier phase-coded radar signals. Thus MCPC 
has better performance in radar application.

The varying envelope is the main disadvantage of multicarrier signals and OFDM 
and MCPC in particular. This translates in high levels of PMEPR. However, solu­
tions to lower the levels of PMEPR have been found [15, 17, 21, 22].
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4 Generalized Multicarrier Radar
There are many proposed concepts of multicarrier radar and different waveform de­
signs in the literature [16, 14, 20, 26]. A general model that could describe all these 
concepts in an easy and intuitive way is desirable. In the following, such general 
model is derived and proposed using a matrix representation. This would allow 
the implementation of different multicarrier radar concepts by simply filling in the 
elements to corresponding matrices appropriately. After the model is derived, a few 
waveform design examples are provided along with the corresponding matrices that 
need to be tailored.

4.1 Generalized Model
First the equation for the transmitted signal is derived. Then the equation of the 
received signal which contains the target information is derived as well. The equa­
tions are then transformed into matrix form for an easier implementation and more 
compact notation.

The equation of a multicarrier signal with N subcarriers is the starting point for 
this model. The equation of the passband MC signal is:

N-1

p,(t) = rect(f) exp(j2TT/„<), (74)
n—0

where fn are the subcarrier frequencies and rect(f) has the following formula:

rect(t) = if 0 < t < T 
elsewhere (75)

which is used to limit the duration of the signal to T. It is possible to carry infor­
mation on these subcarriers by modulating them and then (74) will become:

N-l

pt(t) = reet(t) ^2 dn exp(j"27r/nt), (76)
n=0

where symbol dn is chosen in accordance with the selected constellation. For exam­
ple, for each subcarrier, the modulation could be: BPSK, QPSK, or M-ary QAM. 
If the selected modulation is BPSK, then dn are selected from the set {-1,1}- These 
specific data symbols are of no interest to pure radar applications. However, these 
come into use when joint radar and communication purposes are considered [28]. 
Known waveform is needed in matched filter at the receiver. What this specific 
waveform is does not matter much as long as it is known and has desirable prop­
erties. In order to keep the model as general as possible, the data symbols are 
considered in the following.

The advantages of pulse compression were stated earlier in this work. The pulse 
compression techniques can also be performed for multicarrier radar waveforms. For
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a multicarrier waveform pulse compression can be achieved through coding in time 
or frequency domain. These coding options, presented in Figures 21 and 22, were 
first introduced in communication systems as MC-DS-CDMA and MC-CDMA re­
spectively. These will be further referred to as Time Diversity Radar Waveform 
(TDRW) and Frequency Diversity Radar Waveform (FDRW) in radar systems. The 
pulse compression gain or ratio depends on the length of the modulating code. This 
length is denoted as M. The implementation of such coding can be done as a prod­
uct of matrices. The rows of the matrices represent the codes in time domain, while 
the columns represent the codes in frequency domain. A series of data symbols 
d = [d0 di • • • d/v-i] is considered for the transmission. The code used for 
modulation is denoted by c = [cq Ci • • • Cm-i]- It is assumed that when coding 
in frequency domain is employed, the relation M < N is satisfied, where N is the 
number of subcarriers. The case where M = N is considered in the following, so 
that all subcarriers are utilized. The coding operations in frequency or time domain 
are defined by the following equations:

Xfoc — crd (77)

Xtdc — d7 c, (78)

with dimensions 1 x N and 1 x M for d and c respectively. FDC and TDC stand 
for Frequency Domain Coding and Time Domain Coding respectively. The result of 
such operations are the following matrices:

do Cq c?ic0 d2c0 djv-iCo

doCi d\C\ d2Ci djv-iCi

Xfdc = d0c2 d\C2 d2c2 djv-ic2 (79)

doCM-i d\CM-\ d2CM-1 • • • du-iCM-i [MxN]

doCo d0ci d0c2 d0cM-i
diCo d\C\ d\c2 diCM-i

Xtdc — d2c0 d2Ci d2c2 d2CM-i (80)

dN-lc0 dw-iCi dw-lc2 • • ■ d/v-iCM-i [NxM]

If the code chips on the columns in matrix Xfdc and the code chips on the rows of 
matrix are investigated, one can see that these resemble the shades of gray
in Figures 22 and 21. These show the waveform diversity that this type of multi­
carrier waveforms brings to radar. For the case when coding in frequency domain 
is employed and the length of the code is smaller than the number of subcarriers, 
M < N, the matrix could have the following structure:
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4F DC —

(IqCq d\CQ d2c0

1--------

О7

d0ci d\C\ d2ci djv-iCi

d0CM-i d\CM-i d2CM-1 • • • dfrr-iCM-i

0 0 0 0

0 0 0 0

(81)

J [Nx N]
so that the number of rows equals the number of subcarriers. Different positions for 
the rows containing null elements can be considered also. One possibility is to have 
these as the first rows in the matrix. Another possibility is to have half of them as 
the first rows in the matrix and the other half as the last rows. Other variations 
can also be implemented based on the fact that the matrix has to have N-M rows 
that contain null elements.

The two matrices that describe the coding in frequency and time domain can be 
generalized under the code matrix which has the following structure:

Co,0 Co,l Co,2 Co,M-l
Cl,0 Cl.l Cl,2 Cl,M-l

X = C2,0 C2,l C2,2 C2,M-1

CiV-1,0 cn- 1,1 CjV-1,2 ’ • CjV-l,M-l
and its elements cn,m can be used in the signal equation for the general model. 

Taking coding into account, (76) can be updated to:

(82)

jV-l M-l
Pt(t) = reet(t) ^2 X rect2(* - mTc)cn,m ехр(;"2тг(/с + nAf)t),

n=0 m=0
where rect2(t) has the following formula:

1rect2(t) = 0
if 0 < t < Tc 
elsewhere

(83)

(84)

with Tc being the duration of the modulating chip.
Frequency diversity is another advantage of multicarrier radar that is included 

in the developed model. This is obtained by introducing weights on each subcarrier. 
These weights can be used to set some subcarriers inactive if they are experiencing 
interference or high attenuation, for example. Another use for this weights could be 
as a power allocation tool. A new term wn that accounts for the weight on the nth 
subcarrier is introduced in (83). Also another term un,m is introduced, which has 
the role of deactivating each of the subcarriers at different time instances. Thus, 
the updated equation of the transmitted signal is:

N-1 M-l
Pt(t) = reet(t) X vect2(t ~ mTc)wnUn,mCn,m exp(j2n(fc + nAf)t), (85)

n=0 m=0
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which is the final equation for the transmitted signal. The baseband version of (85) 
is obtained as follows:

N-1 M-l
Pt(t) = reet(t) ^ ^2 rect2(* - тпТс)г1)пип,тСп,т exp(j27rnA/t). (86)

n=0 m=0

In order to be able to formulate this in a matrix form, discretization of (86) is re­
quired. The critical sampling rate is chosen such that one sample would be acquired 
for each modulating chip. This is given by:

f sampling i (87)

where T is the symbol duration and M is the length of the spreading code. The 
sampling interval will be:

tsampling ~ *,•

The discrete time version of (86) is:

N-l M-l
л =

M
St \ Yjr) = ^2^2 wnun,mcn,m exp Н2тгпД/^ J , 

n=0 m=0 '

(88)

(89)

where к = 0... M — 1.
A more compact form can be obtained and the following notation is made:

kT 
1 * ~M'

where г — 0... M — 1. Thus, the compact version of (89) is:

N-1 M-l
st(i) = '52Y1 wnUn,mCn,mexp(j2nnAfi). 

n=0 m=0

(90)

(91)

To be able to write (89) in a matrix form the following shorthand notation is 
employed:

ß = exp A, (92)

which will help construct the following matrix:

В =

1 1 1
1 ß ß2
1 ß2 ßA

1 ß{N-1) ß{N-1)2

1
ßM-X

ß2(M—l)

ß(N—l)(M—l)
J [NxM]

(93)

of dimension NxM. The equation of the transmitted signal may be written as:
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st = qW(UoBoX), (94)

where о is the Hadamard (entry-wise) product and X was presented in (82). Matrix 
W is a N x N diagonal matrix that contains the weights of each subcarrier on the 
main diagonal:

w0 0 0 0
0 Wi 0 0

W = 0 0 w2 0

0 0 0 • • • Wn- 1

(95)

Matrix U is a N x M matrix that contains elements of 1 and 0 for active and inactive 
subcarriers respectively. For the element un?m n is the subcarrier number while m is 
the sampling instant. If all the subcarriers are active for all the sampling instances 
this is a matrix of ones. Its general form is:

^0,0 Uo,l «0,2 «0,M-1

Щ,о «1,1 «1,2 «l,Af-l

U = u2,0 М2Д «2,2 «2,M-l

un- 1,0 un- i,i UN—1,2 • • • «N-1,M-1

(96)

Vector q is a vector of ones that accounts for the sum of the subcarriers in obtaining 
the transmitted signal:

q=[l 1 ••• 1][ixtv]. (97)
For the received signal equation, a delay and a Doppler shift caused by the radial 

velocity of the target are taken into account . The wideband case is considered where 
each individual subcarrier experiences its own Doppler shift. Considering a target 
at range R from the radar, moving with the radial velocity v, the equation of the 
received signal can be written as follows (in the absence of noise):

N-1 M-l

Pr(t) = reet(t£-T)ii^2 53 rect2(*£ - mrc)tonMn,mcn>rn ехрО'2тг(/с + пД/)(^ - r)),
n=0 m=0

(98)
where r = 2R/c is the delay, £ = ^ is the scaling factor which accounts for the 
Doppler shift and p is the complex amplitude introduced by the target. The scaling 
factor can be approximated to £ = 1 — by assuming that v « c, where c is the 
speed of light.

It is desired to obtain the equations in matrix form, so the previous equation 
may be further factorized as:
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Mt) =r=ct (t (l - I) - f) /f Mf re=t2

WnUn,mCn,m exp (j2lT(fc + nA/) ^ ^1 - ~

— mTr

and finally as:

(99)

Mt) -reet (* (l - f) - ^)/eE rec,2 (< (l - f) - mTc)
^ ' 2 2 n=0 m=0 ' ' 2 '

;exp ^'27Tfct ^1 - exp ^ j2imAft ^1 -
VJnUn.mC’п^Пут^п.т '

2v
c

( г 2ДХ ( n A r2R\ exp I -j2nfc— 1 exp I -j2nnAf— 1 .

The baseband signal is obtained through downconversion as follows:

(100)

MO =rect (* (l - 7) - “) M E E (<(1-7)- 
' ' 2 2 n_o m=o ' ' 2

wnUn,mCn,m exp (~j2-Kfct^j exp ^j2imAft ^1 - ^

mTr

, „ * ,2Я\ / n , 2Rexp ( —]2nnAf— I exp I -j2nfc—

This can be rewritten as:

, ч , , 2v\ 2R\ ( n , 2v\ ( ,n , 2Д4
Pr(t) =rect ( t ( 1 - — J - — I // exp I -j2'Kfct— I exp I -j27t/c—

JV-l M-l 2uX X rect2 f f f 1 J тг)Тс J wnun mCji m\\ CJ J

exp (j2nnAft f 1------J J exp f—j2imAf—

(101)

(102)

Equation (102) gives the continuous time received signal in baseband represen­
tation. In order to be able to formulate this in a matrix form, discretization of (102)
is required. The critical sampling rate is chosen such that one sample is acquired
for each modulating chip. This is given by:

Jsampling
M
"r ’ (103)
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where T is the symbol duration and M is the length of the spreading code. However, 
oversampling is recommended, so the sampling frequency is increased by a factor of 
P. Thus, the sampling frequency is chosen as:

f sampling P j, i

while the sampling interval will be:

T
t sampling —

The discrete time version of (102) is:

(104)

(105)

sr I =rect (l - ^exp (-j2nfc^-) exp (~j2nfc—
PM) V pm

N-1 M-l

PM c
i v — i lvi — i /

Érect2 f kT ( 2v\1 ) mTc ) wnun mcr
n=0 m=0

exp (j2nnAf

\PM c J

kT / 2v\\ ( . „2R
PM\1--))eXP\427,nAf c

(106)

where к — 0 ...PM — 1. The equation describes the discrete time version of the 
complex baseband signal echo where PM samples correspond to one transmitted 
pulse. A more compact form can be obtained and same notation as (90) is made:

г =
kT
Ш’

(107)

where i = 0... PM — 1. Thus, the compact version of (106) is:

s(i) =rect ( * ( 1 - - ^f) ( r 2v\ / _ , 2R\H exp I -j2Tifci— 1 exp I -j2ir/c— 1

"jP У" rect2 lг (1 - — J - тТЛ wnun^mcn^m (108)
n=0 m=0 ' '

exp ^2ттпА fi ^1 — —^^ exp j2iTnAf—^ .

To be able to write (108) in a compact matrix form the following shorthand 
notations are employed:

N-1 M-l

■0 = exp (109)

7 = exp
T 2u\

pm7J ’ (110)
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0 = exp(,'2*A/^(l-f)),
(111)

a = exp -;2тгА/^

which will allow us to construct the following matrices:

(112)

and vector

"l 9
7 7 ••• ryPM-l'

Г —
1 2

7 7 ••• zyPM-1
, (113)

1 2
7 7 ••• 7PM-1

[NxPM]

"l 1 1 1
1 ß ß2 ßPM-1
1 ß 2 ßA ß2(PM-l) (114)

1 ß(N-1) ß{N-1)2 ■■■ ß(N~ 1)(PM-1)
[ЛГхРМ]

a == [1 a a2 „лг-iiO J [1X iV] (115)

Finally the matrix formulation for the baseband received signal echo in the absence 
of noise is:

sr = ^aW(roUoBoXOTS), (116)

where matrix is obtained as:

Xot)S = X 0 [1 1 ... 1][ixp], (117)

where 0 is the Kronecker product and the length of the vector of ones is equal to 
the oversampling factor P.

The equation in (116) contains only the effect of the target, assuming that the 
channel has no effect on the signal. If the velocity and distance parameters of the 
target, v and R, are set to zero, corresponding to a no target case, the transmitted 
signal in the absence of noise would be obtained. In such case the terms ц, ф. a and 
Г can be removed from (116), while elements of В become:

ß = exp (j'27rA/-^y . (118)

The exact equation of the transmitted signal in (94) is obtained.
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4.2 Multicarrier Radar Waveform Design Examples
The purpose of the general model derived in the previous section is to enable the 
generation of various waveforms in an easy way, by modifying the elements of ap­
propriate matrices in the general model. This would facilitate generating and pro­
gramming many commonly used and new radar waveforms using simple matrix 
formulation. The MCPC and OFDM signals are generated using the derived model 
first. Few other waveforms that can be implemented using the developed model are 
also presented.

Recall that the equation for the transmitted signal is:

st - qW(UoBoX). (119)

This equation will be used to generate all the following examples. For both MCPC 
and OFDM all the subcarriers are active. Thus, weighting matrix W is the N x N 
identity matrix:
Also the U matrix has only elements of one:

"l 1 1 • • l"
1 1 1 • • 1

u = 1 1 1 ■ • 1

1 1 1 • • 1

(120)

as all subcarriers are active at all sampling instances. Vector q is a vector of ones of 
length N as presented in the derivation of the general model. Orthogonality between 
the subcarriers is required, so the carrier frequencies have to be chosen accordingly. 
For MCPC the intercarrier spacing has to be Д/ = 1 /Tc and for OFDM Д/ = 1/T, 
where T = MTC. This will affect the elements of matrix В that will be:

Pmcpc — exP ^j27TД/MCPC-pj^j (121)

and

ßoFDM — exp ^'2тгД/oFDMp^J • (122)

After the corresponding values of the intercarrier spacing for MCPC and OFDM 
respectively are replaced in (121) and (122), the final form of the elements of matrix 
В is as follows:

and

Pmcpc = exp (123)

ßoFDM = exp j 2ir (124)
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Matrix В is obtained as in (114) by filling in the corresponding ß elements. The 
coding matrix XotIS will also be different for the two implementations. This is because 
the matrix X is obtained as:

do cq doCi doc2 doCM-i
djCo diCi dic2 diCM-i

Xmcpc d2c0 d2Ci d2c2 d2CM-i

dv-iCo djv-ici djv_iC2 • ' djv_iCA/--i
for MCPC, or

do Co diCo d2co djv-iCo
doC\ diCi d2Ci dv-iCi

XoFDM = d0C2 dic2 d2c2 dv-ic2

doCM-i diCM-i d2CM-i • • djv-iCM-i [M

(125)

(126)

for OFDM, if coding is employed, and

‘ di di di ••• di
d2 d2 d2 d2

XoFDM — do d3 d3 d3 , (127)

dv-i d/v-i djv-i • • • dv-i [JVxM]
if no coding is employed. The ideal signal at the receiver follows the equation:

sr = ^aW(T o U о В o Xovs), (128)
where the elements /z, ip, а. Г and В contain the target effect. From these terms 
the target parameters of interest are obtained.

Another waveform example is based on discrete step approximation of LFM 
waveform, but particularized for the multicarrier radar model proposed in this work. 
A so-called up-chirp is presented in Figure 23. The frequency is changed in an 
ascending manner in a given bandwidth.

Figure 23: Example of up-chirp pulse



51

For the multicarrier radar this can be adopted by exciting each subcarrier on a 
different frequency, one higher than the previous, and increasing these frequencies 
as much as the available bandwidth allows it. This is illustrated in Figure 24, where 
only three subcarriers are considered. This is a stepwise approximation of a chirp 
pulse and can be considered to be a frequency hopping technique which follows a 
certain simple hopping pattern.

Frequency

Bandwidth

- Carrier 1

- Carrier 2

- Carrier 3

—►

Time

Figure 24: Example of stepwise approximation of up-chirp pulse using three subcar­
riers

The implementation of such a waveform involves the matrix U. Its structure, 
corresponding to the pattern in Figure 24, is the following:

"l 0 0 0 • • o'
1 1 0 0 • • 0
1 1 1 0 • • 0

• о 1 1 1 • • 0

• • о

0 0 0 • • 1
0 0 0 0 • • 1

' о 0 0 0 • • 1

(129)

Of course the three carriers can take values starting from anywhere in the whole 
employed band, not only from the lower end. These were chosen such that they follow 
the pattern in Figure 24. Also in the presented example, consecutive subcarriers are 
employed, but any subcarrier can be chosen to be active. Moreover, the number of 
active subcarriers can be different. All of these lead to multiple design possibilities.

The weighting matrix W is in this case the identity matrix:

W =

1 0 0 
0 1 0 
0 0 1

0 0 0 ••• 1

The elements of matrix В are now as follows:

ß = exp fj2nA/-^

[NxN]

(130)

(131)
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where the intercarrier spacing is chosen as desired. If the subcarriers are orthogonal 
the elements simplify as:

ß = exp ‘ (132)

Another waveform example that can be generated in a similar way to the previous 
example is described next. In this example, the carrier frequency of the subcarriers 
is hopping in the available bandwidth, as presented in Figure 25.

Frequency - Carrier 1

- Carrier 2

- Carrier 3

Time

Figure 25: Pseudo-Random frequency hopping in multicarrier radar

Matrix U is again involved in the generation of such signal. It is used to select 
the active subcarriers so that it follows the desired pattern. These could follow, 
for example, the Costas-codes [1]. These codes offer an almost ideal ambiguity 
function and are obtained through a specific algorithm that was earlier presented 
in Pulse Compression Radar Section. Usually these codes are used for single carrier 
waveforms but can be adapted for multicarrier waveforms as well. If the Costas 
codes in Table 3 are taken as example, there will be six hops for each subcarrier. If 
only one subcarrier is active, this will hop in the available bandwidth on positions 
1, 3, 2, 6,4, 5. This means that the structure of matrix U for six sample instants is:

"1 0 0 0 0 0"

0 0 1 0 0 0
0 1 0 0 0 0

U “ 0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 1 0 0

If other subcarriers are active, these follow the same pattern with the corre­
sponding distance in carrier frequency. The elements of matrix В are the same as 
in the previous example:

ß = exp ^27rA/^) > (134)

that simplifies to:

1
PM

(133)

ß — exp ( j>'2tt (135)
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when the subcarriers are orthogonal.
Other examples are the waveforms described by TDRW and FDRW. For such 

waveforms all subcarriers are active, thus weighting matrix W is an identity matrix 
and matrix U is a matrix of ones. None of the techniques presumes orthogonality of 
the subcarriers. If orthogonality is the case, the two examples of MCPC and OFDM 
respectively, that are presented in the beginning of this section, are obtained. For 
the case when the subcarriers are not orthogonal, the elements of matrix В are given 
by:

ß = exp (j2TT• (136)

The X matrix, utilized to generate the matrix, has two structures. One for the
TDRW case:

do Co d0ci d0c2 doCM-i

dic0 d\C\ d\c2 diCM-i

X = d2c0 d2C\ d2c2 d2CM-1 ’ (137)

djv-ico dN-iCi d;v-iC2 • • • dN-\CM-\_ [VxM]

and one for FDRW case:

do Co dic0 d2co djv-iCo
d0Ci dici d2C\ djv-iCi

X = d0c2 d\C2 d2c2 dN-\C2 (138)

doCM-i d\CM-\ d2CM-1 • ■ dw_iCM-i [MxTV]

Given the flexibility that multicarrier systems offer, many other waveforms can be 
generated to meet the needs for a particular radar application. Providing examples 
for all these radar applications is beyond the scope of this work and further examples 
are not provided here.
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5 Radar performance of TDRWs in comparison 
with MCPC signal

The radar performance of TDRWs, generated using the model derived in Section 
4.1, is investigated in the following. The performance is assessed by comparison 
with an already proposed MCPC waveform in the literature [16, 15, 22]. The ambi­
guity function plots of the reference and generated signals are first generated. From 
the ambiguity function plots, the zero Doppler and the zero delay cuts are further 
evaluated in order to obtain the delay and the Doppler resolution respectively. The 
resolution is defined by the first null of the main lobe in the respective cut. The 
closer to zero the null is, the better the resolution. Another performance criterion 
is the sidelobe level of the Doppler and the delay cut plots. This is considered to be 
the level of the highest sidelobe in the respective cut plot. The lower the sidelobe 
level is, the better radar performance is obtained.

In the performed simulations no noise is considered to affect the signals. For a 
fair comparison both the reference signals and the generated TDRWs occupy the 
same bandwidth and have the same duration. The axes for the ambiguity plots are 
expressed in chip duration and inverse of the signal duration for the delay and the 
Doppler axes respectively. These axes are maintained for the zero Doppler and the 
zero delay cut plots, respectively. This allows for direct comparison of the plots.

The MCPC signals proposed in [15, 17] are considered in this section as the 
reference signals. The first considered MCPC signal has N = 8 subcarriers, each 
modulated by codes of length M = 8 [17]. These codes are obtained through cyclic 
shifts of an ideal sequence based on P3 codes. Each code is shifted according to the 
sequence [4 7 2 1 8 3 6 5] similarly to [17]. Every entry in the shift sequence 
represents the number of cyclic shifts that are applied to the ideal sequence.

The parameters of the TDRWs are chosen in order to make the bandwidth and 
duration equal with the MCPC reference signal. Based on these constraints the 
following three cases are considered:

• the TDRW has the same number of subcarriers and same intercarrier spacing 
as the MCPC signal

• the TDRW has larger number of subcarriers and smaller intercarrier spacing 
than the MCPC signal

• the TDRW has lower number of subcarriers and larger intercarrier spacing 
than the MCPC signal

Different values for code length M are chosen for each case such that it can be 
smaller, equal or larger than the one considered for the MCPC signal. The ideal 
sequence utilized to obtain the modulating codes for each subcarrier of the TDRW 
is from the same family as the ideal sequence utilized for MCPC. For example, P3 
and P4 codes are used in this work. However, the sequence of the cyclic shifts is not 
the same as for MCPC. For the TDRW the shifts are chosen in a random manner, 
while ensuring that the codes are orthogonal to each other. Orthogonality of the
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codes modulating each subcarrier is the main concern. Whether these are optimal 
or not is outside of the scope of this work.

For the first case, when the two signals use modulating codes of equal length, 
the spectrum of each channel of the two signals looks like this:

Spectrum of each channel (MCPC)

Spectrum of each channel (TDRW)

Figure 26: Spectrum of each subchannel for MCPC (N = 8, M — 8, P3 code) and 
TDRW (JV = 8, M = 8, P3 code) signals. In this case the TDRW is a MCPC signal.

In this case the TDRW is a MCPC signal. The only difference between the signals 
is the code matrix that is utilized. The radar performance of the two signals is 
investigated in the following ambiguity plots:

Ambiguity plot (MCPC) Ambiguity plot (TDRW)

(a) MCPC (b) TDRW

Figure 27: Ambiguity plots for MCPC (N = 8, M = 8, P3 code) and TDRW 
(jV = 8, M = 8, P3 code) signals. The sidelobes corresponding to the TDRW are 
lower.
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It is observed that the ambiguity plot of the TDRW has lower sidelobes than the 
ambiguity plot of the MCPC signal. This means it is closer to the ideal ambiguity 
plot. This is a consequence of choosing a better coding matrix for the TDRW. In 
order to compare the Doppler and the delay resolutions of the two signals, the zero 
delay cut and the zero Doppler cut plots respectively are produced. The zero delay 
cut plots reveal that the two signals have equal Doppler resolution. This is visualized 
in the following plots:

Zero delay cut (TDRW)cut (MCPC)

Doppler resolution: 1 00/(M*Tc) 
T - MCPC chip duration

Doppler resolution: 1 OO/fM'T.) 
T - MCPC chip duration 
M - number of MCPC chips

(b) TDRW

Figure 28: Zero delay cut plots for MCPC (N — 8, M = 8, P3 code) and TDRW 
(N = 8, M = 8, P3 code) signals. The TDRW shows lower sidelobe level.

It is observed that the TDRW has a lower sidelobe level than the MCPC signal. 
This is also the case for the zero Doppler cut plots:

Zero Doppler cut (MCPC) Zero Doppler cU (TDRW)

(b) TDRW

Figure 29: Zero Doppler cut plots for MCPC (N = 8, M = 8, P3 code) and TDRW 
(N = 8, M = 8, P3 code) signals. The TDRW shows lower sidelobe level.
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Again, none of the employed signal offers a better delay resolution than the others. 
As the TDRW exhibits lower sidelobe levels in both delay and Doppler domain, it 
can be concluded that this is influenced by the code choice.

A different length (M = 16) of the modulating code for the TDRW is considered 
next. The spectrum of each channel for this signal and the MCPC reference is 
presented in Figure 30.

Spectrum of each channel (MCPC)

Spectrum of each channel (TDRW)

0.25 -

Figure 30: Spectrum of each subchannel for MCPC (N = 8, M = 8, P3 code) and 
TDRW (N = 8, M = 16, P3 code) signals. In this case the TDRW is different 
from a MCPC signal. The longer code (M = 16) cancels the orthogonality of the 
subcarriers.

By choosing a longer modulation code the TDRW is different from a MCPC signal. 
This is because the subchannels are not orthogonal and this does not meet the 
requirements of a MCPC signal. The radar performance of the new TDRW and the 
reference MCPC signal is investigated in the ambiguity functions in Figure 31.
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Ambiguity plot (MCPC) Ambiguity plot (TDRW)

(a) MCPC (b) TDRW

Figure 31: Ambiguity plots for MCPC (N = 8, M = 8, P3 code) and TDRW 
(AT = 8, M = 16, P3 code) signals. The sidelobes corresponding to the TDRW are 
lower.

Again, the ambiguity plot of the TDRW exhibits lower sidelobes than the ambigu­
ity plot of the MCPC signal. For the Doppler resolution the zero delay cuts are 
compared in Figure 32.

Zero delay cut (TDRW)Zero delay cut (MCPC)

Doppler resolution: 1 00/(M*T_) 
T - MCPC chip duration 
M - number of MCPC chips

Doppler resolution 1 (XV(M*TJ 
Te - MCPC chip duration 
M - number of MCPC chips

(b) TDRW(a) MCPC

Figure 32: Zero delay cut plots for MCPC (N = 8, M = 8, P3 code) and TDRW 
(N = 8, M = 16, P3 code) signals. The TDRW shows lower sidelobe level.

It is observed that the two signals have equal Doppler resolution. Nevertheless, the
sidelobe level corresponding to the TDRW is lower than the ones corresponding to
a MCPC signal. This is also the case for the zero Doppler cut plots Figure 33.
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Zero Doppler ctf (MCPC) Zero Doppler ctf (TDRW)

(b) TDRW(a) MCPC

Figure 33: Zero Doppler cut plots for MCPC (N = 8, M = 8, P3 code) and TDRW 
(TV = 8, M = 16, P3 code) signals. The TDRW shows lower sidelobe level.

where it is shown that the two signals offer equal delay resolution as well. It can be 
concluded that by utilizing a longer modulation code the radar performance of the 
TDRW is the same as for the previous one (M = 8).

An even longer modulation code (M — 24) is chosen for the TDRW next. The 
spectrum, in comparison to the one of the reference MCPC signal, is presented in 
the following figure:

Spectrum of each channel (MCPC)

Spectrum of each channel (TDRW)

Figure 34: Spectrum of each subchannel for MCPC (N = 8, M = 8, P3 code) and 
TDRW (N = 8, M — 24, P3 code) signals.

The radar performance is investigated in the ambiguity plots from Figure 35.
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Ambiguity plot (MCPC) Ambiguity plot (TDRW)

4

08 -

(a) MCPC (b) TDRW

Figure 35: Ambiguity plots for MCPC (TV = 8, M = 8, P3 code) and TDRW 
(TV = 8, M = 24, P3 code) signals. The sidelobes corresponding to the TDRW are 
lower.

The previously observed lower sidelobes for the ambiguity plot corresponding to the 
TDRW is present here as well. For the Doppler resolution the following zero delay 
cut plots are investigated in Figure 36.

Zero delay cut (TDRW)cut (MCPC)

T - MCPC chip duration
Doppler resolution 1 00/(M" 
T - MCPC chip duration 
M - number of MCPC chips

(b) TDRW(a) MCPC

Figure 36: Zero delay cut plots for MCPC (TV = 8, M — 8, P3 code) and TDRW 
(TV = 8, M = 24, P3 code) signals. The TDRW shows lower sidelobe level.

It is observed that the two signals offer equal resolution. Nevertheless, the sidelobe
level corresponding to the TDRW is lower. This is the case as well for the zero
Doppler cut plots in Figure 37.
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Zero Doppler cut (MCPC) Zero Doppler аЛ (TDRW)

Delay resolution 0 13*T. 
Tc - MC PC chip durationT - MC PC chip duration

(b) TDRW(a) MCPC

Figure 37: Zero Doppler cut plots for MCPC (TV = 8, M = 8, P3 code) and TDRW 
(TV = 8, M — 24, P3 code) signals. The TDRW shows lower sidelobe level.

It can be observed that the signals offer equal delay resolution as well.
The second case, where the TDRW has larger number of subcarriers than the 

MCPC signal, is considered next. The spectrum associated with such signal is 
presented in Figure 38 where it is compared to the spectrum of the reference MCPC 
signal.

Spectrum of each channel (MCPC)

Spectrum of each channel (TDRW)

Figure 38: Spectrum of each subchannel for MCPC (TV — 8, M = 8, P3 code) and 
TDRW (TV = 15, M = 8, P3 code) signals.

The radar performance is investigated using the ambiguity plot of the signal, which
is presented in Figure 39 along with the one corresponding to the MCPC reference.
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Ambfgurty plot (MCPC) Ambiguity plot (TDRW)

(a) MCPC (b) TDRW

Figure 39: Ambiguity plots for MCPC (N = 8, M — 8, P3 code) and TDRW 
(JV =15, M — 8, P3 code) signals. The sidelobes corresponding to the TDRW are 
lower.

It is again observed that the ambiguity plot corresponding to the TDRW has lower 
sidelobes than the one corresponding to the reference signal. The Doppler resolution 
can be seen from the zero delay cut plots in Figure 40.

Zero delay cut (MCPC) Zero delay cut (TDRW)

Doppler resolution 1 00/(M‘Tc) 
T - MCPC chip duration 
M - number ot MCPC chips

(b) TDRW

Figure 40: Zero delay cut plots for MCPC (JV = 8, M = 8, P3 code) and TDRW 
(JV = 15, M = 8, P3 code) signals. The TDRW shows lower sidelobe level.

It shows an equal Doppler resolution for the two signals. Nevertheless, the side-
lobe level corresponding to the TDRW is lower than the one corresponding to the
reference signal. This is not the case for the zero Doppler cut plots in Figure 41.
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Zero Doppler cut (MCPC) Zero Doppler cut (TDRW)

(b) TDRW(a) MCPC

Figure 41: Zero Doppler cut plots for MCPC (N = 8, M — 8, P3 code) and TDRW 
(At = 15, M = 8, P3 code) signals. The TDRW shows higher sidelobe level.

It shows that the two signals offer equal delay resolution and a higher sidelobe level 
corresponding to the TDRW. The reason for this

A longer modulation code (M = 16) is chosen next for the TDRW and the 
spectrum becomes:

Spectrum of each channel (MCPC)

Spectrum of each channel (TDRW)

0 25

Figure 42: Spectrum of each subchannel for MCPC (N = 8, M — 8, P3 code) and 
TDRW (N = 15, M = 16, P3 code) signals.

The radar performance is investigated using the ambiguity plot of the signal, pre­
sented in Figure 43.
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Ambiguity plot (MCPC) Ambiguity plot (TDRW)

(a) MCPC (b) TDRW

Figure 43: Ambiguity plots for MCPC (N — 8, M = 8, P3 code) and TDRW 
(N = 15, M = 16, P3 code) signals. The sidelobes corresponding to the TDRW are
lower.

It may be observed that the ambiguity plot corresponding to the TDRW has lower 
sidelobes than the one corresponding to the reference MCPC signal. The Doppler 
resolution is seen from the zero delay cut plots in Figure 44.

Zero delay cut (MCPC) Zero delay cut (TDRW)

Doppler resolution: 100/(M*T.) 
T - MCPC chip duration

Doppler resolution. 1.0Q/(M*T,)
T - MCPC chip duration
M - number of MCPC chips

(b) TDRW(a) MCPC

Figure 44: Zero delay cut plots for MCPC (N = 8, M — 8, P3 code) and TDRW 
(N = 15, M = 16, P3 code) signals. The TDRW shows higher sidelobe level.

It shows that the two signals offer equal Doppler resolution. However, the sidelobe 
level corresponding to the TDRW is higher than the one corresponding to the ref­
erence signal. This is not the case for the zero Doppler cut plots as seen in Figure 
45.
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Zero Doppler cut (MCPC) Zero Doppler cU (TDRW)

Delay resolution О 1УТ. 
Tc - MCPC chip duration

(b) TDRW

Figure 45: Zero Doppler cut plots for MCPC (AT = 8, M = 8, P3 code) and TDRW 
(N — 15, M = 16, P3 code) signals. The TDRW shows lower sidelobe level.

It can be observed that both signals offer equal delay resolution, while the sidelobe 
level corresponding to the TDRW is lower than the one corresponding to the refer­
ence signal.

An even longer modulation code (M = 24) is chosen next for the TDRW. The 
corresponding spectra are depicted in Figure 46.

Spectrum of each channel (MCPC)
0.41------------- 1------------- 1-------------1------------- 1------------- 1------------- 1-------------1 г

Spectrum of each channel (TDRW)

Figure 46: Spectrum of each subchannel for MCPC (N = 8, M — 8, P3 code) and 
TDRW (N = 15, M = 24, P3 code) signals.

The radar performance is investigated using the ambiguity plot of the signal, which
is presented in Figure 47.
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Ambiguity plot (MCPC) Ambiguity plot (TDRW)

(a) MCPC (b) TDRW

Figure 47: Ambiguity plots for MCPC (N = 8, M = 8, P3 code) and TDRW 
(N — 15, M = 24, P3 code) signals. The sidelobes corresponding to the TDRW are 
lower.

It is again observed that the ambiguity plot corresponding to the TDRW has lower 
sidelobes than the one corresponding to the reference signal. The Doppler resolution 
is obtained from the zero delay cut plots depicted in Figure 48.

Zero delay cut (TDRW)cut (MCPC)

Doppler resolution 1 aV(M*T.) 
T - MCPC chip duration 
M - number of MCPC chips

(a) MCPC

Figure 48: Zero delay cut plots for MCPC (N = 8, M = 8, P3 code) and TDRW 
(N = 15, M = 24, P3 code) signals. The TDRW shows lower sidelobe level.

It shows that an equal Doppler resolution for both signals is achieved. Nevertheless,
the sidelobe level corresponding to the TDRW is lower than the one corresponding
to the reference. This is not the case for the zero Doppler cut plots as seen in Figure
49.
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Delay resolution 0 13*T.
T - MCPC chip durationTc - MCPC chip duration

(b) TDRW

Figure 49: Zero Doppler cut plots for MCPC (N — 8, M — 8, P3 code) and TDRW 
(ДГ = 15, M = 24, P3 code) signals. The TDRW shows higher sidelobe level.

It shows an equal delay resolution for the two signals and higher sidelobe level 
corresponding to the TDRW.

For the third case, where the TDRW has smaller number of subcarriers than the 
MCPC signal, a new MCPC signal is used as a reference. The number of subcarriers 
is N — 5, the length of the modulating codes is M = 5 and the codes are obtained 
from an ideal sequence of PA codes. The modulating codes on each subcarrier are 
obtained again through cyclic shifts. The shift sequence [3 5 2 1 4] is chosen as 
described in [15]. Also the TDRW is modified accordingly. It has N = 3 subcarriers 
and utilizes codes based on an ideal sequence of P4 codes. The spectrum of the two 
signals for codes of equal length (M = 5) is presented in Figure 50.
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Spectrum of each channel (MCPC)

Spectrum of each channel (TDRW)

v t

Figure 50: Spectrum of each subchannel for MCPC (N = 5, M = 5, P4 code) and 
TDRW (N = 3, M — 5, P4 code) signals.

It is clear from the previous figure that in this case the subchannels of the TDRW do 
not overlap and though these do not interfere these are not orthogonal either. This 
is because the spectrum is utilized in an inefficient manner. The radar performance 
is investigated using the ambiguity plots presented in Figure 51.

Ambiguity ptot (MCPC) Ambiguity ptot (TDRW)

(a) MCPC (b) TDRW

Figure 51: Ambiguity plots for MCPC (N = 5, M = 5, P4 code) and TDRW 
(N = 3, M = 5, P4 code) signals.

The Doppler resolution can be seen from the zero delay cut plots presented in Figure
52.
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Zero delay cut (TDRW)cut (MCPC)

Tc - MCPC chV
M - number of MCPC chips

A / V

(b) TDRW

Figure 52: Zero delay cut plots for MCPC (N = 5, M = 5, P4 code) and TDRW 
(N = 3, M = 5, P4 code) signals. The TDRW shows lower sidelobe level.

It reveals that the two signals offer equal Doppler resolution, while the TDRW gives 
a lower sidelobe level. For the delay resolution the zero Doppler cut plots in Figure 
53 are investigated.

Zero Doppler cut (MCPC) Zero Doppler cut (TDRW)

Tc - MCPC chip durationTc - MCPC chip duration

(b) TDRW(a) MCPC

Figure 53: Zero Doppler cut plots for MCPC (N = 5, M = 5, P4 code) and TDRW 
(N = 3, M = 5, P4 code) signals. The TDRW shows higher sidelobe level.

It can be observed that the TDRW offers a better delay resolution than the MCPC 
signal. However, the sidelobe level corresponding to the TDRW is far from desirable 
and way higher than the sidelobe level corresponding to the MCPC signal.

A longer modulation code (M = 10) is chosen for the TDRW and the resulting 
spectrum is depicted in Figure 54.
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Spectrum of each channel (MCPC)

Spectrum of each channel (TDRW)

0.25 -

Figure 54: Spectrum of each subchannel for MCPC (N = 5, M = 5, P4 code) and 
TDRW (N — 3, M — 10, P4 code) signals. In this case the TDRW becomes a 
MCPC signal with less subcarriers.

In this case the TDRW becomes again a MCPC type of signal. However, the number 
of subcarriers is smaller than the one considered for the reference MCPC signal. The 
radar performance is investigated in the ambiguity plots presented in Figure 55.

Ambiguity plot (MCPC) Ambiguity plot (TDRW)

(a) MCPC (b) TDRW

Figure 55: Ambiguity plots for MCPC (N — 5, M — 5, P4 code) and TDRW 
(N = 3, M — 10, P4 code) signals.

The Doppler resolution is obtained from the zero delay cut plots in Figure 56.
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Zero delay cut (TDRW)cut (MCPC)

Doppler resolution: 1 00/(M-T.) 
Te - MCPC chip duration

Doppler resolution 1 OOKM'TJ
T. - MCPC chip

of MCPC chips

Figure 56: Zero delay cut plots for MCPC (N = 5, M = 5, P4 code) and TDRW 
(N = 3, M = 10, P4 code) signals. The TDRW shows lower sidelobe level.

It shows that both signals have equal Doppler resolution. However, the sidelobe level 
corresponding to the TDRW is lower than the one corresponding to the reference 
signal. The zero Doppler cut plots are depicted in Figure 57.

Zero Doppler cut (MCPC) Zero Doppler cut (TDRW)

Delay resolution 0.21 *Tc
Tc - MCPC chip duration
Sidelobe level: 0.21

§05

Delay resolution 01 ГТс
T - MCPC chip duration
Sidelobe level 0 18
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(a) MCPC (b) TDRW

Figure 57: Zero Doppler cut plots for MCPC (N = 5, M = 5, P4 code) and TDRW 
(TV = 3, M — 10, P4 code) signals. The TDRW shows better delay resolution and 
lower sidelobe level.

It shows an improved delay resolution and lower sidelobe level when corresponding 
to the TDRW.

An even longer modulation code (M = 15) is chosen next for the TDRW and 
the resulting spectrum is shown in Figure 58.
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Spectrum of each channel (MCPC)

Spectrum of each channel (TDRW)

0.25 -

0.15 -

0.05 -

Figure 58: Spectrum of each subchannel for MCPC (N — 5, M = 5, P4 code) and 
TDRW (N — 3, M = 15, P4 code) signals.

The radar performance is investigated in the ambiguity plots presented in Figure 
59.

Amfrgurty plot (MCPC) Ambiguity plot (TDRW)

(a) MCPC (b) TDRW

Figure 59: Ambiguity plots for MCPC (N = 5, M = 5, P4 code) and TDRW 
(N = 3, Л/ = 15, P4 code) signals.

The Doppler resolution is found from the zero delay cut plots in Figure 60.
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Zero delay cut (MCPC) Zero delay cut (TDRW)

Doppler resolution 1 ОВДМ'Т.) 
T_ - MCPC chip duration 
M - number of MCPC chips

Doppler resolution 1 00/(M‘" 
Te - MCPC chip duration 
M - number of MCPC chips

(b) TDRW

Figure 60: Zero delay cut plots for MCPC (N — 5, M = 5, P4 code) and TDRW 
(N = 3, M = 15, P4 code) signals. The TDRW shows lower sidelobe level.

It can be seen that the two signals offer equal Doppler resolution. Nevertheless, the 
TDRW offers lower sidelobe level. The zero Doppler cut plots are shown in Figure 
61.

Zero Doppler cut (MCPC) Zero Doppler cut (TDRW)

Delay resolution 0 17*T 
Tc - MCPC chip duration

(b) TDRW(a) MCPC

Figure 61: Zero Doppler cut plots for MCPC (N — 5, M = 5, P4 code) and TDRW 
(N = 3, M = 15, P4 code) signals. The TDRW shows better delay resolution and 
lower sidelobe level.

It can be seen that the TDRW offers lower sidelobe level. More than that, the
delay resolution offered by the TDRW is better than the one offered by the MCPC
reference signal.

Table 7 summarizes the radar performance observed in all three cases for the
generated signals with the developed model:
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Signal
Zero Dop pier Cut Zero Delay Cut
Delay

Resolution
Sidelobes

level
Doppler

Resolution
Sidelobes

level
MCPC
P3 code

N = 8, M = 8
0.13TC 0.17 i

MTc
0.22

Ca
se

 1

TDRW
P3 code

N = 8, M = 8
0.13TC 0.16 1

MTc
0.21

TDRW
P3 code

N = 8, M = 16
0.13TC 0.15 1

MTc 0.20

TDRW
P3 code

N = 8, M = 24
0.13ГС 0.15 1

MTc 0.21

Ca
se

 2

TDRW
P3 code

N = 15, M = 8
0.13TC 0.19 1

MTc
0.20

TDRW
P3 code

N = 15, M = 16
0.13TC 0.16 1

MTc
0.23

TDRW
P3 code

N = 15, M = 24
0.13TC 0.22 1

MTc 0.19

MCPC
P4 code

N = 5, M = 5
0.21TC 0.21 1

MTc 0.30

Ca
se

 3

TDRW
P4 code

N = 3, M = 5
0.17TC 0.45 1

MTc
0.18

TDRW
P4 code

N = 3, M = 10
0.17TC 0.18 1

MTc 0.20

TDRW
P4 code

N = 3, M = 15
0.17 Tc 0.16 1

MTc
0.22

Table 7: Summary of the radar performance for the TDRWs generated using the 
general model

The performance of the TDRWs is summarized in the following and few recom­
mendations are made for choosing the waveform parameters. A first glance at Table 
7 illustrates the fact that a TDRW can offer a better radar performance than an 
equivalent MCPC signal already proposed in [16, 15, 22]. A closer look brings up 
several interesting findings that are discussed in the following.
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Both the TDRW and MCPC signal are special cases of the generalized mul­
ticarrier radar model introduced in this report. These two signals are identical 
under certain parametrization. Nevertheless, the MCPC signal is a particular case 
of TDRW. This can be seen in the first case when the TDRW has N = 8 and M — 8 
and in the third case when the TDRW has N — 3 and M — 10. However, in none 
of the cases where TDRW becoms a MCPC signal the two are identical. This is 
because different shifts are considered for the coding matrices of the two signals.

For the first case, when N — 8 and M — 8, the difference between the TDRW 
and the MCPC signal is in the utilized coding matrix. To be more precise, the 
considered shifts are different, as both coding matrices are based on the same ideal 
sequence. The obtained sidelobe level is lower for the TDRW than for the MCPC 
signal. Both signals offer the same Doppler and delay resolution. Thus, it can be 
concluded that the shifts utilized for the construction of the coding matrix influence 
the resulting sidelobe level.

For the third case, when N = 3 and M — 10, the differences between the TDRW 
and the MCPC signal are not only the utilized coding matrix but the number of 
subcarriers and code length also. A better delay resolution and lower sidelobe level 
are obtained for the TDRW signal. Comparing to the first case, it can be concluded 
that lowering the number of subcarriers and increasing the code length while keeping 
these orthogonal to each other can improve the delay resolution.

In the first case the TDRW has the same number of subcarriers as the MCPC 
signal, while in the second case it has a larger number of subcarriers than the MCPC 
signal. Analyzing the results for the first and second cases, for all the considered pa­
rameters, it can be concluded that a higher number of subcarriers does not improve 
either Doppler or delay resolution. This happens irrespective of the length of the 
code. However, this is not the case with the sidelobe level. First case offers lower 
sidelobe levels than the MCPC reference, regardless of the code length. A longer 
code induces a higher intercarrier interference because it spreads the signal more. 
However, this does not prevent obtaining lower sidelobe levels in the first case. Sec­
ond case leads to higher sidelobe levels than both first case and MCPC reference. 
Taking the higher number of subcarriers of the second case into account, it can be 
concluded that the increased interference, caused by the smaller intercarrier spacing, 
accounts for the increased sidelobe level. Thus, a trade-off between the number of 
subcarriers and code length is needed in order to keep the intercarrier interference at 
tolerable level. Finding such trade-off is out of the scope of this work, nevertheless 
it is a future research topic.

For the third case the TDRW has a larger number of subcarriers than the MCPC 
signal. This is the only case where the TDRW offers better delay resolution than the 
reference MCPC signal. Taking into account that compared to the first two cases 
the number of subcarriers is smaller, it can be concluded that this is desirable in 
order to obtain better performance than the MCPC signal. It is also observed that 
increasing the code length the obtained sidelobe level becomes lower. Thus, em­
ploying a lower number of subcarriers and a longer spreading code provides overall 
improved performance than the MCPC waveform.



6 Conclusions
Multicarrier waveforms bring several major advantages over single carrier waveforms 
in radar systems. One major advantage, if not the most significant, is frequency di­
versity. As many carrier frequencies are available at the same time, it is easy to 
overcome problems like jamming, interference or attenuation by allocating power to 
subcarriers where the channel quality is high. Another great advantage that multi­
carrier waveforms bring to radar is that the time on target is greatly reduced. Only 
one pulse is required to obtain range and Doppler information. Waveform diversity 
is also an advantage. Designing the waveforms both in time and frequency brings 
in additional degrees of freedom. Last but not least, the possibility to optimize 
the transmitted waveform is important for radar systems. Traditionally, only the 
receiver has been adaptive and optimized in radars. The hardware requirements are 
very similar to those in commercial communication systems which facilitates cost 
efficient implementation of multicarrier radars.

In this work we developed a generalized model for multicarrier radar. This novel 
model includes most commonly used radar waveforms as special cases. For exam­
ple, waveforms that employ OFDM [14, 13, 20, 26], MCPC waveforms [16, 15, 22], 
spread spectrum waveforms and frequency hopping waveforms. The model is pro­
vided using matrix representation. It facilitates implementing different multicarrier 
waveform designs. All it is needed is to fill in the elements to corresponding ma­
trices accordingly. Depending on the waveform design some of the matrices remain 
unchanged. Moreover, the model is easy to implement and use in Matlab environ­
ment.

A few different multicarrier waveforms are generated using the derived model 
and their performance is investigated against already proposed waveforms in the 
literature. A spread spectrum waveform is proposed and generated using the de­
rived model. Such waveform is called TDRW and is a generalization of the MCPC 
waveforms [16, 15, 22]. It is demonstrated that for some parameters the TDRWs 
offer a better radar performance than MCPC signals. Some concluding remarks and 
recommendations of the waveforms and their performance are made:

• sidelobe level depends on the chosen code matrix

• orthogonality in both frequency and code domain can improve delay resolution

• a trade-off between the number of subcarriers and length of the code is required 
to improve radar performance

Finding an optimal coding matrix that offers the best radar performance is a future 
research topic. Rules of thumb for choosing the shifts may also be established in 
future work.
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