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Abstract
Recent studies have provided evidence for the existence of asymptotically free trajectories
in non-Abelian Higgs models without asymptotic symmetry in the high-energy limit. These
solutions are not evident within standard perturbation theory.

This discovery served as our main motivation to investigate another class of quantum
field theories which already exhibits a regime of asymptotic freedom in all their marginal
couplings in standard perturbation theory: namely the gauged-Yukawa models. We start
with a minimalistic toy-model containing only a Yukawa and a QCD-like gauge sector. We
then extend the analysis to a larger class of models which include the whole non-Abelian
sector of the Standard Model.

In both models we discover the existence of further and novel asymptotically free tra-
jectories by exploiting generalized boundary conditions. We construct such trajectories as
quasi-fixed points for the Higgs scalar potential, whose couplings approach the noninteracting
Gaußian fixed point with specific scalings with respect to the asymptotically free gauge cou-
plings. We corroborate our findings in an effective-field-theory approach, and subsequently
we obtain a comprehensive picture using the functional renormalization group. The latter
method allows us to study the stability of the scalar potential for large field amplitudes.

In contrast to standard perturbation theory, these new solutions become visible beyond
the deep-Euclidean-regime, because of the important role of mass-threshold effects. Since
one-loop universality is no longer guaranteed once threshold corrections are included, we
investigate whether the existence of these ultraviolet complete trajectories is universal, i.e.,
a scheme-independent feature. We consider a wide class of regularization schemes that
account for threshold behavior persisting in the infinite-energy limit, firstly focusing on the
conventional MS scheme and subsequently on mass-dependent schemes based on general
momentum-space infrared regularizations.

We argue that the existence of these asymptotically free solutions is a scheme-independent
phenomenon. A change of scheme induces a map of the theory’s coupling space onto itself,
which in the present case also translates into a reparametrization of the space of asymptot-
ically free solutions.





Zusammenfassung
Aktuelle Untersuchungen haben Hinweise auf die Existenz asymptotisch freier Trajektori-
en ohne asymptotische Symmetrie im Hochenergielimes in nicht-abelschen Higgsmodellen
geliefert. Diese Lösungen können nicht mittels Störungstheorie untersucht werden.

Motiviert von diesen Ergebnissen untersuchen wir eine weitere Klasse von Quantenfeld-
theorien mit asymptotischer Freiheit in allen Kopplungen: geeichte Yukawa-Modelle. Wir
beginnen die Untersuchung mit einem minimalen Modell, welches nur einen an die Starke
Wechselwirkung erinnernden Eichsektor sowie einen Yukawa Sektor enthält. Danach ver-
allgemeinern wir zu einer breiteren Klasse an Modellen, die den gesamten nichtabelschen
Eichsektor des Standardmodells enthalten.

In beiden Fällen finden wir durch Ausnutzung verallgemeinerter Randbedingungen wei-
tere, neue asymptotisch freie Trajektorien. Wir konstruieren solche Trajektorien als quasi-
Fixpunkte des skalaren Higgspotentials, dessen Kopplungen sich mit bestimmten Potenzge-
setzen in der Eichkopplung dem nichtwechselwirkenden Gaußschen Fixpunkt nähern. Wir
untermauern die Ergebnisse durch Berechnungen in effektiven Feldtheorien, und erhalten
dann, mit Hilfe der Funktionalen Renormierungsgruppe, ein verständliches Bild. Mit den
letzteren Methoden lassen sich auch die Stabilitätseigenschaften des skalaren Potentials für
große Feldamplituden untersuchen.

Im Gegensatz zu der normalen Störungstheorie lassen sich diese Lösungen aufgrund von
wichtigen Schwelleneffekten auch außerhalb der tiefeuklidschen Region sehen. Da die Uni-
versalität von Ein-Loop-Berechnungen unter Berücksichtigung dieser Schwelleneffekte nicht
mehr gegeben ist, untersuchen wir ob es sich bei diesen Trajektorien um universelle, also sche-
menunabhängige, Eigenschaften handelt. Wir untersuchen eine große Klasse an Regularisie-
rungmethoden, die Schwelleneffekte auch im Hochenergielimes berücksichtigen, angefangen
mit der MS-Methode, und untersuchen im Folgenden dann massenabhängige Renormoie-
rungsmethoden, die auf allgemeinen Impulsraumregulatoren basieren.

Wir behaupten dass die Existenz dieser asymptotisch freien Lösungen universell ist. Wech-
selt man die Methode, so ergibt sich eine Abbildung von dem Raum aller Kopplungen der
Theorie in sich selbst, was also einer Reparametrisierung des Raumes der asymptotisch freien
Lösungen entspricht.
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1. Introduction

The Standard Model (SM) theory of particle physics represents an enormous success in
capturing the present day phenomenology of elementary particles in Nature and their inter-
action forces, up to the present accessible energy scales at the Large Hadron Collider (LHC)
(currently the highest collision energy is roughly 13 TeV). Only a few experimental data
appear to show some anomalies in comparison with the prediction of the SM [1–3]. The
origin and motivations which led to the final formulation of the SM stem from the theoreti-
cal necessity to move beyond earlier phenomenological models which provided, even though
very accurately, explanations of the weak and strong interactions among hadrons. One such
phenomenological model was the popular “Vector minus Axial” (V-A) theory, a generaliza-
tion of the Fermi theory used to describe the weak interaction. However, the V-A theory is
perturbatively non-renormalizable due to the fact that the Fermi coupling constant GF has
a canonical dimension of inverse mass. The very same issue appears also in any attempt to
construct a quantum field theory description of the Einstein-Hilbert gravity theory (above
its critical dimension dc = 2).

Quantum Electrodynamics (QED) had a great success in describing the electromagnetic
force as an interaction among fermionic fields (whose quantum excitations are the elec-
tron/positron particles) mediated by the exchange of a vector boson field (whose quantum
excitation is the photon). In the language of gauge field theories, this means that a gauge
covariant derivative

Dµ = ∂µ − igVµ, (1.1)

acting on the fermionic field, has to be introduced. Guided by this idea, the four-fermion
interaction in the V-A theory can be thought of as a Quantum Field Theory (QFT) where
the interaction, instead of being point-like, is again mediated by the exchange of a vector
boson. The latter has to be massive, with a mass proportional to G

−1/2
F , setting a finite

length for the interaction scale. However, an explicit mass term for vector fields, such as

m2
V V

µVµ, (1.2)

would violate the gauge symmetry and such a theory can not be perturbatively renormaliz-
able.

Regardless of this issue, in 1961, Glashow [4] realized that the weak and electromagnetic
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1. Introduction

forces can be described by a gauge theory based on the gauge group symmetry SU(2)W ×
U(1)Y, provided the existence of a massive, charged Wµ field and a massive neutral Zµ field
(in addition to the massless photon field). Later on, at the end of the sixties, Weinberg
and Salam [5, 6] circumvented the problem of massive vector bosons by invoking a complex
scalar field doublet which has the purpose to spontaneously break the gauge symmetry into

SU(2)W × U(1)Y −→ U(1)Q, (1.3)

such that the only symmetry left is the global abelian electromagnetic symmetry associated
to the electric charge Q. The scalar potential acquires a “Mexican hat”-like shape due to the
presence of a nonzero scalar vacuum expectation value (vev), and the would-be Goldstone
modes are “eaten-up” by the vector fields which become massive. 1 This mechanism is general
for gauge field theories and was introduced in 1964 by Brout and Englert [10], Higgs [11–13],
and independently shortly after by Kibble, Hagen and Guralnik [14].

Finally, in 1971 and 1972, the Glashow-Weinberg-Salam (GWS) theory of the electroweak
(EW) interaction could then be proven to be perturbatively renormalizable by ’t Hooft [15]
and others [16–19], using generalized Ward-Takahashi identities for gauge bosons, the so-
called Slavnov-Taylor identities [20, 21]. It therefore became clear and widely accepted that,
for a Yang-Mills theory to have massive vector fields, it must have a Higgs mechanism. It
did not take long before the experiments could provide proof of the theory. Neutral currents
were indeed discovered at CERN one year later in the “Gargamelle” collaboration experiment
at CERN [22–24]; and eventually, 10 years later, resonances corresponding to the massive
vector bosons W±

µ and Z0 were observed by the Rubbia’s UA1 group at CERN [25].
In the early sixties, due to the plethora of particles produced in hadronic scatterings, it

was still not clear how to include the strong interaction in a perturbative QFT description.
Experiments in the high energy domain, such as deep inelastic scattering of electrons and
protons, showed that the constituents of the hadrons behave, at short distances, as they
were free. This peculiar asymptotic behavior, called the “Bjorken scaling” [26], was not
understood within the framework of renormalizable QFTs until 1973, when Politzer [27],
Gross and Wilczek [28], and ’t Hooft (unpublished) showed that non-Abelian gauge theories
are asymptotically free (AF). In the same year, it was also demonstrated by Gross and
Coleman [29, 30] that asymptotic freedom can not occur in theories with fermions and scalars
without the inclusion of a non-Abelian gauge group. This goes by the name of Coleman-
Gross theorem. The final missing tail towards a complete and uniform description of the
strong interaction, the Quantum Chromodynamics (QCD) theory, was found in the same
years when it became clear that hadrons can be understood as made of quarks, transforming

1 The non-Abelian SU(2) gauge group represents a very special case since the presence of a condensate for
the complex scalar doublet breaks the whole group such that, no massless Goldstone bosons are present
in the theory. Quite in general, the number of “unbroken” generators of a gauge group corresponds to
the number of massless Goldstone bosons. This goes under the name of Goldstone theorem [7–9].
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according to the fundamental representation of the SU(3) “color” group. This internal degree
of freedom was introduced first by Greenberg, Han and Nambu [31, 32], and proposed as
a description of the quark structure by Gell-Mann, Fritzsch and Leutwyler [33, 34]. Still,
there was a deep puzzle of the QCD theory which was unclear, and this was the fact that
quarks were never seen as free particles in the experiments at CERN. The explanation of this
behavior was found in the so-called quark confinement, which got substantiated by lattice
simulations of QCD carried out by Creutz et al. [35]. Still, an analytical description of this
phase transition is left unproven.

The program of building the SM was complete. It is based on a QFT description of
elementary particles with a local gauge symmetry

GSM = SU(3)c × SU(2)L × U(1)Y, (1.4)

where three of the four fundamental forces in Nature (excluding gravity), i.e., the electro-
magnetic, weak and strong interactions, are described in a unified framework: the forces are
mediated via exchanges of vector gauge boson particles. The beauty of this model stems
from its astonishing capability to accurately describe essentially all of the present day exper-
imental particle physics data and, moreover, from its success in predicting new phenomena.
The discovery of the Higgs boson by the ATLAS and CMS collaborations [36–38] was the
last missing piece to further consolidate the SM.

Despite the beauty of this model, the SM possesses its own flaws and predicts its own
failure. As we said, gravity is not included in this unified description of the fundamental
forces. Indeed it is still unclear how to consistently include the gravitational force into a QFT
framework, without spoiling the renormalizability. 2 Therefore, the SM sets intrinsically the
cutoff of its maximal extension to the Planck scale MPl ∼ 1019 GeV; above that, quantum
gravitational fluctuations should be accounted for. Aside from gravity, the SM presents sev-
eral other limitations. Some of these are related to the scalar sector, in particular they are
the (maybe) meta-stability of the Higgs vacuum [47–66], the naturalness problem, the triv-
iality problem [67–72] and the huge negative contribution to the cosmological constant [73]
compared with the observations [74]. Other issues are, for example, related to the Yukawa
sector, for example, the unjustified hierarchy structure of the Yukawa couplings, reflected
also by the hierarchy of the lepton and quark masses. Therefore, the SM is often considered
as an effective field theory description of the fundamental forces, extremely successful only
up to the energy scales reachable nowadays in collider experiments. Any other attempt to

2 Several methods have been proposed over the years in order to consistently quantize gravity. We mention
for example string theory [39, 40], loop quantum gravity [41–43] or asymptotic safety [44–46]. The latter
was first suggested by Weinberg in 1976, by conjecturing that the renormalizability problem of quantum
gravity can be solved by the presence of an interacting ultraviolet fixed point, keeping under controlled
the ultraviolet behavior of the theory.
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1. Introduction

push the validity of the SM above these scales, or construct beyond Standard Model (BSM)
theories to account for new phenomena, are “speculations” which have to be confirmed ex-
perimentally, or at least justified on the basis of theoretical arguments.

Among all these issues, we choose to focus on the triviality problem, intimately related to
the presence of Landau pole singularities in the perturbative renormalization group (RG)
flow of the coupling constants. The presence of such divergences is a severe consistency
problem. On one hand, it invalidates standard perturbation theory as a perturbation about
small couplings and, on the other hand, it invalidates the actual QFT as a fundamental
theory. In fact, in order to be fundamental, a theory needs to be valid at arbitrary energy
scales, without the need to introduce an ultraviolet (UV) cutoff scale of maximal extension
of the theory. Insisting on UV completeness by enforcing this cutoff to be sent to infinity
typically requires to send the renormalized coupling to zero, such that the theory becomes
trivial, i.e., non interacting, and thus unphysical.

The SM of particle physics is trivial in its hypercharge Abelian group U(1)Y [75, 76],
which feeds back into the scalar sector. The latter feature is even “worse” for two reasons: it
can generically occur also in the absence of the Abelian group, and it threatens the Brout-
Englert-Higgs mechanism, which is crucial in order to have massive gauge bosons as well as
massive chiral fermions while preserving the gauge symmetry. This is one of the reasons why,
in this thesis, we will focus only on the triviality of the scalar sector of the SM. Therefore, we
will consider non-Abelian Yang-Mills theories coupled to some quark-like fermionic degrees
of freedom, the latter interacting with some Higgs-like scalar fields via the Yukawa channel.
Generally speaking, these theories are called in the literature gauged-Yukawa models.

Gauged-Yukawa systems provide interesting routes to construct theories which are UV
complete, in the sense that no singularities appear in the RG flow at all. In fact, already
standard perturbation theory can reveal the existence of gauged-Yukawa models which are
asymptotically free (AF), whose couplings constants approach the noninteracting Gaußian
fixed point (GFP) in the limit of infinite energy scales [29, 30, 77–85]. Recently, studies
in the direction of a classification of these AF UV complete gauged-Yukawa models have
been performed [86–88], together with some construction of phenomenologically acceptable
models [89–92]. Moreover, gauged-Yukawa models also offer the possibility of constructing
asymptotically safe (AS) theories [93–96]. The discovery of such AS gauged-Yukawa theories,
perturbatively under control, was a break-through and attracted a lot of attention in the
recent years, since it provided a novel route to construct UV complete BSM theories [94, 97–
106]. In general, the existence of such UV complete theories and the fate of their asymptotic
behavior at large RG scales depends typically on their matter field content and correspond-
ing representations with respect to the gauge group. These constructions usually require
additional matter fields (for example vector-like fermions or scalars in higher dimensional
representations) and/or additional gauge sectors with respect to the SM case. However, a
unique route to an unequivocal model appears not obvious.
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The aim of this work is to bring new perspectives into this pool of studies regarding
gauged-Yukawa models. In trying to do so, we first restrict our target to a minimal number
of matter degrees of freedom, without advocating the presence of BSM fields. In this respect,
for example, we do not rely our analysis on the presence of an infinite number of fermionic
flavors such as required from the Veneziano-Witten limit or 1/Nf expansions [107–109].
Secondly, we want to depart from a standard perturbative analysis and also properly take
into account the possibility of mass-threshold effects. In other words, we want to relax
the standard simplification of dealing with beta functions deduced in the deep Euclidean
regime (DER), where all mass scales are regarded as negligible with respect to the loop
momenta of the quantum fluctuations. In case these mass scales are generated through a
spontaneous-symmetry-breaking (SSB) regime of the scalar potential, the DER assumption
can be summarized as asymptotic symmetry [110]. 3 However, these assumptions may hide
possible UV completions of a given QFT. In fact, recent studies [111, 112] on theories where
a scalar field is coupled to a Yang-Mills theory (we will refer to that as non-Abelian Higgs
models) have shown that, the occurrence of mass-threshold effects also in the UV limit of
large RG scales opens the possibility for new total AF trajectories. This result has also
been astonishing as it was obtained in a class of models which does not exhibit asymptotic
freedom within standard perturbation theory.

Therefore, also in our analysis of gauged-Yukawa models, we want to systematically ac-
count for mass-threshold effects, and check whether their inclusion is of crucial importance
to enrich the possibilities for UV completion. In order to do so, we will consider nonpertur-
bative techniques mainly focusing on the functional renormalization group (FRG) method,
which is intrinsically a mass-dependent regularization scheme. As a drawback, the occur-
rence of threshold phenomena in the RG flow of the coupling constants entails the loss of
universality for the one-loop beta functions. The latter, in fact, become dependent on the
renormalization scheme adopted, as a manifestation of the details of the physical decoupling
of massive modes.

Universality in physics characterizes the fact that long-range (i.e. low energy) effective
properties of a system can be largely independent of the microscopic details of the theory.
In statistical physics, a notable example is the Ising model which has the same critical
behavior as a ϕ4 scalar field theory. In particle physics universality is often quantified in
terms of observables which must be independent of the choice of the regularization and
renormalization scheme. On a technical level, the latter property becomes manifest on
the level of the RG flow since the perturbative one-loop beta functions for couplings with
vanishing mass dimension are scheme-independent (in a mass-independent scheme, also the

3 This is the usual approach adopted, for example, while computing the stability bound for the Higgs
mass. The instability scale of the scalar potential is defined as the scale where the quartic self-interaction
becomes negative. Since this scale is much higher than the EW scale, it is reasonable to assume that the
momenta of the fluctuations are dominant. Therefore one often approximates the potential as Ueff(ϕ) ∼
λeffϕ

4.
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1. Introduction

two-loop coefficients are universal).
These observations naturally raise the question of the scheme dependence of the results

obtained for the non-Abelian Higgs models in [111, 112], as well as of the novel total AF UV
completions of the gauge-Yukawa models which will be presented soon. In the second part
of this thesis we thus mainly focus on the universality of our statements.

This thesis is structured in the following way. We start in Chap. 2 by presenting a detailed
overview of the triviality problem, providing a few didactical examples to end up with a
presentation of the SM issues. After that, we introduce our technical machinery based on
the nonperturbative FRG method, and, in the last section, we present two examples of AF
theories which serve as a motivation behind this work. In Chap. 3 we start our analysis and
we present the procedure for constructing total AF trajectories for gauge-Yukawa models by

• including mass-threshold effects, thus going beyond standard perturbation theory which
usually assumes the DER;

• retaining only a “minimal” amount of degrees of freedom as a subsector of the SM.

To start with, we consider only the color SU(3)c gauge group. In the following Chap. 4 we
generalize the previous toy model by adding the weak SU(2)L group, thus considering the
whole non-Abelian gauge sector of the SM. While studying this generalization we will also
address the problem of the scheme dependence of our results, by extending our analysis to
any generic FRG scheme as well as also to the more widely used minimal subtraction scheme
MS. At this point the universality test of our statements can be considered concluded and
we finally present our conclusions in Chap. 5. We leave the details of the most tedious
calculations, as well as further numerical and analytic analyses which corroborate our results,
to the Appendices.

The compilation of this thesis is solely due to the author. However, parts of this work have
been developed in collaboration with members of the Theoretical Physical Institute in Jena.
The novel asymptotically free solutions in Z2-Yukawa-QCD models, described in Chap. 3,
have been discovered in collaboration with H. Gies, R. Sondenheimer and L. Zambelli and
published in [113]. The study of the scheme dependence of asymptotically free solutions in
SU(2)L × SU(3)c models, described in Chap. 4, has been elaborated together with H. Gies,
R. Sondenheimer and L. Zambelli and published in [114].
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2. Theoretical Foundations

As anticipated in the Introduction, we dedicate this chapter to presenting the theoretical
concepts which are on the basis of this work. First we want to introduce the triviality
problem which plagues several QFTs, in particular the SM, and possible solutions thereof.
See for example [85] for an extensive review. In this thesis we will focus in particular on the
AF scenario where a theory approaches the GFP in the UV limit. In the last section we
summarize the results of recent studies [111, 112], since they serve as a motivation to enlarge
the discussion of asymptotic freedom to different and also more generic non-Abelian gauge
field theories, including fermionic matter fields. We refer to these models as gauged-Yukawa
models.

2.1. The Triviality Problem
The concept of triviality has a very long history and its origin can be traced back in the
’50s when Landau, Pomeranchuk and collaborators [115–124], while studying the asymp-
totic behavior for large transferred momentum of the photon propagator, discovered some
inconsistencies in the full theory. For a deeper understanding of the nature of such incon-
sistencies, it is useful to study the problem by means of the RG in its historical approach.
The basic prescription, as described in any introductory textbook of QFT, consists mainly
of two steps. The first one is meant to regularize the theory by introducing appropriate
counter terms in the bare action in order to remove the divergences of the loop integrals, the
latter representing the quantum fluctuations of the system. A theory is called perturbatively
renormalizable if a finite number of counter terms needs to be added in such a way that all
quantum loops, to any order in perturbation theory, stay finite. The second step corresponds
to the renormalization prescription: given a certain momentum scale µ0 accessible from the
experiments, a renormalized coupling constant λ0 is defined by the measurement of that
coupling constant at the momentum scale µ0. The choice of the renormalization point µ0 is
completely arbitrary, thus the theory itself must be equally valid for any rescaling of µ0 as

µ0 → µ0et ≡ µ(t), (2.1)

provided that the physical couplings are appropriately redefined too. In other words, if
O(λ0, µ0) is any physical observable measured at some scale µ0 for some coupling λ0, then
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2. Theoretical Foundations

λ

βλ

λ∗

Fig. 2.1.: Example of an attractive ultraviolet fixed point. The arrows are pointing in the direction
of increasing energy scales.

the previous statement can be expressed by demanding that

O(λ0, µ0) = O (λ(t), µ(t)) , (2.2)

where the dependence of λ(t) upon t is represented by the so-called beta function:

β(λ) = ∂

∂t
λ(t) = µ

∂

∂µ
λ(µ). (2.3)

The renormalized coupling λ is thus called running coupling constant due to the fact that
the renormalization group criteria induces a momentum-scale dependence of the coupling
constant. In particular the value λ(t) is equal to the value of the coupling evaluated at the
momentum scale µ(t).

The famous “Feldman-Landau ghost” appears whenever the running coupling diverges at
some finite momentum scale. The necessary condition to avoid this scenario is thus that the
renormalized coupling stays finite as long as the momentum scale is finite. To understand
this criterion, let us consider the solution of the former equation

t =
∫ λ(t)

λ0

dλ
β(λ) . (2.4)

The superior extrema λ(t) must be bounded for all positive finite t. This can be achieved if
β(λ) is a continuous function and obeys one of the following conditions:

(a) λ(t) approaches a FP λ∗, i.e., β(λ∗) = 0, as t→∞ such that β(λ)/(λ∗−λ) is bounded
as λ→ λ∗.

(b) λ(t) increases without bound as t→∞ but β(λ)/λ is bounded in the same limit.

In the first case, let us suppose that the beta function behaves as in Fig. 2.1 and consider
λ < λ∗. Because of the assumption (a), (λ∗−λ)/β(λ) ≥ c, where c is some positive constant,
thus Eq. (2.4) can be rewritten as

t =
∫ λ

λ0

dλ
λ∗ − λ

λ∗ − λ
β(λ) ≥ −

1
c

ln(λ∗ − λ) + const., (2.5)
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2.1. The Triviality Problem

which tells us that t→∞ while λ approaches λ∗ from below. The same considerations hold
for λ > λ∗. On the other hand, the second case can be understood by introducing the inverse
coupling ϖ = λ−ϵ (with ϵ positive and arbitrarily small). Its beta function then reads

∂

∂t
ϖ = −ϵϖβ(λ)

λ
, (2.6)

and vanishes at ϖ = 0 because of the hypothesis (b). The running coupling λ(t) diverges
but the related one ϖ(t) approaches a trivial FP in the UV limit. Both conditions (a) and
(b) can then be summarized by the following statement:
A theory, to be nontrivial at any finite momentum scale, should possess necessarily an ultra-
violet fixed point.
Depending on the value of λ∗, we distinguish two different scenarios:

• asymptotic freedom in case λ∗ is the Gaußian fixed point, i.e., λ∗ = 0,

• asymptotic safety in case λ∗ is an interacting fixed point, i.e., λ∗ ̸= 0.

Let us now give some didactic examples of triviality.

Triviality in Quantum Electrodynamics

The beta function of the fine structure constant α in QED can be found in any introductory
textbook of QFT. The agreement with the experimental results at a low energy regime
is astonishing and represents one of the great successes of perturbation theory. Recent
experimental results can be found in [125, 126]. The leading one-loop contribution in α

is [75, 127]

β(α) = 2
3πα

2 + . . . =⇒ α(t) = α0

1− 2α0
3π t

, (2.7)

where α0 fixes the renormalized coupling at the renormalization scale µ2
0. From the latter

equation it is evident that a pole in the running coupling appears at the finite energy scale
µ = µ0e3π/(2α0). The presence of this “Landau ghost” persists in the perturbative domain
also by adding higher loop corrections. One might therefore conclude that QED is “trivial”
in the sense that the theory can be considered consistent only for α0 = 0.

The physical explanation for the increase of the QED coupling constant with the en-
ergy scale can be understood qualitatively by considering the polarization of the vacuum:
quantum effects constantly induce creation and annihilation of electron-positron pairs in the
vacuum. These virtual particles eventually form a cloud around any electric charge placed
in the vacuum such that the effective charge seen by a probe is screened at large distances.
However, a disaster occurs when this effective electric charge becomes infinite at a finite,
even though large momentum scale, i.e., at small distances.

11



2. Theoretical Foundations

Triviality in Scalar Field Theories

Another example for such a mechanism is provided by a pure scalar field theory in d = 4
dimensions with a pure λϕ4/4! self-interaction term. In fact, for a one-component real scalar
field, the one-loop beta function is positive [128–131]

β(λ) = 3
16π2λ

2 + . . . =⇒ λ(t) = λ0

1− 3λ0
16π2 t

, (2.8)

such that the same conclusions as for the QED case can be drawn. The situation is not
altered even when N copies of the same scalar field are considered. In this case the beta
function reads

β(λ) = (N + 8)λ2/(48π2) + . . . , (2.9)

with a larger positive one-loop coefficient since more scalar degrees of freedom can run inside
the loop.

One might doubt about the true existence of the “Landau ghost” as the lowest order
approximation for β(λ) in perturbation theory is clearly valid only in the regime of small
coupling constant, i.e., λ ≪ 1. However a counter example which invalidates this critic is
given by the large N limit of an O(N) model. For an interaction term like λ(ϕaϕa)2/(4!N),
the beta function for λ, at the leading order in N−1, is exactly the same as in Eq. (2.8).
Moreover, this result is obtained by resumming an infinite series of loop diagrams to all orders
in λ, thus being valid even outside the regime λ≪ 1. Strong evidence for triviality in d = 4
has been collected also by lattice simulation [132–138] as well as by FRG studies [139]. We
can therefore conclude that a pure scalar field theory in d = 4 dimensions, even though it is
a perturbatively renormalizable model, cannot be a fundamental QFT valid up to arbitrary
scales unless it is trivial, i.e., non interacting.

2.2. Standard Model as an Effective Field Theory
As we anticipated in the Introduction, the SM of particle physics is composed of two sub-
sectors, one describing the electroweak interaction and the other one describing the strong
interaction. The former one is a unified description of the electromagnetic and weak forces
in terms of a local gauge symmetry based on the SU(2)W × U(1)Y group [4–6]. In order to
account for the massive gauge bosons W±

µ and Z0
µ, which are the mediators of the weak force,

the latter gauge group is spontaneously broken by the Brout-Englert-Higgs-Kibble mecha-
nism [11–14]. The second subsector is represented by QCD, which also unifies the strong
interaction as a gauge theory where the force is mediated by gauge bosons (the gluons). The
gauge symmetry of QCD is represented by the internal “color” SU(3)c group. Therefore, in
its final formulation, the SM of particle physics is described by a QFT based on a Yang-Mills

12



2.2. Standard Model as an Effective Field Theory

Vector Fields Fermionic Fields Scalar Fields

GIµ (8,1, 0) qL =

(
uL
dL

)
(3,2, 1/3) φ =

(
φ+

φ0

)
(1,2, 1)

W i
µ (1,3, 0) uR (3,1, 4/3)

Bµ (1,1, 0) dR (3,1,−2/3)

`L =

(
νe
eL

)
(1,2,−1)

eR (1,1,−2)

Quarks

Leptons

Fig. 2.2.: The Standard Model field content with the respective quantum numbers for the gauge
group components (SU(3)c,SU(2)L,U(1)Y). For simplicity we have reported only one
fermionic generation instead of three, corresponding to the up/down quarks and the
electron/electron-neutrino leptons. The other two generations exhibit the same quantum
numbers. Among the fermionic fields we have quarks, the only ones charged under SU(3)c,
and leptons.

theory structured around the local gauge symmetry of Eq. (1.4).
In order to construct a Lagrangian density invariant under the local gauge group GSM, it is

necessary to account for several vector bosons associated to each gauge group. These fields
of spin (or helicity in the case of massless representations) 1 have different quantum numbers
with respect to GSM, as shown in Fig. 2.2. The gluons GI

µ, mediators of the strong interaction,
form an octet with respect to SU(3)c, belonging therefore to the adjoint representation of
the “colored” group. The same holds for the W a

µ bosons, mediator of the weak force, which
form a triplet being in the adjoint representation of SU(2)L. 4 Last but not least, is the
vector boson Bµ, mediator of the “electromagnetic” force, which is a singlet with respect to
the non-Abelian gauge groups.

In addition to the vector bosons, the particle content of the SM is composed of fermionic
fields of spin 1/2 with different representations of GSM. The fermions are divided into three
generations and for simplicity, in Fig. 2.2 (middle column), we have represented only the first
one. Each generation is further divided into quarks and leptons. The quarks are charged
with respect to the strong interaction, while the leptons are sensible only to the electroweak
force. Notice that only the left-handed components of these fermionic fields are structured
as doublets under SU(2)L, whereas the right-handed components are singlets with respect to
the electroweak group. This feature is ultimately related to the chiral symmetry of the SM
and, as a consequence, to the fact that Dirac-like mass terms are forbidden since the latter

4 For a general non-Abelian SU(N)-group, the adjoint representation has dimension N2 − 1, while the
smallest nontrivial representation is the fundamental one with dimension N .
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2. Theoretical Foundations

would involve scalar combinations of left- and right-handed spinors. 5

The SM field content also includes a scalar field of spin zero in the fundamental repre-
sentation of SU(2)L, in order to provide for the Higgs mechanism. Namely, the electroweak
gauge group breaks down into the electromagnetic U(1)Q group, provided that the scalar
field acquires a vev. This mechanism is responsible for the mass generation of the W i

µ gauge
bosons without spoiling the unitarity of the theory; as well as for the mass generation of
leptons and quarks coupled with the scalar condensate via Yukawa channels. In the SSB
regime, Bµ and the third component W 3

µ can be rotated into the photon field Aµ (massless)
and the neutral vector boson Z0

µ (massive) through a rotation matrix whose angle is called
the Weinberg or weak-mixing angle. A complex linear combination of the first and second
components W 1

µ and W 2
µ defines instead the charged vector bosons W±

µ .
The vector fields can be thought of as the mediators for the interactions since they enter

in the appropriate definition of the covariant derivatives, acting on the matter fields charged
under the GSM gauge group. In fact we have (in Euclidean spacetime)

Dµ = ∂µ + ḡs

8∑
I=1

GI
µT

I + ḡ
3∑

a=1

W i
µt
i + ḡY

Y

2 Bµ, (2.10)

where ḡs, ḡ and ḡY are the (bare) couplings for each of the three interactions, and the matrices
T I , ti are the generators for a gauge transformation under SU(3)c or SU(2)L respectively. 6

Given the general definition of covariant derivative in the latter Eq. (2.10), we can construct
gauge-invariant kinetic terms for all matter fields. For the scalar field it would be Lϕkin =
(Dµϕ)†(Dµϕ) and for a left-handed quark it would be LqL

kin = q̄LiγµDµqL (a similar expression
holds true also for the leptons and the corresponding right-handed fermions).

The Higgs mechanism is guaranteed by the presence of Yukawa-type interaction terms
between the scalar field ϕ and the quarks and leptons. As an example, let us consider only
one fermionic flavor as reported in Fig. 2.2. For quarks, gauge-invariant Yukawa terms can
be constructed with both up and down quarks; while for leptons, due to the absence of right-
handed neutrinos, 7 only the Yukawa interaction with the electron field can be constructed.

5 A Dirac fermion ψD is indeed made of a left- and a right-handed Weyl spinor such that ψD = (ψL, ψR)T.
For such a field it is possible to construct a Lorentz invariant mass term which is ψ̄DψD = ψ†

RψL +ψ†
LψR,

involving therefore a mixing between different chiralities.
6 Of course Eq. (2.10) simplifies in case the matter field, the covariant derivative is acting on, is charged

only under a subgroup of GSM. For example the scalar field ϕ does not have a direct interaction term
with the gluons GI

µ, since it is uncharged with respect to SU(3)c. Quite in general, the appropriate
definition of a covariant derivative Dµ is such as that when acting on a matter field f , it should possess
the same transformation rule as f itself. In other words, if f ′ = Uf under a gauge transformation, then
(Dµf)′ = U(Dµf). This is essential in order to be able to construct gauge-invariant kinetic terms. For
example, if f belongs to the fundamental representation of SU(2)L, then its finite gauge transformation is
f ′ = Uαf , where Uα is the local unitary matrix obtained from the exponential map Uα = exp

(
iḡαi(x)ti

)
.

The spacetime dependent functions αi(x) are the local gauge functions and the infinitesimal generators
of the corresponding Lie group are ti = σi/2, where σi are the Pauli matrices.

7 This is also called “minimal” SM which is justified only in case the neutrino masses are neglected. However,
the observed neutrino oscillations among different flavors provide an evidence for their non zero (yet very
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2.2. Standard Model as an Effective Field Theory

Therefore we can write (in Euclidean spacetime)

Lu,d
Yukawa = ihd (q̄Lϕ)dR + ihu (q̄Lϕ

c)uR + h.c., Le
Yukawa = ihe (ℓ̄Lϕ)eR + h.c., (2.11)

where ϕc = iσ2ϕ
∗ is the charged-conjugated scalar field and hu, hd and he are the Yukawa

couplings for the up quark, down quark and electron respectively. The inclusion of all quark
flavors implicates a richer structure in the Yukawa sector, since interactions among different
flavors are possible. In this most general case, the couplings hu and hd become matrices
with flavor indices. As a consequence, also the quark-mass matrix becomes off-diagonal,
which nevertheless can be diagonalized by a bi-unitary transformation. In the corresponding
mass eigenstates (or physical bases) the kinetic terms, mass terms and Yukawa matrices
are all diagonal in flavor space; only a nontrivial mixing matrix remains in the interactions
terms between quarks and charged electroweak vector bosons W±

µ , the Cabibbo-Kobayashi-
Maskawa matrix.

In case the scalar field acquires a nontrivial vev, the Yukawa terms in the previous equation
induce masses to quarks and leptons as a result of their interaction with the condensate.
Suppose for example to choose the parameterization ϕ = (0, v +H) /

√
2 where H represents

the Higgs excitation about the nontrivial minimum. Then the mass terms can be read off
from Eq. (2.11)

ihdv√
2
(
d̄LdR + d̄RdL

)
+ ihuv√

2
(ūLuR + ūRuL) + ihev√

2
(ēLeR + ēReL) , (2.12)

which are exactly the Dirac mass terms for the up/down quarks and the electron.

Perturbative RG Equations

After this brief overview on the main structure of the SM, we want to present now the
RG running of its coupling constants in order to understand whether the SM can be con-
sidered as a UV complete QFT or not. In order to simplify the discussion, we reduce the
number of couplings to the three gauge couplings, the top-Yukawa and the quartic scalar
self-interaction couplings. This simplification is justified from the fact that the values for
the other Yukawas are negligible compared to the large value of the top-Yukawa coupling.
Moreover, the qualitative picture important for our discussion does not change. Therefore
let us consider the one-loop beta functions computed, for example, in the MS scheme in
dimensional regularization

∂tg
2
s = − 7

8π2 g
4
s , ∂tg

2 = − 19
48π2 g

4, ∂tg
2
Y = 41

48π2 g
4
Y, (2.13)

small) masses. The inclusion of right-handed neutrinos too, would provide a “minimal-effort” extension
of the SM without compromising its basic structure.
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∂th
2
t = h2

t
16π2

(
9h2

t − 16g2
s −

9
2g

2 − 17
6 g

2
Y

)
, (2.14)

∂tλ = 1
16π2

(
12λ2 + 12λh2

t − 12h4
t − 3λ

(
3g2 + g2

Y
)

+ 9
4g

4 + 3
4g

4
Y + 3

2g
2g2

Y

)
, (2.15)

where the normalization of the quartic self-interacting scalar coupling is λϕ4/8. At the
current state of the art, the beta functions for the top-Yukawa and scalar self interaction
are computed up to three-loop [140–144], and the beta functions for the gauge couplings at
four-loop order [145–147]. 8

In Fig. 2.3 (left panel) we show the RG running for the gauge couplings, the top/bottom-
Yukawa couplings and the scalar quartic coupling λ, as reported in [153]. 9 As a first
observation, we can notice that all couplings remain perturbatively small up to the Planck
scale MPl ≃ 1019 GeV. Moreover, the running of λ shows a very important behavior: it
decreases with the energy and crosses the point λ = 0 at a scale of about 1010 GeV. Subse-
quently it runs very slowly as if it were in a “walking-regime”, eventually becoming positive
again above MPl. The fact that the scalar coupling λ becomes negative is often consider as
a manifestation of a phase transition for the scalar potential from a stable regime (where
the potential is bounded and possesses only one minimum at the electroweak scale) to a
metastable state (where the potential acquires a second deeper minimum at higher energy)
or even to a unstable regime (where the potential is unbounded).

The vacuum stability problem, namely the fate of the scalar potential at high energy
scales, is strongly determined by the physical mass parameters for the Higgs and top-quark
particles. As depicted in the middle and right panels of Fig. 2.3, it is clear that these masses
are bounded within certain ranges in order for the scalar potential to be stable (up to a given
UV cutoff scale). In fact, for a given cutoff scale and fixed value for the top mass, the Higgs
mass has to exceed a lower bound in order to avoid a metastability [64, 66, 153–156], and

8 Notice that here and in the following of this thesis we do not consider the fact that the perturbative
beta functions of the SM (or extensions thereof) have a natural hierarchy due to the Weyl consistency
conditions [148–152]

∂βi

∂gj
= ∂βj

∂gi
.

A consistent solution of these equations requires that any gauge coupling should have the highest order in
the loop expansion, while the Yukawa couplings and the quartic scalar interactions should be considered
at one and two orders less respectively. So far it is not known how to implement these Weyl consistency
conditions also in nonperturbative approaches like, for example, in FRG.

9 In computing the RG flow of the SM parameters, the authors in [153] used the three-loop RG equations
together with two-loop matching conditions for the initial values at the top pole mass. With respect to
our notation, the couplings shown in Fig. 2.3 are normalized as g1 = gY

√
5/3
√

2, g2 = g
√

2, g3 = gs
√

2,
yt/b = ht/b

√
2. The extra prefactor of

√
5/3 in front of gY comes from the standard normalization used

in SU(5) GUT theories. In fact, from Fig. 2.3, it is possible to see a partial unification of the gauge
couplings g1, g2 and g3 at a scale of about 1016 GeV. This “unification” is within the 10% of accuracy
and may be viewed as an indication for an underlying GUT theory. Studies in this direction have been
conducted, indeed, by considering scenarios where the SM gauge group GSM comes from the breaking of
an high-energy SU(5) gauge theory.
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Figure 1: Renormalisation of the SM gauge couplings g1 =
√

5/3gY , g2, g3, of the top, bottom

and τ couplings (yt, yb, yτ), of the Higgs quartic coupling λ and of the Higgs mass parameter m.

All parameters are defined in the ms scheme. We include two-loop thresholds at the weak scale

and three-loop RG equations. The thickness indicates the ±1σ uncertainties in Mt,Mh, α3.

Planck mass, we find the following values of the SM parameters:

g1(MPl) = 0.6154 + 0.0003

(
Mt

GeV
− 173.34

)
− 0.0006

MW − 80.384 GeV

0.014 GeV
(61a)

g2(MPl) = 0.5055 (61b)

g3(MPl) = 0.4873 + 0.0002
α3(MZ)− 0.1184

0.0007
(61c)

yt(MPl) = 0.3825 + 0.0051

(
Mt

GeV
− 173.34

)
− 0.0021

α3(MZ)− 0.1184

0.0007
(61d)

λ(MPl) = −0.0143− 0.0066

(
Mt

GeV
− 173.34

)
+ (61e)

+0.0018
α3(MZ)− 0.1184

0.0007
+ 0.0029

(
Mh

GeV
− 125.15

)

m(MPl) = 129.4 GeV + 1.6 GeV

(
Mh

GeV
− 125.15

)
+ (61 f )

−0.25 GeV

(
Mt

GeV
− 173.34

)
+ 0.05 GeV

α3(MZ)− 0.1184

0.0007

All Yukawa couplings, other than the one of the top quark, are very small. This is the well-

known flavour problem of the SM, which will not be investigated in this paper.

The three gauge couplings and the top Yukawa coupling remain perturbative and are fairly

weak at high energy, becoming roughly equal in the vicinity of the Planck mass. The near

equality of the gauge couplings may be viewed as an indicator of an underlying grand unification

even within the simple SM, once we allow for threshold corrections of the order of 10% around

a scale of about 1016 GeV (of course, in the spirit of this paper, we are disregarding the acute

naturalness problem). It is amusing to note that the ordering of the coupling constants at
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Figure 3: Left: SM phase diagram in terms of Higgs and top pole masses. The plane is

divided into regions of absolute stability, meta-stability, instability of the SM vacuum, and non-

perturbativity of the Higgs quartic coupling. The top Yukawa coupling becomes non-perturbative

for Mt > 230 GeV. The dotted contour-lines show the instability scale ΛI in GeV assuming

α3(MZ) = 0.1184. Right: Zoom in the region of the preferred experimental range of Mh and Mt

(the grey areas denote the allowed region at 1, 2, and 3σ). The three boundary lines correspond

to 1-σ variations of α3(MZ) = 0.1184±0.0007, and the grading of the colours indicates the size

of the theoretical error.

The quantity λeff can be extracted from the effective potential at two loops [112] and is explicitly

given in appendix C.

4.3 The SM phase diagram in terms of Higgs and top masses

The two most important parameters that determine the various EW phases of the SM are the

Higgs and top-quark masses. In fig. 3 we update the phase diagram given in ref. [4] with our

improved calculation of the evolution of the Higgs quartic coupling. The regions of stability,

metastability, and instability of the EW vacuum are shown both for a broad range of Mh and

Mt, and after zooming into the region corresponding to the measured values. The uncertainty

from α3 and from theoretical errors are indicated by the dashed lines and the colour shading

along the borders. Also shown are contour lines of the instability scale ΛI .

As previously noticed in ref. [4], the measured values of Mh and Mt appear to be rather

special, in the sense that they place the SM vacuum in a near-critical condition, at the border

between stability and metastability. In the neighbourhood of the measured values of Mh and

Mt, the stability condition is well approximated by

Mh > 129.6 GeV + 2.0(Mt − 173.34 GeV)− 0.5 GeV
α3(MZ)− 0.1184

0.0007
± 0.3 GeV . (64)

The quoted uncertainty comes only from higher order perturbative corrections. Other non-

19

Fig. 2.3.: From [153]. Left Panel: RG running of the SM parameters up to the Planck scale MPl ≃
1019 GeV. Within our notation g1 = gY

√
10/3, g2 = g

√
2, g3 = gs

√
2 and yt = ht

√
2

(also the bottom-Yukawa coupling yb is represented). The numerical results have been
obtained using three-loop RG equations and two-loop matching conditions for the initial
conditions at the top pole mass. Middle and Right Panels: phase diagram of the SM in
terms of the physical mass parameters for the Higgs and top-quark masses. The dashed
red lines corresponds to the instability scale where the conventional perturbative running
coupling λ turns negative.

has to be smaller than an upper bound in order not to encounter a Landau pole singularity.
These bounds are usually computed, in a standard perturbative approach, by considering an
RG-improved effective potential of the form Ueff ∼ λeff(µ = ϕ)ϕ4, where the effective quartic
self-interaction is turned to negative values due to the fermionic fluctuations. Currently,
according to the present experimental results [155], the physical Higgs mass seems to violate
the lower bound within 2.8 σ-accuracy [153].

However, the assumptions of standard perturbation theory can be too restrictive, since a
full comprehensive study of the Higgs mass bounds should usually involve nonperturbative
methods. In fact, lattice simulations have shown that the presence of an instability scale is
questionable and it can disappears once the underlying microscopic theory is well-defined [47,
157–163]. In particular, the lower bound arises from the mere criterion of having a physical
meaningful bare action defined on the lattice, and no reference to a low-energy stability issue
has to be made. Recently, also the functional methods have reinforced the lattice results by
showing that, the Higgs-mass bounds arise from consistency conditions imposed on the bare
action SΛ, defined at a finite UV cutoff scale Λ [164–172]. For example, it has been shown
that the presence of higher-dimensional operators in the bare scalar potential can modify the
RG running close to Λ, leading to a relaxation of the conventional lower bound. In general,
determining the consistency bounds for the Higgs mass still remains an open question, and
very much depends on the consistency assumptions chosen for the microscopic bare action.

The flow reported in Fig. 2.3 does not show the RG running of the SM couplings beyond
MPl. This is usually motivated by the belief that, above that scale, some gravitational effects
are important and should be included in order to eventually describe all fundamental forces
in Nature. Even though it may be an incomplete viewpoint, we restrict our interest only
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on the matter sector and ignore any gravitational force. Demanding perturbativity up to
arbitrary scales, as observed in [153], the hypercharge coupling gY hits a Landau pole at
about 1042 GeV. Since the pure gauge contributions to the beta function ∂tλ are positive,
cf. Eq. (2.15), it is inevitable that also the quartic scalar coupling presents a divergence too.
It may look like that the Landau pole in the scalar sector is triggered by the singularity in
the gauge sector. However, even in the absence of the abelian U(1)Y gauge sector, the scalar
sector of the SM features a Landau pole due to the positive contribution of the pure scalar
loop. In the language adopted in Sec. 2.1, we can conclude that the SM represents another
example of a trivial QFT. The occurrence of Landau poles at finite energy scales signals the
failure of perturbation theory and endorses a scale of maximal extension of the theory itself.
Therefore the SM cannot be trusted as a fundamental QFT description of Nature, but only
as an effective field theory description of it valid only at electroweak scales.

While presenting the RG behavior of the SM, we focused mainly on two issues, namely
the near-criticality of the scalar potential below MPl and the presence of Landau poles above
MPl. For the purposes of this thesis, these two problems are of our main concern, even though
they are not the only issues. 10 In the following of this thesis, we will try to convince the
reader that these issues may be overcome once some of the implicit assumptions of standard
perturbation theory are relaxed. In particular, we will present routes for solving the triviality
problem of the Higgs sector of the SM, and also the metastability of the Higgs potential as
a byproduct of the latter. While presenting these solutions, we restrict ourselves to the
matter-field content of the SM, or subsector of it; thus we do not advocate the presence of
BSM matter. Moreover, we also neglect any gravitational contributions.

2.3. Functional Renormalization Group
In the previous section we have presented the triviality problem for some QFTs, and in
particular for the SM of particle physics. Since the occurrence of a Landau pole is intrinsically
related to the failure of perturbation theory, a comprehensive study of this issue, and how
it could be cured, should naturally require some nonperturbative tools. In this respect, the
major technique which we are going to apply in the next chapters will be the functional
renormalization group (FRG). Therefore let us briefly present here this machinery which
combines functional methods with the modern Wilsonian interpretation of the RG.

10 Another issue is the hierarchy problem, also named as naturalness problem. It corresponds to an enormous
fine-tuning of initial conditions for the Higgs mass parameter m2

Λ, in order to have a large separation
between the electroweak scale (or Fermi scale) and the cutoff scale Λ. For example, if the cutoff scale of
the SM is chosen to be that of a GUT theory, the value m2

GUT need to be fine-tuned within a precision
of Λ2

EW/Λ2
GUT ∼ 10−28 from its critical value. This naturalness problem stems from the fact that the

Higgs mass renormalizes quadratically with respect to the cutoff scale. Moreover, the SM also has a
non-explained hierarchy in the values of the Yukawa couplings, which reflects the same hierarchy upon
the fermionic masses. The values for these parameters are fixed only by the experiments and there is not
a clear reasoning for their structure.
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a

Fig. 2.4.: Diagrammatic interpretation of the Kadanoff’s idea of averaging over blocks of spins.

2.3.1. Underlying Philosophy

The major intuition of the Wilsonian approach to the renormalization group [173, 174] is
based on the hypothesis that, for a system with a large or even an infinite number of degrees
of freedom (like in field theories), the dynamics of the system can be described by fewer
degrees of freedom at the expense of a change in the interactions. As a consequence the
original theory, defined usually at a certain UV cutoff scale Λ and expressed in terms of an
action SΛ, is mapped onto a sequence of theories, each with fewer degrees of freedom than
its predecessor, and each characterized by a new set of coupling constants. The sequence of
such sets of coupling constants defines a flow as the number of degrees of freedom is steadily
reduced. In fact, the action for the theory changes its functional form along the flow, and
in general an infinite set of couplings is generated.

This change of the action is described by exact flow equations, whose first formulations have
been provided by Wegner and Houghton [175], Wilson [174, 176] as well as Polchinski [177].
In this thesis we use a more modern formulation based on the Effective Average Action
(EAA) Γk formulated by Wetterich [178–181]. The basic idea behind all these formulations
is that the quantum fluctuations associated to a momentum q ≤ Λ are integrated out not
all at once, but momentum shell by momentum shell [174, 182]. 11 It is thus necessary to
introduce, by hand, an intermediate momentum scale k, such that only the “high frequency”
momenta k ≲ q ≤ Λ (also called “fast” modes) are integrated out. As a consequence we
obtain an effective action Sk which describes effectively the dynamics of the system at the
energy scale k.

The above procedure of progressively integrating out degrees of freedom has a qualitative
interpretation if we think about the Kadanoff’s idea [183] to describe the Ising model at a
critical point where the correlation length diverges. Consider a system of spins localized on a
two dimensional square lattice with lattice spacing a as in Fig. 2.4. A small but finite lattice
spacing morally corresponds to a finite but large cut-off Λ for a microscopic field theory.

11 This momentum integration is performed with the introduction of an IR cutoff in the formulation for the
EA, or the introduction of a UV cutoff in the earlier formulations by Wegner, Houghton, Wilson and
Polchinski.
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Near a critical point, the correlation length is very large and spins which are close to each
other are strongly correlated. As a consequence, if we divide the plane into blocks of four
spins, then the spins in each block act much like a single spin, and the original lattice can
be replaced by an effective lattice where the interactions are between blocks of spins rather
than between the spins themselves. This process of averaging can be iterated and it is also
named “coarse-graining” procedure. Let us remark an important point of this discussion;
a continuum limit of a lattice theory must occur at a phase transition of (at least) second
order, where a dimensionless correlation length diverges. In other words such continuum
limit exists if and only if a FP of the coarse-graining transformation exists.

Going back to the language of field theory, lowering the k scale for the effective action Sk
corresponds morally to averaging over more and more spins, and the limit k → 0 corresponds
to the case where all quantum fluctuations are taken into account. The microscopic action SΛ

defined at some cutoff scale Λ is totally arbitrary, and can even contain higher dimensional
operators which are not renormalizable from the naive power-counting analysis. After the
integration of the higher-momentum fluctuations has been performed; at a momentum scale
much lower than Λ, the perturbatively nonrenormalizable operators of the original action
can be accounted for by a redefinition of the renormalized coupling constants at the lower
scale. Specifically, the nonrenormalizable interactions correspond to irrelevant directions in
the flow space of coupling constants. On the other hand, it is well known that the number
of renormalizable couplings in a field theory equals the number of relevant directions (or
directions of instability) at a fixed point [173, 184]. The reason is that for a UV complete
field theory to exist it must possess a FP such that the limit Λ → ∞ can be taken; while
this limit is taken it is necessary to adjust as many renormalized parameters as there are
relevant directions in order to approach the critical surface the FP lays on. Therefore the
critical surface in a theory space has as many degrees of instability as there are renormalized
coupling constants.

For the case of the Gaußian fixed point, this is a rephrasing of Weinberg’s theorem which
says that a Feynman graph gives rise to a convergent integral if it is convergent by power
counting in all its sectors. If the number of different type of Feynman graphs which need to
be regularized is finite then the theory is renormalizable [185]. In our functional language
this corresponds exactly to the requirement that only a finite number of relevant directions
exist.

Linearized Flow

The difference between relevant and irrelevant directions can be intuitively understood from
Fig. 2.5, where we have represented, for simplicity, a two dimensional critical surface embed-
ded in a three dimensional coupling space. The magenta point corresponds to a FP on the
critical surface while the three highlighted lines represent three eigendirections of the flow.
Arrows are pointing towards higher energies such that the relevant directions, which identify
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Fig. 2.5.: Example of a two dimensional critical surface embedded in a three dimensional coupling
space parameters. Arrows are pointing towards the UV. Thick black lines represent rele-
vant directions (UV attractive) while the red line represents an irrelevant direction (UV
repulsive). The green dashed line exemplifies the RG behavior of a trajectory which starts
very close to the critical surface in the IR and escapes from the FP while approaching
the UV limit.

the critical surface (black solid lines), are attractive in the UV limit. The opposite situation
occurs for the irrelevant directions which are repulsive in the UV (red solid line).

As a consequence, only those trajectories belonging to the critical surface can approach
the FP in the UV limit, thus corresponding to well defined UV complete field theories.
Consider for example an initial condition for SΛ very close to the critical surface but not
belonging to that. Then the trajectory (green dashed line) seems to reach the FP, however,
at a certain finite energy scale it will escape from the FP since perturbations along the
irrelevant direction become unstable at large energy. Of course the picture will be reversed
if we consider the flow towards the IR.

Mathematically speaking, we can describe this mechanism by linearizing the flow around
the FP. Suppose we have a set of couplings {gi} and corresponding beta functions {βi}. For
small perturbations about the FP {g∗

i }, we can Taylor expand the flow at the first order as

βi = βi
⏐⏐
g∗ + ∂βi

∂gj

⏐⏐⏐⏐
g∗

(gj − g∗
j ) + . . . , (2.16)

where the collection of the first derivatives ∂βi/∂gj ≡Mij is also called stability matrix. The
latter can be diagonalized by means of an invertible matrix S such that S−1MS = D, where
D is a diagonal matrix whose elements are the eigenvalues of M . One typically works with
the scaling exponents θi = −eigS = −Dii. In fact, by changing the set of variables from
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{gi} to {zi} with zi = (S−1)ij(gj − g∗
j ) we obtain

dzi
dt = −θizi =⇒ zi(t) ∼ e−θit ∼

(
k

k0

)−θi
. (2.17)

From the latter expression we can give a rigorous definition of (ir)relevant directions depend-
ing on the sign of the related scaling exponents.

• Negative scaling exponents θi < 0 are associated to irrelevant directions since a pertur-
bation zi along them increases for increasing energies. These trajectories are repelled
from the FP for t→∞, such that they are UV unstable/repulsive and IR stable.

• Positive scaling exponents θi > 0 are associated to relevant directions since a pertur-
bation zi along them decreases for increasing energies. These trajectories are attracted
towards the FP for t → ∞, such that they are UV stable/attractive and IR unsta-
ble/repulsive. For example, at the free Gaußian FP, the relevant directions correspond
to couplings with positive mass dimension.

• Null scaling exponents θi = 0 are associated to marginal directions and the behavior
of a perturbation along them is determined beyond the linear order of Eq. (2.16). The
calculation of the second derivatives ∂2βi/(∂gj∂gk) is required. Marginal directions are
further classified into marginally irrelevant or marginally relevant, according to the fact
that perturbations along them respectively increase or decrease for increasing energies.

2.3.2. Exact RG Flow Equation

As previously anticipated, we are interested in the Wetterich formulation of the RG flow,
which consists in providing a flow equation for the Effective Average Action (EAA) Γk [178,
186–191]. The latter functional smoothly interpolates between the microscopic action defined
at the cutoff scale Λ, i.e., limk→Λ Γk = SΛ, and the full EA which is obtained when all
quantum fluctuations for all momenta are integrated out, i.e., limk→0 Γk = Γ.

Let us sketch briefly the main ingredients necessary in order to derive the desired flow
equation. In a functional approach, the coarse-graining procedure described before can be
realized at the level of the partition function Z, by adding to the action S an IR regulated
functional ∆Sk, which is dependent on the characteristic averaging scale k. We thus obtain
an effective partition function Zk 12, dependent on k and on the source J coupled to the

12 Let us remind the reader that, in a QFT, the partition function Z[J ] =
∫
Dφ e−S[φ]+J·φ incorporates all

the correlation functions, which can be obtained by functional differentiation with respect to the source
J . Namely ⟨0|φ1 · · ·φn |0⟩ = Z[0]−1 δnZ[J ]/(δJ1 · · · δJn)|J=0. Correlations are all we need in order to
compute physical observables.
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microscopic quantum field φ, which reads (in Euclidean spacetime)

Zk[J ] =
∫

Λ
Dφ e−S[φ]−∆Sk[φ]+J ·φ ≡ eWk[J ]. (2.18)

The UV cutoff scale Λ has been explicitly introduced in the functional measure. For sim-
plicity we consider only one scalar field φ, but a straightforward generalization can be done
also for generic matter fields. Notice also that the coupling between the source J and the
scalar field φ involves an integration over the spacetime, i.e., J · φ =

∫
ddx J(x)φ(x).

From the partition function in the latter equation, we can define the EAA Γk as the gen-
erating functional for the one-particle irreducible (1PI) correlation functions, by a modified
Legendre transformation involving the regulator functional ∆Sk

Γk[Φ] = sup
J
{J · Φ−Wk[J ]} −∆Sk[Φ]. (2.19)

At the supremum, the source is a functional of the classical field Φ, i.e., J = Jsup = J [Φ].
The classical field is defined as the J-dependent expectation value of the quantum field φ

such that

Φ(x) = δWk[J ]
δJ(x) = ⟨φ(x)⟩J . (2.20)

We can therefore interpret Φ(x) as a macroscopic field whose dynamics is governed by Γk.
The insertion ∆Sk[φ] in Eq. (2.18) is chosen to be quadratic in the quantum field φ,

∆Sk[φ] = 1
2

∫
ddxφ(x)Rk(x, y)φ(y) = 1

2

∫ ddp
(2π)d φ(−p)Rk(p2)φ(p), (2.21)

such that it can be viewed as a momentum-dependent mass term for φ. This is precisely
the reason why the FRG approach, differently from the MS scheme based on dimensional
regularization, represents a mass-dependent scheme. In order to correctly implement the
averaging procedure of the “fast” modes, and the correct limits for Γk, the regulator function
Rk should satisfy the following relations:

lim
p2/k2→0

Rk(p2) > 0, lim
k2/p2→0

Rk(p2) = 0, lim
k2→Λ→∞

Rk(p2)→∞. (2.22)

The first relation represents the IR regularization since the “slow” modes, i.e., small p2, are
screened in a mass-like fashion. If you consider for example the piece-wise linear regula-
tor [192, 193], Rk(p2) = (k2 − p2)θ(k2 − p2), then Rk(p2) ∼ k2 for p2 ≪ k2 such that these
modes appear like having a mass m2 ∼ k2. The second condition guarantees the correct
limit Γk→0 = Γ, which means that for k = 0 all the quantum fluctuations are integrated out
and the full EA is restored. The third condition instead ensures that the EAA reduces, in
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the deep UV limit, to the bare action evaluated on the classical field configuration.

Derivation

Now we are in the position to derive the exact RG flow equation for Γk [178–181]. From the
definition of the k-dependent partition function Zk and EAA Γk, we have that

e−Γk[Φ] =
∫
Dχ e−S[Φ+χ]−∆Sk[Φ+χ]+∆Sk[Φ]+J ·χ, (2.23)

where we have changed the integration variable from φ to the fluctuation χ around the
classical field configuration defined as χ = φ−Φ. Since the regulator functional is quadratic
in the field we can write

∆Sk[Φ + χ] = ∆Sk[Φ] + ∆Sk[χ] + χ · δ∆Sk
δΦ . (2.24)

Moreover, from Eq. (2.19) we obtain an expression for the source J as a functional derivative

J [Φ(x)] = δ

δΦ(x) (Γk[Φ] + ∆Sk[Φ]) , (2.25)

such that, by substituting the latter two expressions into Eq. (2.23), we obtain an integral-
differential equation for the EAA

e−Γk[Φ] =
∫
Dχ e−S[Φ+χ]−∆Sk[χ]+χ· δΓk

δΦ . (2.26)

Applying the RG-time derivative ∂t = k∂/∂k (with t = log(k/Λ)) to the latter expression
we obtain

e−Γk[Φ] (−∂tΓk[Φ]) =
∫
Dχ e(··· )

{
−∂t∆Sk[χ] + χ · ∂t

δΓk[Φ]
δΦ

}
(2.27)

= −1
2

∫
ddx
∫

ddy (∂tRk(x, y))
∫
Dχ e(··· )χ(x)χ(y)

+
∫

ddx
(
∂t
δΓk[Φ]
δΦ(x)

)∫
Dχ e(··· )χ(x), (2.28)

such that

∂tΓk[Φ] = 1
2

∫
ddx
∫

ddy [∂tRk(x, y)]
∫
Dχ e(··· )χ(x)χ(y)∫
Dχ e(··· ) +

∫
ddx

(
∂t
δΓk[Φ]
δΦ(x)

) ∫
Dχ e(··· )χ(x)∫
Dχ e(··· ) ,

(2.29)

where (· · · ) stands for the exponent on the right hand side of Eq. (2.26). We are left
with two functional integrals to compute, which are nothing more than the expectation
values ⟨χ(x)χ(y)⟩ and ⟨χ(x)⟩, if we interpret the quantity Pχ ≡ e(··· )/

∫
Dχe(··· ) as density-
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probability functional for the fluctuation field χ.
By construction ⟨χ(x)⟩ =

∫
DχPχχ(x) = 0 since the field χ is the fluctuation around the

average field configuration Φ. Indeed, from the very definition of the latter in Eq. (2.20), we
have

Φ(x) = 1
Zk[J ]

∫
Dφ φ(x) e−S[φ]−∆Sk[φ]+J [Φ]·φ ≡

∫
Dφ Pφ φ(x), (2.30)

and, by changing the integration variable from φ to χ = φ − Φ on the right hand side, we
obtain that Φ(x) = Φ(x) +

∫
DχPχχ(x) (notice that Eqs. (2.25) and (2.24) have been used).

By taking the functional derivative of Eq. (2.30) with respect to Φ(y), we obtain

δ(x− y) = − 1
Zk[J ]

∫
ddz δZk[J ]

δJ(z)
δJ(z)
δΦ(y)

∫
Dφ Pφ φ(x) +

∫
Dφ Pφ φ(x)

∫
ddz δJ(z)

δΦ(y)φ(z)

=
∫

ddz
(

Γ(2)
k [Φ] +Rk

)
(y, z)

[
−Φ(z)Φ(x) +

∫
Dφ Pφ φ(x)φ(z)

]
=
∫

ddz
(

Γ(2)
k [Φ] +Rk

)
(y, z)

∫
Dχ Pχ χ(x)χ(z), (2.31)

where again a change of the integration variable from φ to χ has been taken. From an
operator point of view, the latter identity reads

⟨χ(x)χ(y)⟩ = G
(2)
k (x, y) =

(
Γ(2)
k [Φ] +Rk

)−1
(x, y), (2.32)

where G(2)
k (x, y) represents the modified (due to the regulator insertion) two-point correlation

function, i.e., the propagator of the scalar field φ. We can conclude that Eq. (2.29) reduces
to

∂tΓk[Φ] = 1
2

∫
ddx
∫

ddy (∂tRk)(x, y)G(2)
k (y, x) = 1

2

∫ ddp
(2π)d [∂tRk(p2)]G(2)

k (p2), (2.33)

where the integrals represent the fact that a trace over the spacetime indices, or over the
momentum index, has to be taken.

The derivation can be generalized in a straightforward manner for generic matter field
content, giving as a result the Wetterich equation (known also as Exact RG Equation or
FRG Equation) [178], which in the operator language reads

∂tΓk = ℏ
2 STr

[
(∂tRk)

(
Γ(2)
k +Rk

)−1
]

= 1
2

= ℏ
2 STr ∂̃t log

(
Γ(2)
k +Rk

)
, (2.34)

where ∂̃t acts only on the regulator. In the most general case Γ(2)
k is the Hessian matrix
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p2
k2

k2

∂tRk

Rk

SΛ

Γ

Γk

Fig. 2.6.: Left Panel: example of a regulator function. The peak in the derivative ∂tRk implements
the Wilsonian idea of integrating out fluctuation of momentum shell around p2 ∼ k2.
Right Panel: intuitive representation of RG trajectories in the theory space, connecting a
UV microscopic action SΛ to the IR Effective Action Γ. At an intermediate energy scale,
the dynamics is governed by the Effective Average Action Γk. The dashed trajectories
exemplify the regulator dependence.

with all second functional derivatives with respect to all fields. Rk and Γ(2)
k are square

n × n matrices with n the number of independent fields in the theory. The supertrace
has to be performed in case of Graßmann-valued fields, which implies a minus sign for
each fermionic or ghost loop integrals. On a technical level, the latter equation represents
a functional differential equation for Γk. Moreover it is exact since it involves the exact
full regularized propagator G(2)

k = Γ(2)
k + Rk and it has a one-loop structure which can be

diagrammatically represented by the Feynman diagram in Eq. (2.34) (the cross represents
the insertion ∂tRk and the double line the full dressed propagator). The regulator function
Rk at the denominator encodes – by construction – the IR regularization, whereas the RG-
time derivative at the numerator acts as a UV regularization since it goes rapidly to zero for
p2 ≫ k2. In addition the Wilsonian idea of integrating out momentum shell by momentum
shell is guaranteed by the fact that the predominant support of ∂tRk lies on a smeared
momentum shell around p2 ∼ k2 (in this sense we can say that the Wetterich equation is
“local in momentum space”). 13 These features are qualitatively depicted on the left panel
of Fig. 2.6. Suppose now we have a solution of Eq. (2.34), then this solution corresponds to
a specific trajectory in the theory space spanned by an infinite dimensional basis compatible
with the underlying symmetries. This trajectory – by construction – has to connect the
microscopic bare action SΛ to the full Effective Action Γ in the IR limit. The precise path
of this trajectory is not unique but it depends on the choice of the regulator Rk; a different
choice for the latter leads to a different trajectory connecting SΛ to Γ. This is precisely
the reason for the non-universality of the beta functionals obtained within the FRG scheme.
The regulator dependence is pictorially represented on the right panel of Fig. 2.6.

13 In Wilson’s discussion of the RG, the basic object is the partition function Z =
∫
Dϕ e−SΛ(ϕ), where Λ is

a UV cutoff and SΛ an action valid at the scale Λ. Wilson’s RG describes how the latter changes when
Λ is lowered infinitesimally, in such a way that Z remains the same. The definition of the EAA is an
implementation of the same idea for the 1PI-generating functional.
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Truncation and Optimization

Given the microscopic bare action SΛ, the RG flow usually generates, due to quantum
fluctuations, an infinite amount of operators compatible with the symmetries of the system
under investigation. As a matter of fact, the exact RG flow equation (2.34) can be solved
only if an infinite amount of operators are taken into account, which is certainly beyond
any realistic expertise. Therefore some nonperturbative approximation schemes should be
devised if we want to make use of Eq. (2.34). A first example is given by the so-called vertex
expansion, i.e., a series of Γk[Φ] in powers of the classical field configuration Φ

Γk[Φ] =
∞∑
n=0

1
n!

∫
ddx1 · · · ddxnΓ(n)

k (x1, . . . , xn)Φ(x1) · · ·Φ(xn). (2.35)

Upon substituting the latter expansion in Eq. (2.34), we obtain an infinite tower of flow
equations for all n-point vertex functions Γ(n)

k . The corresponding system of differential
equations can be solved by truncating the series at some order n = nmax.

In this thesis we will use, instead, a second type of approximation called derivative ex-
pansion 14, which consists of expanding the EAA into operators of increasing powers of
derivatives, but no approximation is made in the field dependence. As an example, for a real
scalar field theory, this implies

Γk[Φ] =
∫

ddx
[
Uk(Φ) + 1

2Zk(Φ)(∂µΦ)2 + (∂µΦ)4 Y1,k(Φ) + (∂µ∂µΦ)2 Y2,k(Φ) + . . .

]
,

where the coefficient functions Uk(Φ), Zk(Φ) and Yj,k(Φ) are arbitrary functionals of Φ. (In
the latter equation we have not written all 3 four-derivative terms). The lowest order of the
derivative expansion, which is also called local potential approximation (LPA), only includes
the effective scalar potential Uk(Φ) and a bare kinetic term, i.e., Zk = 1. The first correction
includes a wave function renormalization Zk(Φ) as a generic function of the field Φ, the
second correction involves invariants with four derivatives, and so on for the higher orders.
Within the LPA, the kinetic term keeps its bare (unrenormalized) form and the anomalous
dimension of the scalar field is therefore zero. The latter, can nevertheless be accounted for
by considering an intermediate approximation between the LPA and the first correction. In
consists of including a k-dependent field renormalization factor Zk, constant with respect to
the scalar field. This improvement of the LPA is also called in the literature LPA’.

Generally speaking, any choice of truncation has to be systematic and consistent. Once
a certain order of expansion is chosen then all possible operators admissible up to that
order must be retained in the flow. Differently from standard perturbation theory, the

14 The derivative expansion has been used quite extensively for the RG analysis of the Higgs-potential
flow [111, 112, 164–171, 194–198]. Moreover, it has been proven useful and accurate also for Yukawa
theories in many contexts [199–204]. Combinations of the derivative expansion and the vertex expansion
are also possible.
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approximation schemes adopted within the FRG framework, most often, do not rely on
some small-parameter expansion. For this reason, and due to the rather different nature
of the systematic errors in the FRG approaches, the common lore of attributing error bars
or addressing the convergence of truncations can be a challenge. One way of trying to do
so is to investigate the influence of higher-order operators in the expansion of Γk. Whereas
such computations can become particularly time-consuming, another more direct check can
be performed at the level of regulator dependencies of the results. These spurious scheme-
dependent differences from the universal physical results can be used as indicators for the
influence of higher-order terms.

Moreover, the freedom of choosing Rk arbitrary, besides the conditions in Eq. (2.22), can
become fruitful to optimize the flow. In this sense, a flow is optimized when the RG flow is
the “shortest” trajectory in the theory space, i.e, the results for physical observables lie as
close as possible to the true results. In this thesis, especially in Chap. 3, we will make use of
the piece-wise linear regulator which is optimized at next-to-leading order in the derivative
expansion [192, 193]. 15 In Chap. 4, while discussing the universality of our results, we will
not be tied to this specific choice of regulator, but we will explore all possible regulators
compatible with the FRG framework.

2.3.3. Perturbative Expansion

Perturbation theory can be re-derived from the exact RG flow equation as a perturbative
expansion in powers of ℏ [208, 209]. In fact let us consider such an expansion

Γk = SB +
∑
L≥1

ℏLΓL,k , (2.36)

where the functional SB plays the role of the bare action and L is the loop order of the
expansion. By substituting the latter expansion into the exact RG flow equation (2.34), we
obtain

∂tSB +
∑
L≥1

ℏL∂tΓL,k = ℏ
2 ∂̃t log

(
S

(2)
B +Rk +

∑
L≥1

ℏLΓ(2)
L,k

)
, (2.37)

such that, by expanding the logarithm in powers of ℏ, we reduce the Wetterich equation into
a tower of flow equations, one for each loop order L. The first two loop orders are

∂tSB = 0, (2.38)

∂tΓ1,k = 1
2 STr ∂̃t log

(
Rk + S

(2)
B
)

= 1
2 STr (GB,k∂tRk), (2.39)

15 For more details about the optimization procedure we refer the reader to [205–207], and for a full functional
approach to optimization we refer to [187].
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∂tΓ2,k = 1
2 STr ∂̃t(GB,kΓ(2)

1,k), (2.40)

where the modified bare propagator GB,k = (S(2)
B +Rk)−1 differs from that one in Eq. (2.32),

since the EAA is replaced by the bare action. Each right hand sides of the latter system of
equations can be brought into the form of a total t-derivative. However, the commutation
of the derivative ∂t with the (super)trace STr usually spoils the UV finiteness of the result.
Therefore, a regularization of the trace operator has to be introduced in order for the com-
mutation STr ∂t = ∂t STrreg to be valid. Once such a regularization is provided, the left-hand
sides of the latter tower of equations can be integrated. For example, the one and two-loop
terms become

Γ1,k = 1
2STrreg log

(
S

(2)
B +Rk

)
, (2.41)

Γ2,k = 1
8 − 1

12 , (2.42)

where the lines represent GB,k and the interaction vertices highlighted by black dots are
S

(4)
B and S(3)

B . The functional traces can be regularized for example by means of dimensional
regularization, i.e., performing an analytic continuation of the dimension d around the upper
critical dimension dc of the theory, such that, the highest divergences appear as poles of the
form 1/ϵL with ϵ = d−dc. Subsequently, one should also perform a renormalization procedure
introducing the expansion

SB = SR +
∑
L≥1

ℏLδSL, (2.43)

where SR is the tree-level renormalized action and δSL are the counterterms which need to
be added in order to cancel the divergences of ΓL,k, order by order in ℏ. For example, in the
minimal-subtraction (MS) scheme, the finite parts of the loop integrals are set to zero such
that δSL = −Γdiv

L,k.
A crucial property is that the leading divergence of the Lth loop does not depend on the

FRG scale k and Γdiv
L,k = Γdiv

L,k=0. This fact ensures the existence of an explicit and perturbative
map between the FRG method and standard perturbation theory based on MS. This map
is such that a renormalized coupling within the FRG scheme can be expanded in terms of
the renormalized coupling within the MS scheme; at the leading order they coincide while
higher terms will encode the mass-dependence of the FRG scheme [210, 211]. In particular,
this mass-dependence disappears once the renormalized mass(es) of the theory are set to
zero, i.e., the DER limit is taken. In other words

λFRG = λMS + F(m2
R)λ2

MS + . . . , F(m2
R)→

m2
R→0

0, βFRG→
m2

R→0
βMS. (2.44)

29



2. Theoretical Foundations

2.4. Asymptotic Freedom
We have already observed at the beginning of this chapter that the triviality problem, inti-
mately related to the existence of a finite cutoff scale of maximal UV extension of a theory,
can be circumvented when the theory itself becomes AF or AS in the UV limit. In other
words, a QFT becomes UV complete whenever there are either Gaußian or interacting FPs
in the theory space, corresponding to the AF and AS scenario respectively.

Asymptotically safe field theories are particularly attractive for studying consistent ex-
tensions of nonrenormalizable theories like quantum gravity in d = 4 dimension. The first
suggestions that an AS scenario for quantum gravity might exist can be traced back to the
early work by Weinberg [44], and it has become nowadays a very promising and successful
field of research [46, 212–219]. For reviews on this topic see for example [220, 221]. The
asymptotic safety program has been successfully applied not only to gravity but also to
a number of different models involving four-fermion interactions [222–226], simple Yukawa
models [227, 228], nonlinear sigma models in d > 2 [229] and extra-dimensional gauge theo-
ries [230]. A break-through in the asymptotic safety program, and aside from the functional
RG methods, came recently with the work of Litim and Sannino [93], who discovered the
existence of interacting fixed points for gauged-Yukawa models which are perturbatively un-
der control. General conditions for the existence of such FPs have been discussed in [96],
and applications to BSM physics have also been addressed [94, 97–101, 103, 105, 106].

However, in this thesis we are interested in those UV complete QFTs which feature asymp-
totic freedom. The interesting property of these theories is that they can be studied already
within standard perturbation theory, as the coupling constants approach naturally a nonin-
teracting GFP. Yet, in the following chapters, we will try to convince the reader that, given
a certain set of fields and symmetries, standard perturbation theory is not able to give a
definite answer about the whole spectrum of possible AF trajectories existing in a theory
space.

Which type of QFTs are AF in the UV limit? The answer to this question can be traced
back in the Coleman-Gross theorem [231, 232] which states that

• no renormalizable field theory (in d = 4 dimensions and assuming unitarity and Lorentz
symmetry) without non-Abelian gauge fields can be asymptotically free.

It is therefore essential that some gauge fields associated to a non-Abelian local gauge sym-
metry exist. The first discoveries go back in the early 70’s with the study of non-Abelian
gauge theories by Gross and Politzer [27, 28], soon extended also to scalars in order to in-
clude the possibility of a Higgs mechanism [29], or scalars coupled to fermions via Yukawa
interaction [77, 79].
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λ̂

βλ̂

λ̂− λ̂+

Fig. 2.7.: Left Panel: example of a beta function for the rescaled coupling λ/g2. The arrows are
pointing toward the ultraviolet direction such that the fixed points λ̂− and λ̂+ correspond
to ultraviolet attractive and repulsive fixed points, respectively.
Right Panel: example of RG flow in the plane (λ, g2) in case λ̂+ > 0 and λ̂− < 0. The
region free from Landau poles λ ≤ λ̂+g

2 is highlighted in gray.

2.4.1. Within Perturbation Theory

In order to give an example to the reader about how asymptotic freedom is detectable in
standard perturbation theory, let us present the mechanism in the case of an O(N) gauge
theory interacting with an N -component scalar fundamental representation, the latter self-
interacting via a quartic potential λ(ϕaϕa)2/8 [77]. The renormalization group equations for
λ and the gauge coupling g are:

∂tλ = 1
16π2

[
(N + 8)λ2 − 3(N − 1)λg2 + 3

4(N − 1)g4
]
, (2.45)

∂tg
2 = −2bgg4, (2.46)

where bg is a constant depending on the representation of the gauge group, such that g2 is
AF for any positive bg. Introducing a rescaled coupling λ̂ defined as

λ̂ = λ

g2 , (2.47)

then its beta function becomes a parabola with two roots. Indeed

∂tλ̂ ∝ (λ̂− λ̂−)(λ̂− λ̂+), (2.48)

where the values λ̂± are real as long as there are enough gauge fields to render the scalar
coupling AF, namely 3(N − 1)(2N − 11) > 0.

The beta function for the rescaled coupling λ̂ is qualitatively depicted on the left panel
of Fig. 2.7, for some real values of λ̂±. The arrows are pointing in the UV direction such
that λ̂− represents a UV attractive FP while the λ̂+ root is a UV repulsive FP. The latter
distinction implies that in the two-dimensional plane (λ, g) there can be three different types
of RG trajectories depending of the initial conditions (λ0, g0) at t0 (as represented on the
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2. Theoretical Foundations

right panel of Fig. 2.7):

• for λ0/g
2
0 > λ̂+ the quartic scalar coupling will hit a Landau pole while running towards

the UV;

• for λ0/g
2
0 < λ̂+ the quartic scalar coupling becomes AF and the way how it approaches

the GFP is governed by the root λ̂−, i.e., λ∼
g2→0

λ̂−g
2;

• for λ0/g
2
0 = λ̂+ the corresponding trajectory becomes a separatrix between the two

regions just mentioned, and λ remains proportional to g2 along the whole flow towards
the GFP, i.e., λ = λ̂+g

2. Since this special trajectory is UV unstable, the initial
conditions at low energy need to be “fine tuned” in order to approach λ̂+ in the UV.
For this reason, this scenario is in general not an attractive perspective. However, if
λ̂+ is the only positive root of ∂tλ̂ = 0, then the UV completion of the theory would
be determined by consistency conditions, which is, on the contrary, a very promising
possibility. In fact, in this case there would be an enhancement of the predictive power
of the model at low energy since the special trajectory λ̂− is IR attractive.

Therefore, for a non-Abelian O(N) gauge theory, an upper bound exists on the renormalized
parameters λ and g2 in order to feature total asymptotic freedom in all its couplings, namely
λ̂ ≤ λ̂+. In case the scalar potential is in the SSB regime, this bound translates naively into
an upper bound for the mass-ratio between the renormalized mass of the Higgs excitation
mH and the renormalized mass of the gauge bosons mW [233, 234]:

m2
H

m2
W
≤ λ̂+. (2.49)

This analysis can also be extended including fermionic degrees of freedom, as for example
described by Cheng et. al. in [77]. We will discuss this case in more detail in Sec. 3.1. For
the moment, we hope to have made clear that non-Abelian gauge field theories can rescue a
pure self-interacting scalar theory from triviality, and that the requirement of having a total
AF model imposes some restriction on the coupling constants and particle masses which can
ultimately lead to experimental predictions in the IR.

In the rest of this thesis, we will call any fixed point for the beta function of any gauge-
rescaled coupling (such as the FPs λ̂±) as quasi-fixed-point (QFP). This name is justified by
the fact that a QFP corresponds to a FP even though the gauge coupling assumes a finite
value. In fact, QFPs are more a description of how the GFP is approached in the UV limit
than a standard FP in the traditional RG language. This concept has been used in the
literature under different names, such as eigenvalue conditions [79, 85] or fixed flows [86].
Therefore, a defining requirement for a viable QFP solution to represent an AF trajectory
is that, any gauge-rescaled coupling should approach some finite constant value in the limit
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where the gauge coupling becomes AF, namely in the limit where the RG time t approaches
infinity.

2.4.2. Beyond Perturbation Theory

Standard perturbation theory seems perfectly suited for studying totally AF QFTs, as the
running coupling constants become arbitrary small in the UV limit. However, it makes some
implicit assumptions which may, in principle (and actually they do), reduce the number
of viable AF trajectories. One of these assumptions is that at large Euclidean momentum
scale, all masses or mass-like parameters become negligible with respect to the momenta of
the quantum fluctuations, i.e., the system is assumed to be in the Deep Euclidean Regime
(DER) while approaching the UV limit. In addition, perturbation theory does not consider
the RG running of irrelevant couplings since they are non-renormalizable from a perturbative
point of view. These couplings are, for example, associated to higher dimensional operators
such as ϕ6, ϕ8, . . . in a scalar theory, and have canonical dimension of inverse mass in d = 4
dimensions.

The confirmation that standard perturbation theory is not able to detect some of the
AF trajectories has been recently observed for non-Abelian Higgs models [111, 112]. Since
those results have been one of the main motivations for our studies, we want to briefly
introduce here some of the key ingredients which are of fundamental importance for this
work. Let us consider therefore a non-Abelian Higgs model with an SU(N) gauge sector
coupled to a charged (complex) scalar field ϕa in the fundamental representation. The
one-loop beta functions for the gauge coupling and quartic scalar coupling normalized as
λ(ϕa†ϕa)2/2 are [29]

∂tg
2 = −bgg4, ∂tλ = Aλ2 −Bλg2 + Cg4, (2.50)

where bg, A, B and C are group theoretical factors depending on N and are positive for
any integer N ≥ 1. If we change the set of couplings into (g2, λ̂) as in Eq. (2.47), the
condition which has to be satisfied in order for the parabola ∂tλ̂ to have two real roots is
that ∆ = (B + bg)2 − 4AC > 0. However, it turns out that ∆ < 0 for all N ≥ 2 and the
scalar sector is inevitably trivial.

Suppose now to leave one of the implicit assumptions of perturbation theory, for example
by including the higher dimensional operator λ3(ϕ†ϕ)3/3!. This interaction term will con-
tribute to the running of λ with a negative term which lowers the parabola and can produce
roots. Indeed

∂tλ = Aλ2 −Bλg2 + Cg4 −Dλ3, (2.51)

such that for finite values of g the coefficient C changes into C ′ = C −Dλ3/g
4. By keeping
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the ratio λ3/g
4 fixed, and varying its value, we can tune the sign of the discriminant ∆′ =

(B + bg)2 − 4AC ′ and obtain AF trajectories. It might look like that these trajectories
can be obtained by naively following the spirit of effective field-theory (EFT) approaches
and adding higher dimensional couplings. However let us point out that no running of the
coupling λ3 has been taken into account. If we had tried to look for scaling solutions for the
system ∂tλ = 0 and ∂tλ3 = 0 with respect to the rescaled couplings (λ̂, λ3/g

4), the triviality
of the scalar sector would not have been solved.

This simple example tells us already an important concept: in order to detect these new AF
trajectories it is fundamental to have an approximation scheme allowing for the presence of
free parameters, which can be encoded, for example, in the UV behavior of higher dimensional
operators. These parameters play the role of boundary conditions selecting different theories;
the approach is therefore completely different from a perturbative framework where the
parameters of a theory are fixed within the theory while boundary conditions are merely
implicitly assumed. The fact that the RG behavior of a model depends on its boundary
conditions is well known in statistical field theory. For instance, the scalar potential at the
interacting Wilson-Fisher FP describes the correct behavior (i.e., critical exponents) of the
Ising model only for suitable boundary conditions [235–238]. In the following of this thesis
we will also explain the importance of relaxing the implicit assumption of being in the DER.
Allowing for the presence of mass-threshold effects over arbitrary energy scales is another
fundamental aspect to be taken into account, in order to reveal new UV complete QFTs.

In the light of these considerations, we are going to present in the next chapters two
different gauged-Yukawa toy models which include part of the SM matter field content.
Therefore, not all the fundamental degrees of freedom described by the SM are considered.
For example, we will not address the triviality problem of the abelian U(1)Y gauge sector.
In this sense our studies are “minimalistic” and do not advocate the presence of exotic
matter fields beyond the SM. We will give instead a fresh look at AF gauged-Yukawa models
providing a perspective beyond standard perturbation theory, which could lead to a new
path towards a full UV completion of the SM.

The core of our analysis will rely on nonpertubative techniques necessary for taking into
account threshold effects (we will mainly use the FRG approach). Of course these techniques
carry their own limitations: the main one of our concern is the scheme dependence, an
intrinsic feature in any mass-dependent regularization scheme. In the light of this awareness,
in the last Chap. 4, we will reinforce the robustness of our results by checking for their scheme
(in)dependence. In this respect, the FRG methods provide us with a powerful tool since, as
we will explain, they allow us to address generic IR regularization schemes.
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3. Z2-Yukawa-QCD Models

Let us start by describing our first toy-model, which includes a real scalar field H (interpreted
as the Higgs field), Nc copies of a Dirac field ψ (interpreted as the “colored” top quark)
and some gauge fields GI

µ (interpreted as the gluons). The corresponding bare action, in
Euclidean spacetime, reads

S =
∫

d4x

[
1
4
(
GI
µν

)2 + 1
2 (∂µH)2 + m̄

2 H
2 + λ̄

8H
4 + ψ̄Ai /DAB

ψB + ih̄√
2
Hψ̄AψA

]
. (3.1)

The gauge sector is a non-Abelian Yang-Mills theory for the field strength tensor GI
µν =

∂µG
I
ν−∂νGI

µ− ḡsf
IJKGJ

µG
K
ν . The fermion field ψ belongs to the fundamental representation

of SU(Nc) and is coupled to the gauge bosons through the covariant derivative in the color
space

DAB
µ = δAB∂µ + iḡsG

I
µT

AB
I , (3.2)

where TABI are the generators of the su(Nc) Lie algebra satisfying the anti-commutation
relation [TI , TJ ]AB = ifIJKTABK . Moreover, there is a Yukawa-type interaction term which
couples ψ to the real scalar field H(x). Due to the absence of a Dirac mass term, the model
exhibits a discrete chiral symmetry which mimics the electroweak sector of the SM

ψ′(x) = eiπγ5/2ψ(x), ψ̄′(x) = ψ̄(x)eiπγ5/2, H ′(x) = −H(x). (3.3)

Of course, we need to add a gauge fixing condition to the action and the related Faddeev-
Popov action. We choose

SGF =
∫

d4x
1

2ζs
(∂µGI

µ)2, Sgh =
∫

d4x ūI∂µD
IJ
µ u

J , (3.4)

where ζs is an arbitrary gauge-fixing parameter, and the covariant derivative in the adjoint
representation is DIJ

µ = δIJ∂µ + ḡsf
IJKGK

µ . The Faddeev-Popov determinant is comple-
mented by two independent set of ghost fields uI and ūI . From now on we will associate the
indices A,B,C, · · · starting at the beginning of the alphabet to the fundamental representa-
tions of SU(Nc), namely A = {1, . . . , Nc}; and the indices I, J,K, · · · starting in the middle
of the alphabet to the adjoint representations of SU(Nc), namely I = {1, . . . , N2

c − 1}.
In the subsequent of the present chapter we explore the UV behavior of this model. In the

35



3. Z2-Yukawa-QCD Models

first place, we review the well-known existence of AF trajectories discovered long time ago
by Cheng, Eichten, and Li [77]. In the second place, we will improve the analysis by means
of the FRG approach, which gives us access to several approximation schemes that allow to
address the global properties of the Higgs potential as well as to go beyond some implicitly
made assumptions of standard perturbation theory.

3.1. Perturbative Analysis
Let us then start by analyzing the present model, at one-loop level, retaining only per-
turbatively renormalizable couplings, and assuming to be in the DER such that the mass
parameter m̄ can be set to zero [28, 77]. We are then left with a set of three couplings: the
Higgs quartic self-interaction λ̄, the top-Yukawa coupling h̄ and the strong gauge coupling
ḡs. Moreover, it is customary to switch to the dimensionless couplings λ, h and gs in order to
study the scaling properties of the model in the vicinity of a FP. Their definitions in terms
of the bare couplings and wave function renormalizations are postponed in Sec. 3.2 for the
moment.

Gauge Sector

Since the scalar field H is not charged under the “colored” gauge group, the anomalous
dimension of the gluons ηG receives contributions, of opposite sign, only from the gauge and
fermion loops. Therefore, the one-loop beta function for the gauge coupling reads

∂tg
2
s = ηGg

2
s , ηG = − g2

s
3(4π)2

(
22Nc − dc

γN
c
f
)
, (3.5)

where dc
γ denotes the dimension of the Dirac algebra (dc

γ = 4 in d = 4 dimensions), and N c
f is

the number of quark flavors. The latter equation slightly generalizes the model in Eq. (3.1)
since now we allow for in total N c

f quark Dirac fermions in the fundamental SU(Nc) represen-
tation. This would correspond to a model which includes additional SU(Nc)-invariant kinetic
terms for the other N c

f − 1 quark flavors but their Yukawa couplings to the scalar field are
set to zero. That choice for the action is motivated by the fact that the top-Yukawa coupling
plays a dominant role in the RG running of the Higgs potential and all other Yukawa cou-
plings are negligibly small. Therefore, we consider the correct running of the gauge sector,
with all the quark flavors taken into account, while we retain only the top-quark contribution
into the flow equation of the Higgs sector.

In the specific case of the SM field content, with Nc = 3 and N c
f = 6, the one-loop beta

function for gs is negative

∂tg
2
s = − 7

8π2 g
2
s , (3.6)
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Fig. 3.1.: Left Panel: one-loop perturbative RG flow of the Z2-Yukawa-QCD model projected on
the plane of the top-Yukawa coupling h2 and the strong gauge coupling g2

s . The color
and flavor numbers are fixed to that of the SM, i.e., Nc = 3 and N c

f = 6. Right panel:
beta function for the gauge-rescaled Yukawa coupling ĥ2 defined in Eq. (3.8). The UV
repulsive QFP is highlighted by a red point corresponding to the solution of Eq. (3.11).

such that the strong gauge coupling is AF in the UV limit.

Yukawa Sector

Concerning the Yukawa sector, the one-loop beta function for h2 is

∂th
2 = h2

16π2

[
(3 + 2Nc)h2 − 6N

2
c − 1
Nc

g2
s

]
. (3.7)

The latter equation together with Eq. (3.5) entails that AF trajectories can exist in the
(g2

s , h
2) plane, as it is visible in the left panel of Fig. 3.1, where the RG flow is represented

with arrows pointing towards the UV. There is indeed a region, below the dashed red line,
where both the top-Yukawa coupling as well as the strong gauge coupling are AF in the UV
limit. Above this region, on the contrary, the coupling h2 hits a Landau pole at a fine RG
energy scale. The dashed red line can thus be viewed as an upper bound for the AF region
and, in fact, represents a special trajectory, along which h2 exhibits an asymptotic scaling
proportional to g2

s . 16 This behavior is best characterized in terms of the rescaled coupling

ĥ2 = h2

g2
s
, (3.8)

and its beta function

∂tĥ
2 = 3 + 2Nc

16π2 g2
s ĥ

2
(
ĥ2 − χ2

s

)
, χ2

s = 1
3 + 2Nc

[
4
3 (N c

f −Nc)−
6
Nc

]
. (3.9)

16 Below this special trajectory where h2 ∝ g2
s , the top-Yukawa coupling approaches the GFP faster than

gs in the UV limit. These further AF solutions have already been discussed in [77] as well as in later
analyses [79, 86]; for completeness, we review them in App. A.1.
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3. Z2-Yukawa-QCD Models

The latter equation has a nontrivial QFP solution at ĥ2 = χ2
s , such that when the ratio

h2
0/g

2
s0 equals χ2

s at some initialization RG-time t0, the flow is “frozen” in the sense that
h2(t) runs proportional to g2

s (t) while approaching the GFP. The QFP χs is UV unstable
and can be viewed as the upper bound for the ratio h2/g2

s in order to have total asymptotic
freedom in the plane (h2, g2

s ). This behavior is depicted qualitatively on the right panel of
Fig. 3.1, where it should be clear that the condition ĥ2 ≤ χ2

s has to hold in order not to fall
into a Landau pole.

Let us stress here that Eqs. (3.5) and (3.7) can (but not necessarily does) imply the
existence of AF trajectories. Such trajectories are present only if a suitable matter content
is provided, implying a range of possible values for the parameter N c

f at fixed Nc. The upper
bound for such window is given by the requirement that g2

s stays AF, i.e., ηG < 0; while the
lower bound is obtained from Eq. (3.9) by demanding the positivity of the QFP χ2

s in order
to preserve unitarity. Thus, we obtain

Nc + 9
2Nc

< N c
f <

11
2 Nc. (3.10)

The SM case with Nc = 3 and N c
f = 6 falls inside this window, resulting in a QFP at

χ2
s = 2

9 . (3.11)

Throughout the main text of this chapter, we will concentrate on the implications of the RG
flow for this particular ratio, represented by the special red trajectory (or point) in Fig. 3.1.

Scalar Sector

In order to investigate the implications for the Higgs sector, we consider the beta function
for the renormalized quartic coupling at one-loop level which is

∂tλ = 9
16π2λ

2 − Nc

4π2h
4 + 2ηHλ, ηH = Nc

8π2h
2, (3.12)

where ηH is the anomalous dimension of the Higgs scalar field.
As before, we can classify AF trajectories for λ by a similar QFP condition for a suitable

ratio among λ and the AF strong gauge coupling. Instead of choosing the particular rescaling
of Eq. (2.47), we want to consider a generalization,

λ̂2 = λ

g4P
s
, P > 0, (3.13)

where the power P has to be determined by the self-consistent condition that 0 < λ̂2 <∞.
The flow equation for this rescaled quartic Higgs coupling will then receive contributions
from the running coupling g2

s . Moreover, it is useful to introduce two rescaled anomalous
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dimensions, by factoring out gs

η̂G ≡
ηG

g2
s

= − 1
3(4π)2

(
22Nc − dc

γN
c
f
)
, η̂H ≡

ηH

g2
s

= Nc

8π2χs. (3.14)

Therefore we can express the beta function for λ̂2 as

∂tλ̂2 = 9
16π2 g

4P
s λ̂2

2 −
Nc

4π2 g
4
sχ

4
s + (2η̂H − 2P η̂G) g2

s λ̂2, (3.15)

and it turns out that the only possible QFP occurs at P = 1/2. This particular value for
the scaling power P is not surprising. Indeed, the beta function in Eq. (3.12), as a function
of λ, is a parabola with two roots that are proportional to h2 and thus, to g2

s since we are
on the trajectory ĥ2 = χ2

s. For the SM matter-field content these roots are

λ̂±
2 = 1

27

(
−25±

√
673
)
, P = 1

2 . (3.16)

The UV properties of the QFPs λ̂±
2 go along with the discussion presented in Sec. 2.4.1

for a gauged O(N) scalar model. Here we just highlight the fact that, since the root λ̂−
2

is negative, the requirement of a stable and UV complete theory enforces the condition
λ̂2 = λ̂+

2 . This special trajectory is UV repulsive but IR attractive, hence the low-energy
behavior is governed by the QFP itself, enhancing the predictive power of the model. From
now on, we refer to this solution as the Cheng–Eichten–Li (CEL) solution, since it was first
described in [77].

Whereas classically gs, h and λ are independent renormalized couplings to be determined
by experiment, the special AF trajectory represented by ĥ = χs and λ̂2 = λ̂+

2 locks the
running of h and λ to that of gs. Physically, this implies that the mass of the top quark as
well as that of the Higgs boson will be determined in terms of the initial conditions for the
SU(Nc) gauge sector at a given energy scale, say the Fermi scale.

Let us finally emphasize that all throughout this chapter we will focus mainly on the
asymptotic UV running for the top-Yukawa coupling described by the QFP in Eq. (3.9)
(or Eq. (3.11) whenever we want to restrict to the SM case). Regarding the scalar sector,
instead, we will investigate whether the CEL solution is the only viable AF solution with
the same field content and symmetries of the action in Eq. (3.1). To address the possibility
for new solutions, we take inspiration from the discussion about the limitations of standard
perturbation theory, presented at the end of the previous chapter. Therefore, we now turn
to the computation of the beta function(al)s for the Z2-Yukawa-QCD model within the FRG
method, in order to take into account mass threshold effects.
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3.2. Nonperturbative RG Flow Equations
In order to make use of the Wetterich equation (2.34), we truncate the EAA at the next-to-
leading order in the derivative expansion, such as

Γk =
∫
ddx

[
ZG

4
(
GI
µν

)2 + ZH

2 (∂µH)2 + U
(
H2/2

)
+ ZFψ̄

Ai /DAB
ψB + ih̄√

2
Hψ̄AψA

+ ZG

2ζs
(∂µGI

µ)2 + Zuū
I∂µD

IJ
µ u

J

]
, (3.17)

where the effective average potential U is an arbitrary function of the discrete Z2-invariant
field H2/2. Also the wave function renormalizations ZΦ (with Φ = {G,H,F, u}) are functions
of the corresponding field Φ. Since we want to investigate the UV behavior of our model
and in particular its scaling properties, it is useful to introduce dimensionless renormalized
fields in order to fix the usual RG invariance of field rescalings

ρ = ZHk
2−dH

2

2 , Ψ = ZFk
1−d

2 ψ. (3.18)

In a similar manner, we introduce dimensionless renormalized couplings which read

h2 = h̄2 k
d−4

ZHZ2
F
, g2

s = ḡ2
s
kd−4

ZG
. (3.19)

Inserting our truncation for Γk into the Wetterich equation we can extract the flow equations
for various operators by appropriate projection rules. All the details on these computations
can be found in App. C. For instance we can derive the RG flow for the dimensionless
renormalized potential defined as

u(ρ) = k−dU(Z−1
H kd−2ρ), (3.20)

as well as the beta function for the top-Yukawa coupling. Similarly, we can obtain the
anomalous dimensions of the fields from the following definitions

ηH = −∂t logZH, ηψ = −∂t logZF, (3.21)

encoding the running of the wave function renormalizations.

Matter Content

Let us start by inspecting the functional flow equation for the full dimensionless renormalized
potential, given by

∂tu(ρ) = −du+ (d− 2 + ηH)ρu′ + 2vd
[
l
(H)d
0 (ωH, ηH)−Ncd

c
γ l

(F)d
0 (ωF, ηψ)

]
, (3.22)
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3.2. Nonperturbative RG Flow Equations

∂tUk :

Fig. 3.2.: Diagrammatic representation for the two contributions to the RG flow equation of the
scalar potential. Dashed and solid lines denote scalar and fermionic propagators respec-
tively. All the internal propagators are considered as fully dressed, due to the regulator
insertion ∂tRk represented by a circle with a cross.

where v−1
d = 2d+1πd/2Γ

(
d
2

)
and ωH as well as ωF are defined as

ωH = u′(ρ) + 2ρu′′(ρ), ωF = h2ρ. (3.23)

In comparison to the simple Higgs-Yukawa model [197], the beta function in Eq. (3.22) differs
by an Nc prefactor in front of the fermionic loop, since in this model we have Nc copies of
the top quark. Moreover, we have ignored the contributions to ∂tu(ρ) coming from the pure
gluon and ghost loops. In fact, because these loops are field-independent, they contribute
only to the running of a cosmological constant which is irrelevant for the purpose of our
investigations.

The threshold functions l(H)d
0 and l

(F)d
0 correspond to the contribution from a pure scalar

and fermionic loop integral respectively. They can be diagrammatically represented as in
Fig. 3.2, where the circles with a cross emphasize the fact that the propagators connect to
a regulator insertion ∂tRk. The regulator dependence is precisely the reason for the nonuni-
versal behavior of the loop threshold functions, which describe the decoupling of massive
modes. Indeed, for any choice of the regulator compatible with the physical conditions in
Eq. (2.22), the loop integrals approach finite values for zero arguments while they decrease
to zero for very large arguments. The general definitions for these threshold functions, as
well as explicit representations for a convenient piece-wise linear regulator [192, 193], to be
used in the following of this chapter, are listed in App. B.

In the following sections we will see more directly how Eq. (3.22) can be exploited in order
to derive the beta functions for scalar self-couplings up to an arbitrary order. Additionally,
the key feature of having the beta function for the full effective potential is that we can keep
track of all the important scales, the RG scale as well as the field amplitudes which are not
any more demanded to be small. Thus, it allows to study global properties of the Higgs
potential which we will discuss with regard to AF trajectories in the following.

Concerning the Yukawa sector, some comments are in order. Typically we can obtain
the beta function for the top-Yukawa coupling by projecting Eq. (2.34) on the three-point
function Γ(3)

Hψ̄ψ
, as one would do for a model with a field-independent Yukawa coupling [164,

194, 227, 228]. This projection would give Eq. (C.32), as reviewed in details in App. C.4.
However, if we want to enlarge the truncation of Γk by including higher-order Yukawa inter-
actions, we could promote the top-Yukawa coupling to be an arbitrary functional h̄(H2/2) of
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3. Z2-Yukawa-QCD Models

the field invariant H2/2, in such a way that the discrete chiral symmetry in Eq. (3.3) is still
preserved [168, 196, 199, 239, 240]. In this case, the beta function for the Yukawa functional
can be obtained by following two equivalent projection rules. One way is to project onto the
field-dependent two-point function Γ(2)

ψ̄ψ
(H) and factoring out the scalar field, such that

∂t[Hh̄(H)] = Hβh̄(H) =⇒ ∂th̄(H) = βh̄(H), (3.24)

whose particular expression is given in App. C.4.1, cf. Eq. (C.42). Notice that the RG-time
derivative is taken at constant field configuration. On the other hand, one can also project
onto the operator Hψ̄ψ, by taking an additional derivative with respect to the scalar field.
In this second case we would have instead

∂th̄(H) = βh̄(H) +Hβ′
h̄(H)−H∂th̄′(H). (3.25)

Obviously the latter two formulations coincide as long as no further approximation on the
Yukawa potential h̄(H) is taken. In fact, ∂th̄ = βh̄ solves consistently Eq. (3.25) and the flow
equation for the Yukawa potential is unique. The differences between these two formulations
arise whenever some finite-order truncation for h̄(H) is considered, for example by doing a
polynomial expansion in H and truncating the series to a finite number of higher-dimensional
Yukawa couplings. It is also a key aspect that only in the SSB regime these discrepancies
become manifest. Moreover, it has recently been observed that the projection onto Γ(2)

ψ̄ψ

shows better convergence than the projection onto Γ(3)
Hψ̄ψ

, when one analyzes the RG flow of
the Yukawa couplings towards the IR [169, 239]. It can even happen that convergence is lost
when using Eq. (3.25). In addition, there are also physical reasons to prefer the projection
rule given by Eq. (3.24). In fact, it has been observed that the nontrivial UV FP discovered
for simple Yukawa model in [227] as well as Higgs-top-bottom chiral Yukawa model in [165]
are artifacts of the second projection scheme of Eq. (3.25), leaving the trivial Gaußian FP
as the only physical acceptable FP solution for those models.

For the above mentioned reasons, we will make use of the first projection rule given by
Eq. (3.24) for the rest of this thesis, and we specialize to our case where the Yukawa potential
h(ρ) is just a constant dependent on the RG scale k. In the case of the present Z2-Yukawa-
QCD model, the RG flow equation for h2 reads

∂th
2 = (d− 4 + ηH + 2ηψ)h2 + 4vdh4 l

(FH)d
11 (ωF, ωH; ηψ, ηH)

− 8vd
N2

c − 1
2Nc

(d+ ζs − 1)h2g2
s l

(FG)d
11 (ωF, 0; ηψ, ηG)

⏐⏐
ρ=κ, (3.26)

where the general definitions and explicit expressions for the threshold functions l(FH)d
n1n2 and

l
(FG)d
n1n2 can be found in App. B. The diagrammatic picture of the loop contributions for the

top-Yukawa coupling is given in the upper line of Fig. 3.3, from which it is clear that the only
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∂th̄k :

ηH :

ηψ :

Fig. 3.3.: Diagrammatic representation for the RG flow equations of the top-Yukawa coupling as
well as the wave functions renormalization of the scalar and fermionic fields. Curly lines
denote the propagation of gluon fields. Moreover, for convenience, we have decided to
drop the regulator insertion out of any internal lines. Thick black dots represent couplings
to the condensate, i.e., the nontrivial ground state for the scalar potential.

two contributions are given by a one-loop diagram where an internal Higgs scalar or gluon
is exchanged among two Dirac fields. The first contribution is represented by the threshold
function l(FH)d

11 , while the second contribution by l(FG)d
11 . Indeed the two fundamental vertices

of the present theory, involving Dirac fermions, are the Yukawa-type vertex ∼ Hψ̄ψ, and
the vertex with an exchanged gluon ∼ ψ̄Gψ arising from the covariant derivative.

Finally, the scalar and spinor anomalous dimensions read respectively

ηH = 8vd
d
ρ (3u′′ + 2ρu′′′)2

m
(H)d
2 (ωH, ηH)

+
4vdNcd

c
γ

d
h2
[
m

(F)d
4 (ωF, ηψ)− ρh2 m

(F)d
2 (ωF, ηψ)

] ⏐⏐⏐
ρ=κ

, (3.27)

and

ηψ = 4vd
d
h2m

(FH)d
12 (ωF, ωH; ηψ, ηH) + 8vd

d

N2
c − 1
2Nc

g2
s

[
(d− ζs − 1)m(FG)d

12 (ωF, 0; ηψ, ηG)

−(d− 1)(1− ζs)m̃(FG)d
11 (ωF, 0; ηψ, ηG)

] ⏐⏐⏐
ρ=κ

, (3.28)

with further threshold functions m...
... and m̃...

... which are also presented in detail in App. B.
The Feynman graph representation of the loop contributions to the anomalous dimensions ηH

and ηψ is given in the second and third lines of Fig. 3.3 respectively. Let us observe that there
are also two loop contributions to the running of ZH proportional to the nontrivial minimum
κ of the scalar potential. These are the scalar loop function m

(H)d
2 and the fermionic loop

m
(F)d
2 . The condensate of the scalar field is depicted as a thick black dot. In the SSB

regime, indeed, there are more vertices allowed: in particular vertices among two Dirac or
three scalar Higgs fields coupled with the vev. These kind of contributions are, in fact, not
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3. Z2-Yukawa-QCD Models

taken into account in a conventional perturbative computation, which relies generally on the
assumption of the DER regime. To the spinor anomalous dimension ηψ there are, instead,
mass threshold contributions due to the exchange of a Higgs scalar or gluon fluctuations.

The arguments ωF and ωH in Eqs. (3.26–3.28) are evaluated at the minimum κ of the
scalar potential u(ρ), which means that κ = 0 in the SYM regime whereas u′(κ) = 0 with
κ ̸= 0 in the SSB regime. In the following of this chapter, for any practical computation, we
will take the Landau gauge limit ζs → 0. This choice is also of particular interest since it is
a FP of the RG flow of the gauge-fixing parameter itself [241, 242]. It is interesting to notice
that, within this limit and in the DER, the mass threshold effects due to the gluon exchange
in ηψ cancel each other. Moreover we will drop the index d from the threshold functions, as
we work in d = 4 from now on. We also fix the dimension of the Dirac algebra to its value
dc
γ = 4.

Gauge Sector

To complete the set of flow equations within the truncation encoded in Eq. (3.17), we should
also include the running of the strong gauge coupling. We might be tempted to treat the RG
flow for g2

s on a perturbative level like in Eq. (3.5). This approximation would be justified
only if the UV behavior of our Z2-Yukawa-QCD model is compatible with the assumption
that all the masses are negligible with respect the RG scale, which is the case if the scalar
potential is in the SYM regime. However, threshold effects might play a role if the scalar
potential develops a nontrivial minimum κ. In this case, indeed, the fermions acquire masses
due to the nonvanishing Higgs expectation value and these masses can be neglected or not
according to the asymptotic behavior of κ in the UV limit.

Let us have a look on how this discussion plays a role in our case. The most convenient
way to compute the one-loop beta function for the gauge coupling in non-Abelian Yang-Mills
theories proceeds in the background-field method [188, 194]. At one-loop level, the gluon
wave function renormalization reads

ηG = − g2
s

3(4π)2

⎡⎣22Nc − dc
γ

Nc
f∑

j=1

LG(µ2
Qj)

⎤⎦ , (3.29)

where j is a multi-index labeling the quark flavors and the threshold function LG guarantees
the decoupling of the massive quarks in the SSB regime. This threshold function takes the
particular form

LG(µ2
Qj) = 1

1 + µ2
Qj
, µ2

Qj = h2
Qjκ, (3.30)

where µ2
Qj are the renormalized dimensionless quark masses proportional to the vev κ of the

scalar potential. Moreover the threshold LG(µ2
Qj) is normalized such that at zero argument
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it is equal to 1, implying that we obtain again the standard result in the DER, i.e., Eq. (3.5).
As a last comment, we want to remark that in the following we will also discuss some RG

trajectories where κ diverges in the UV limit faster than h−2, entailing a complete decoupling
of the quarks from the dynamics. In this scenario, in fact, the assumption of the DER would
then fail and the gluon anomalous dimension would read

ηG = −11Nc

24π2 g
2
s . (3.31)

Limiting Case: Deep Euclidean Regime

In Sec. 3.1 we have presented the universal one-loop beta functions for the top-Yukawa cou-
pling as well as the quartic Higgs self-interaction. Being universal, these one-loop coefficients
must be independent from the renormalization scheme used to regularized the theory, thus
their contribution can be extracted also from the functional RG improved beta functions
in Eqs. (3.26–3.28). For this purpose, one has to set all the anomalous dimensions occur-
ring in the threshold functions to zero, but keep the η’s entering the dimensional scaling of
the renormalized couplings. The latter in fact contribute to the perturbative one-loop flow
equation via one-particle reducible graphs. Furthermore, one has to take the limit toward
the DER, by setting the scalar mass parameters as well as the scalar vacuum expectation
value to zero, in order to neglect threshold effects. In other words we assume that the scalar
potential is a purely self-interacting potential u ∼ λρ2/2. With these substitutions, the
anomalous dimensions reduce to

ηH = Nc

8π2h
2, ηψ = 1

32π2h
2, (3.32)

and the flow equation for the top-Yukawa coupling boils down to

∂th
2 = (ηH + 2ηψ)h2 + h4

8π2 −
3

8π2
N2

c − 1
Nc

h2g2
s , (3.33)

which coincides precisely with Eq. (3.7), if we substitute Eq. (3.32). Moreover, also the one-
loop beta function for λ in the DER can be obtained from its FRG-improved flow equation.
In fact, by assuming a purely self-interacting potential u = λρ2/2, Eq. (3.22) reduces exactly
to Eq. (3.12).

3.3. Effective Field Theory Analysis for the Scalar Potential
As we emphasized in the previous section, the threshold functions in the FRG flow equations
for u(ρ), h2 and the anomalous dimensions take properly into account the decoupling of
massive modes along the entire RG flow. In this section we want to systematically include
these threshold effects by means of an effective-field-theory (EFT) analysis, and in doing so,
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3. Z2-Yukawa-QCD Models

we investigate whether the results in a more general mass-dependent scheme are sensitive to
the assumption of working in the DER as a special case. It will turn out, in fact, that the
restriction to the DER is severe and legitimate only for the CEL solution. Therefore, we now
generalize the discussion outlined in Sec. 3.1, by including a mass term for the scalar Higgs
field as well as higher-dimensional scalar interaction terms, the latter being perturbatively
nonrenormalizable. This approach slightly differs from the standard EFT paradigm, which
consists of adding, in the classical action, all operators allowed from the symmetries of the
model, up to some given dimensionality. In fact, we want to make the following further
choices on the higher-dimensional operators we add:

1. consider only momentum-independent scalar self-interactions,

2. consider the scale dependence of one coupling as a free parameter in order to play the
role of a boundary condition.

Even though the focus on point-like scalar self-interactions can be relaxed, including in the
effective Lagrangian all interactions up to some given dimensionality, the second ingredient
is of crucial importance in order to reveal new AF solutions, as was already anticipated in
Sec. 2.4.2.

In order to set the stage for this approximation, we start from a systematic polynomial
expansion of u(ρ) around the flowing minimum κ, which can be either at vanishing field
amplitude (SYM regime) or at some nontrivial value (SSB regime). Assuming that the
system is in the SSB regime, the potential is parameterized as

u(ρ) =
Np∑
n=2

λn
n! (ρ− κ)n, (3.34)

where each coefficient λn corresponds to the point-like scalar self-interaction coupling be-
tween 2n Higgs scalar fields and the corresponding beta function is

∂tλn = dn
dρn

⏐⏐⏐
ρ=κ

∂tu(ρ) + dn+1u(ρ)
dρn+1

⏐⏐⏐
ρ=κ

∂tκ. (3.35)

Together with the latter equation we should also consider the running of the nontrivial
minimum

∂tκ = −∂tu
′(ρ)

u′′(ρ)

⏐⏐⏐⏐
ρ=κ

, (3.36)

obtained from the definition of the minimum itself u′(κ) = 0. Generically, we expect all
couplings to be generated by fluctuations, i.e., Np → ∞, whereas truncating the sum at
some finite Np corresponds to a polynomial approximation of the potential.
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3.3. Effective Field Theory Analysis for the Scalar Potential

3.3.1. Deep Euclidean Regime

As a preliminary investigation, we want to restrict the EFT-like analysis to the DER. To
implement this regime we just need to take the limit κ → 0, since it is the only mass
parameter in the classical action. By substituting the polynomial ansatz for the scalar
potential (in the SYM regime) into Eq. (3.22), and further setting the anomalous dimensions
inside the threshold functions to zero, we recover the set of one-loop beta functions ∂tλn for
n = 2, . . . , Np in the DER. Since we are interested in constructing AF trajectories, we allow
for any arbitrary scaling of the quartic coupling λ2 with respect to the AF strong gauge
coupling, and introduce the finite ratio λ̂2 defined in Eq. (3.13) for λ = λ2. In the same way
we define also rescaling for the higher-order couplings and corresponding beta functions

λ̂n = λn
g2Pns

, ∂tλ̂n = ∂tλn
g2Pns

− Pnλ̂nηG. (3.37)

For example, the beta function for the quartic coupling reads 17

∂tλ̂2 = 9λ̂2
2g

4P
s

16π2 + g2
s λ̂2

(
1

6π2 + 7P
4π2

)
− 5λ̂3g

2P3−4P
s

32π2 − g4−4P
s
27π2 , (3.38)

which depends on the powers P , P3 and the rescaled coupling λ̂3. From the latter equation
we can observe that one possible combination for the asymptotic powers are P = 1/2 and
P3 > 4P , in a such a way that the contribution from the coupling λ̂3 is subleading. This
turns out to be in fact the only viable solution, which corresponds precisely to the CEL
solution given in Eq. (3.16). Let us therefore choose this particular value of P and look for
the corresponding values of Pn and λ̂n for n ≥ 3. The beta function for λ̂3 becomes

∂tλ̂3 = 2λ̂3 +
(

2
81π2 −

81
16π2 λ̂

3
2

)
g2(3−P3)

s +O(g2
s ), (3.39)

where subleading contributions proportional to g2
s have been omitted. Because of the defi-

nition of QFP, λ̂3 has to approach a finite and nonzero value in the g2
s → 0 limit, thus the

only possible solution occurs at P3 = 3. In the very same way it is possible to fix the scaling
for the rest of the couplings, and to conclude that the only solution corresponds to

P = 1
2 , Pn≥3 = n. (3.40)

This choice for the scaling powers Pn, together with the polynomial truncation in Eq. (3.34)
for κ = 0, provides a closed system of Np equations in Np variables, when one looks at the

17Let us remind the reader once more that, all throughout this chapter, we focus our attention on the special
trajectory where the top-Yukawa coupling is proportional to the strong gauge coupling. Therefore, any
occurrence of h2 in the beta function for λ̂n can be substituted by h2 = χ2

sg
2
s , where the QFP value χ2

s
is given by Eq. (3.11).
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∂tλ̂n :

1
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4
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Fig. 3.4.: Diagrammatic representation for the two contributions to the RG flow equation (3.42) of
λ̂n in the DER and in the UV limit, where the rescaled Higgs quartic coupling λ̂2 plays
a dominant role.

QFP condition. To give an example, the first four beta functions are shown here:

∂tλ̂2 = g2
s

(
9

16π2 λ̂
2
2 + 25

24π2 λ̂2 −
1

27π2

)
+O(g4

s ),

∂tλ̂3 = 2λ̂3 −
81

16π2 λ̂
3
2 + 2

81π2 +O(g2
s ),

∂tλ̂4 = 4λ̂4 + 243
4π2 λ̂

4
2 −

16
729π2 +O(g2

s ),

∂tλ̂5 = 6λ̂5 −
3645
4π2 λ̂

5
2 + 160

6561π2 +O(g2
s ). (3.41)

By neglecting the subleading contributions in gs, we have that the QFP solution for the
scalar quartic coupling is λ̂2 = λ̂±

2 as in Eq. (3.16), and all the other higher-order couplings
are functions of λ̂2 only. For the positive root λ̂+

2 the sign of λ̂n with n > 2 is alternating,
whereas for the negative root λ̂−

2 all the higher order couplings stay negative. Furthermore,
by solving numerically the system of QFP equations at the next-to-leading order in g2

s , it
is possible to see that only the positive root for λ̂2 leads to a fully real solution for all
3 ≤ n ≤ Np.

In order to investigate the stability of the scalar potential for the solution λ̂2 = λ̂+
2 , we

resum the series in Eq. (3.34) at the leading order in g2
s . The structure of the higher order

beta functions is

∂tλ̂n≥3 = 2(n− 2)λ̂n + (−1)nn!
32π2

[
(3λ̂2)n − 12

(
2
9

)n]
, (3.42)

where 2(2− n) is the canonical dimension of λ̂n, the second term (being proportional to λ̂n2 )
corresponds to a scalar loop contribution with n quartic vertices and the third term (being
proportional to the QFP value χ2n

s ) corresponds to a fermion loop with 2n top-Yukawa
vertices. These two contributions are diagrammatically represented in Fig. 3.4.
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Effective Potential in the ϕ4-approximation

Equation (3.42) entails that among all possible scalar self-interactions, the λ̂2 coupling plays
a dominant role in the UV limit. We can call indeed this regime ϕ4-dominance regime and
it can be studied within the effective potential paradigm. In other words, we can specify a
pure ϕ4-interaction, i.e., u(ρ) = λ2ρ

2/2, in the bosonic threshold function l(H)d
0 appearing on

the right-hand side of Eq. (3.22), such that

ωH = 3λ2ρ. (3.43)

At this point, we should anticipate here a technical aspect which will turn out to be par-
ticularly useful from Sec. 3.4 on: all the rescalings for λn≥3 can be embedded in a suitable
redefinition of ρ. This can be achieved by defining a new field variable

z = g2
s ρ. (3.44)

In fact, the polynomial expansion in Eq. (3.34) for κ = 0 can be written as

u(z) = 1
2 λ̂2

z2

g2
s

+
Np∑
n=3

1
n! λ̂nz

n
⏐⏐⏐
z=g2

s ρ
. (3.45)

With the above field redefinition, the RG flow equation for u(z) is different from the one for
u(ρ), since typically the t-scale derivative is taken at constant field argument. Indeed the
two RG flows are related to each other as follows

∂tu(z)
⏐⏐
z=const = ∂tu(ρ)

⏐⏐
ρ=const − ηGzu

′(z), (3.46)

with an additional contribution which only modifies the scaling part in the flow equation.
This suggests us to define also a total anomalous dimension for the z field which is

ηz = ηH − ηG. (3.47)

We can now project the RG flow for u(z) onto the ansatz in Eq. (3.45), and restrict the
analysis to the ϕ4-dominance regime with ωH = 3λ̂2z. The solution to the QFP system of
equations ∂tλ̂n = 0 for 2 ≤ n ≤ Np reads

λ̂2 = λ̂±
2 , λ̂n≥3 = (−1)nn!

32π2
(3λ̂2)n − 12

(2
9

)n
4− n(2 + ηz)

. (3.48)

The simple structure of the above solution, being direct consequence of the assumption made
for ωH, allows us to take the Np → ∞ limit. The resummation of the series has, indeed,
an analytic expression in terms of the Gauß hypergeometric function 2F1(a, b, c; z), which is

49



3. Z2-Yukawa-QCD Models

given by

u(z) =
[

1
2 λ̂2

z2

g2
s

+ 1
32π2

(3λ̂2z)3

2 + 3ηz 2F1

(
1, 2 + 3ηz

2 + ηz
,
4 + 4ηz
2 + ηz

;−3λ̂2z

)

− 3
8π2

(2
9z
)3

2 + 3ηz 2F1

(
1, 2 + 3ηz

2 + ηz
,
4 + 4ηz
2 + ηz

;−2
9z
)]

z=g2
s ρ

. (3.49)

The effective potential u(z) has the following property:

lim
z→0

u′′(z) = λ̂2

g2
s
, (3.50)

clearly reasonable from the chosen polynomial ansatz in Eq. (3.45).

Stability of the Effective Potential

Now we are ready to discuss the stability property for the effective potential u(z) given in
Eq. (3.49). In other words, we ask ourselves whether the scalar potential remains bounded
from below even if the UV limit, where the theory approaches the GFP, is taken. Since the
solution has been constructed by a resummation of a local expansion for small field ampli-
tudes, it might depart from the actual FP potential at large values of ρ, due to nonanalytic
terms which cannot be represented by simple integer powers of ρ. It is also true that we
are interested in studying the stability issue of the scalar potential mainly in the asymptotic
region where the two limits

ρ→∞, g2
s → 0, (3.51)

are taken simultaneously. However, since the effective potential is a function of both variables
ρ and g2

s , there might be several such asymptotic regions, corresponding to different ways
of taking this combined limit. To classify these possible regions, we address the dependence
of the loop integrals on gs and ρ. By substituting the asymptotic UV scaling for λ2 and
h2, the threshold functions l(H)d

0 and l
(F)d
0 in Eq. (3.22) become functions of ωH = 3λ̂2z and

ωF = 2z/9 respectively. Thus, the variable entering the loop integrals is z, as defined in
Eq. (3.44). Therefore, it is natural to define an outer region where z ≫ 1 and an inner
region where z ≪ 1. In App. D we will address in more detail these two cases and show
that, in both asymptotic regions, the combined limit presented in Eq. (3.51) exist and is
given by

u(ρ)∼
ρ→∞

1
2 λ̂2 g

2
s ρ

2 > 0. (3.52)
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The effective potential in Eq. (3.49) is thus stable and remains stable for any arbitrarily
small value of g2

s . This proves for the first time that the CEL solution corresponds to a
bounded potential in the DER.

3.3.2. Inclusion of Threshold Effects

In this section we finally relax the restriction to be in the DER, and we account for the
running of the scalar mass term. In other words, we include the possibility for a nontrivial
minimum, by choosing a polynomial expansion of the scalar potential around ρ = κ ̸= 0, as
in Eq. (3.34). By projecting the left-hand side of the Eq. (3.22) onto this ansatz, we can
derive the flow equations for the rescaled couplings λ̂n as defined in Eqs. (3.13) and (3.37).
Similarly, also the coupling κ may scale asymptotically as a certain power of g2

s . We define
therefore

κ̂ = g2Q
s κ, (3.53)

where the real power Q is a priori arbitrary.
In order to construct polynomial solutions of the QFP equations for the rescaled couplings

λ̂n and κ̂, we set up the following recursive problem: we solve the equation ∂tκ̂ = 0 for λ̂2, and
∂tλ̂n = 0 for λ̂n+1. Upon truncating the series of equations at some Np, this can be achieved
only if one more coupling λ̂Np+1 is retained. In the spirit of what has been explained at the
beginning of Sec. 3.3, we treat this extra coupling λ̂Np+1 as a free parameter. In addition, the
anomalous dimensions inside the threshold functions in Eqs. (3.22) and (3.27) are set to zero
in order to boil down to the one-loop beta functions for the scalar couplings. Moreover, we
restrict our analytical analysis to the leading order in g2

s and we truncate the scalar potential
up to Np = 2.

P ∈ (0,1/2)

Because of the qualitative similarity between the flow equations of the present model and
those analyzed in Refs. [111, 112] (indeed the leading order contributions in gs only come
from the scalar loop), we can expect that κ̂ = κ for P being equal or smaller then 1/2. Thus,
we make the ansatz Q = 0, which nevertheless turns out to be the correct solution. The
leading orders in g2

s in the flow equations of the rescaled couplings are

∂tλ̂2 = − λ̂3 g
2P3−4P
s

16π2 + 9λ̂2
2 g

4P
s

16π2 + κλ̂2
3 g

4P3−8P
s

16π2λ̂2
, (3.54)

∂tκ = −2κ+ 3
32π2 + κλ̂3 g

2P3−4P
s

16π2λ̂2
. (3.55)
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One solution corresponds to the case where the contribution coming from λ̂3 is subleading
in Eq. (3.55), i.e., P3 > 2P , and it reads

κ = 3
64π2 , λ̂2

2 = λ̂3

9 , Q = 0, P3 = 4P, (3.56)

where λ̂3 must be positive, but is otherwise arbitrary. By contrast, a second solution is found
to correspond to the case where the λ̂3 term contributes to the flow equation for κ in the
UV limit, i.e., P3 = 2P . In this other case we have

κ = 5
64π2 , λ̂2 = 5λ̂3

64π2 , Q = 0, P3 = 2P, (3.57)

where again the rescaled cubic scalar coupling remains a free parameter.
We have therefore found two roots for the QFP system of equations, each of them corre-

sponds to a one-parameter family of solutions. 18

P = 1/2

For this value of P , the analysis is less straightforward, due to the interplay between the
scalar and fermionic loop. The leading g2

s contributions to the RG flow of λ̂2 and κ are

∂tλ̂2 = g2
s

(
9λ̂2

2
16π2 + 25λ̂2

24π2 −
1

27π2

)
+ κλ̂2

3 g
4P3−4
s

16π2λ̂2
− g2P3−2

s
λ̂3

4π2

(
1
4 + 1

3λ̂2

)
, (3.58)

∂tκ = −2κ+ 3
32π2 −

1
12π2λ̂2

+ κλ̂3 g
2P3−2
s

16π2λ̂2
. (3.59)

If P3 > 2 the contributions due to λ̂3 are negligible in the UV limit and we recover the CEL
solution of Eq. (3.16). Moreover a positive (negative) solution for λ̂2 leads to a negative
(positive) solution for κ, suggesting that the stable CEL potential possesses only the trivial
minimum κ = 0. For 1 < P3 < 2, the contribution coming from λ̂3 plays the dominant
role in the RG flow of λ̂2 but is subleading for κ. The solution of the corresponding QFP
equations is κ = 5/(64π2) and λ̂2 = −4/3, which has to be rejected since it does not fulfill
the requirement that κ should be a minimum of the potential.

Therefore, the only two new solutions which may occur correspond to P3 = 1 and P3 = 2.
In the first case, the QFP solution to the previous system of equations is

κ = 5
64π2 , λ̂2 = 5λ̂3

64π2 −
4
3 , Q = 0, P3 = 1. (3.60)

18 Let us notice that the first class of solutions given by Eq. (3.56) was already discovered in [111, 112],
whereas the second one corresponding to Eq. (3.57) is new. This latter solution was not observed in [111,
112] because of simplifying approximations in the analysis of the RG equations. In fact, only linear
insertions of the coupling λ3 into the beta function of lower-dimensional couplings were considered.
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Fig. 3.5.: Effective field theory analysis including thresholds for the rescaling powers P = 1/2 and
P3 = 2, cf. Eq. (3.61). We show the QFP solutions for λ̂3 (left) and κ (right) as a function
of λ̂2 and at the leading order in the g2

s → 0 limit. The magnified inset near the origin
highlights the CEL solution λ̂2 = λ̂+

2 as in Eq. (3.16). The right panel shows that there
are solutions with a positive nontrivial minimum and scalar quartic coupling only for
λ̂2 > 4.

In the second case where P3 = 2, instead, we have a solution for κ and λ̂3 depending on λ̂2

via the expressions

κ = 1
192π2

9λ̂2 − 8
λ̂2

, λ̂3 = λ̂2

9
243λ̂2

2 + 450λ̂2 − 16
3λ̂2 + 4

, Q = 0, P3 = 2. (3.61)

The second solution for P3 = 2 is shown in Fig. 3.5. The three red dots in the left panel
highlight the three roots corresponding to λ̂3 = 0. For one of these roots we find λ̂2 = 0,
which must be discarded as the QFP value for κ becomes singular. The other two roots
are exactly the λ̂±

2 of Eq. (3.16). Moreover, it is clear from Eq. (3.61) that the condition
λ̂2 > 8/9 has to hold in order to obtain a positive nontrivial minimum and, at the same time,
a positive quadratic scalar coupling. This can also be seen from the right panel of Fig. 3.5,
and this one-parameter family of solution is highlighted by a red line.

For completeness, we refer the reader to App. E for the discussion relating the values
P > 1/2. We do not present that analysis here since no physical solutions, with the desired
properties λ̂2 > 0 and κ > 0, can be found within this range of the scaling power P .

3.4. Full Effective Potential in the ϕ4-dominance
Approximation

So far, we have projected the RG flow of the potential onto a polynomial basis and studied
the running of the various coefficients. Here we want to investigate the full functional RG
flow for an arbitrary scalar potential which can also include nonpolynomial structures [243,
244]. These structures, which would be hidden in any polynomial truncation, can be taken
into account by performing a one-loop computation where the thresholds l(H)

0 and l
(F)
0 in
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Eq. (3.22) are considered as field-dependent functions. Moreover, in order to be able to
perform calculations, we choose a convenient piece-wise linear regulator [192, 193] as the
regularization scheme for the massive modes. However, we will see in the following Chap. 4
that the restriction of choosing a particular IR regulator can be relaxed and even a general
analysis, for arbitrary IR regularization schemes, can be performed.

We already know from the previous sections that AF trajectories, can be constructed by
searching for QFPs for the g2

s -rescaled couplings. To implement this condition in a functional
set-up we define, in a similar way to what we have done in Sec. 3.3.1, cf. Eqs. (3.44) and
(3.46), a new field variable and its potential

x = g2P
s ρ, f(x) = u(ρ). (3.62)

We also denote the minimum g2P
s κ by x0 and the couplings by ξn, such that

f ′(x0) = 0, dnf(x)
dxn

⏐⏐⏐
x=x0

= ξn. (3.63)

The arbitrary rescaling power P is chosen to be that of Eq. (3.13), in order to have ξ2 = λ̂2,
because we specifically look for QFPs where ξ2 approaches a finite value in the UV limit. 19

As a first-level approximation, we consider here an intermediate step between a polynomial
truncation and a fully functional approach, which is based on the expectation that the
marginal quartic scalar coupling plays a dominant role in the UV limit. This is precisely
what we have called ϕ4-dominance approximation in Sec. 3.3.1. More precisely, we substitute
Eq. (3.43) on the right-hand side of Eq. (3.22), but we consider the scalar potential as an
unknown arbitrary function in the scaling term and on the left-hand side of the flow equation
itself. This leads to the following beta function for the rescaled effective potential

∂tf(x) = −4f(x) + dx,sxf
′(x) + 1

32π2

(
1

1 + 3ξ2g2P
s x
− 12

1 + 2
9g

2−2P
s x

)
, (3.64)

dx,s = 2 + ηH − PηG ≡ 2 + ηx,s, (3.65)

where the anomalous dimensions ηx,s of the rescaled invariant field x includes also a contri-
bution from the running of the strong gauge coupling. The anomalous dimensions ηH and
ηG are also evaluated by neglecting the possible appearance of higher-dimensional couplings,
as well as contributions from the scalar mass term. Therefore, in the following, we will make
use of Eqs. (3.5) and (3.12) which rely on the DER. Moreover, let us remind the reader
again that, regarding the top-Yukawa coupling, we are focusing all throughout this chapter

19 It might happen however that, at a QFP, the nontrivial minimum x0 and the couplings ξn≥3 differ
from their actual scaling solutions κ̂ and λ̂n≥3 respectively. Consequently, also the QFP solution f(x)
will differ from the actual scaling potential. Therefore, the rescaling of Eq. (3.62), together with the
condition ξ2 = λ̂2, is expected to be useful as long as the quartic scalar coupling is the dominant term in
the approach of the scalar potential towards a total AF trajectory.
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3.4. Full Effective Potential in the ϕ4-dominance Approximation

on the AF trajectory along which h2 = χ2
sg

2
s with the corresponding QFP value χ2

s given by
Eq. (3.11), which also rely on the DER. 20

3.4.1. Scaling Solution for the Scalar Potential

Thanks to the simple approximation just described, the equation ∂tf(x) = 0 reduces to a
first-order linear ordinary differential equation (ODE) which can be solved analytically for
generic P and its QFP solution reads

f(x) = Cf x
4

2+ηx,s + 1
128π2 2F1

(
1,− 4

2 + ηx,s
,
−2 + ηx,s
2 + ηx,s

;−3ξ2g
2P
s x

)
− 3

32π2 2F1

(
1,− 4

2 + ηx,s
,
−2 + ηx,s
2 + ηx,s

;−2
9g

2−2P
s x

)
. (3.66)

This expression consists of a sum of the homogeneous solution, proportional to the inte-
gration constant Cf , and of a particular solution, given by the hypergeometric functions
2F1(a, b, c;x), obtained by integrating the non-homogeneous part.

As a first analysis, we want to understand the asymptotic properties of the full g2
s -

dependent solution f(x). Specifically, we want to identify those parameter ranges for Cf
and ξ2 for which the potential is stable, namely bounded from below. To this end, we focus
on the asymptotic behavior of f(x) at x → ∞ and, in particular, we are interested in the
UV regime where g2

s → 0. Since the QFP potential for given Cf (which might also depend
on g2

s ) is a function of the two variables x and g2
s , we have to take the limit process with

care in order to investigate the asymptotic behavior of f(x) in the far UV regime. In order
to address these informations, we analyze the flow for fixed arguments,

zH = 3ξ2g
2P
s x, zF = 2

9g
2(1−P )
s x, (3.67)

of the hypergeometric functions. For small enough g2
s and P ≷ 1/2, we have zF ≷ zH. Thus,

one can divide the interval x ∈ [0,∞) into three distinct domains. Suppose P < 1/2, then
we define the g2

s -dependent boundary x1(g2
s ) of an inner interval x ∈ [0, x1) by requiring

zH = 1 and the boundary x2(g2
s ) of an outer interval (x2,∞) by zF = 1, for fixed P and ξ2.

Whereas, for P > 1/2, the requirement zH = 1 and zF = 1 will define x2 and x1 respectively.
In addition, in the case of our interest with P < 1, the two boundaries x1 and x2 grow
towards larger values and always fulfill x2 > x1 when we send g2

s → 0. For a graphical

20 At this point the reader might be puzzled since we have stressed since the beginning that it is one of
our main goals to go beyond the DER assumption of standard perturbation theory. In fact, we allow
for a generic solution of Eq. (3.64) which can also develop a nontrivial minimum x0 with a nontrivial
scaling dependence on gs. Yet, in order to keep our analysis as simple as possible, we assume that the
anomalous dimensions and the QFP for the top-Yukawa coupling can be approximated with their DER
expressions. Of course, the consistency of these assumptions has to be verified once a scaling solution for
f(x) is provided. In fact, in Sec. 4.4.1 and App. G.1 we will discuss more clearly how this consistency
check is not fulfilled for the scaling powers P < 1/4, but fulfilled for 1/4 ≤ P ≤ 1/2.
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Fig. 3.6.: Diagrammatic representation for the two possible ways of performing the limit g2
s → 0

and x→∞. Left Panel: The boundary points x1 and x2 (for the inner and outer region
respectively) diverge while g2

s → 0, but always satisfying x1 < x2 for P < 1. In the
inner region, the asymptotic behavior of f(x) is captured by taking first g2

s → 0 and then
x → ∞. In the outer region this order is reverse. Right Panel: Schematic example for
the two asymptotic regions in the (x, g−2

s ) plane. The limit zH,F ≫ 1 describes properly
the outer region since the asymptotic region in the plane is reached by taking first the
limit x→∞ and then g2

s → 0. The limit zH,F ≪ 1 describes instead the inner region.

interpretation see the left panel of Fig. 3.6.
Approximating the hypergeometric functions for small but fixed arguments zH,F ≪ 1,

we obtain a valid approximation of the potential in the first inner interval as this also
implies x ≪ x1. Thus, we are able to reliably check the asymptotic behavior in this region
by first performing the limit g2

s → 0 and afterwards x → ∞. On the contrary, in case
the hypergeometric functions shall be expanded for large arguments zH,F ≫ 1, we have to
perform first the limit x → ∞ before sending g2

s → 0 such that one stays in the outer
interval. On the right panel of Fig. 3.6 there is a schematic representation of the asymptotic
areas in the (x, g−2

s ) plane which are accessible by considering the expansions zH,F ≪ 1 or
zH,F ≫ 1.

Large-field Behavior

For finite values of g2
s , we can investigate the asymptotic behavior in the interval x ∈ (x2,∞)

by expanding the QFP potential in Eq. (3.66) around x =∞. The analytic expansion yields

f(x) = Cf,∞ x
4

2+ηx,s +O(x−1), (3.68)

where the asymptotic coefficient in front of the scaling term is a function Cf,∞(Cf , ξ2, g
2
s , P )

depending on the different parameters characterizing the RG trajectory. The full expression
is given in App. D.2, cf. Eq. (D.11). We investigate its g2

s -dependence in the far UV
by an expansion at vanishing gs. This yields a scaling Cf,∞∼ g4P−2

s for P ∈ (0, 1/2) and
Cf,∞∼ g2−4P

s for P ∈ (1/2, 1) at fixed Cf . Let us call Ĉf,∞ the corresponding finite ratio.
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For the sake of clarity, it is therefore useful to define a new variable

Ĉf =

⎧⎪⎪⎨⎪⎪⎩
g2−4P

s Cf if P ∈ (0, 1/2),

Cf if P = 1/2,

g4P−2
s Cf if P ∈ (1/2, 1),

(3.69)

such that the asymptotic coefficient, at the leading order in g2
s , is

Ĉf,∞ =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

Ĉf −
9ξ2

2
64π2η̂x,s

if P ∈ (0, 1/2),

Cf −
243 ξ2

2 − 16
1728π2 η̂x,s

if P = 1/2,

Ĉf + 1
108π2η̂x,s

if P ∈ (1/2, 1),

(3.70)

where η̂x,s = ηx,s/g
2
s is evaluated according to Eqs. (3.5), (3.12) and (3.65). The locus of

points that satisfies the condition Ĉf,∞ = 0 for P ≤ 1/2 are plotted in Fig. 3.7 by black
solid lines. They characterize the transition from the region in the (Ĉf , ξ2) plane where
the potential is bounded from below (right side of the black line) to the region where the
potential is unbounded (left side).

Small-field Behavior and the CEL Solution

Next, we study the properties of the solution f(x) for small arguments x ≪ 1. This is
relevant to address both the x → 0 limit at fixed g2

s , and also to inspect the large field
asymptotics for P < 1 in the limit where g2

s → 0 and x→∞ at zH,F ≪ 1. For this purpose,
we start from the expansion of the QFP potential f(x) for small x, which can be found in
App. D.2, cf. Eq. (D.14). The first derivative at the origin is

f ′(0) = 8g2−2P
s − 9ξ2g

2P
s

96π2(2− ηx,s)
, (3.71)

and by keeping the leading order in the gauge coupling we have

f ′(0) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
− 3 ξ2

64π2 g
2P
s if P ∈ (0, 1/2),

8− 9ξ2

192π2 gs if P = 1/2,
1

24π2 g
2−2P
s if P ∈ (1/2, 1).

(3.72)

Thus, we observe that f ′(0) is negative for P < 1/2 and ξ2 > 0 while it is always positive
for P > 1/2.

For P = 1/2, the first derivative at the origin changes sign at ξ2 = 8/9. In this case, we
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I II III IV

Fig. 3.7.: Stability properties of the effective potential f(x), see Eq. (3.66), for P ∈ (0, 1/2) (upper
left) and P = 1/2 (upper right). The two black lines separate the left-hand side regions
where the potential is unbounded from below from the right-hand side regions where it is
bounded, and in the g2

s → 0 limit. Their equations are obtained imposing the condition
Ĉf,∞ = 0 in Eq. (3.70). Sketches of the potential shapes in the different regions are given
in the lower panels. Upper right: the blue dashed line ξ2 = 8/9 identifies the locus of
points where f ′(0) = 0. For ξ2 < 8/9, the potential has an unstable minimum in region
IV and it is monotonically increasing to +∞ in region I. For ξ2 > 8/9, f(x) has a stable
minimum in region II and it is monotonically decreasing to −∞ in region III. The red
point at Ĉf = 0 and ξ2 = λ̂+

2 corresponds to the CEL solution, see Eq. (3.16), being
regular at x = 0. The red dashed line in region II shows the one-parameter family of
new solutions satisfying the consistency condition f ′′(x0) = ξ2, as expressed in Eq. (3.80).
Upper left: only the regions of type II and III are present and the one-parameter family
of QFP solutions (red dashed line) lies exactly at the boundary between the stable and
unstable regions.

find that the two lines Cf,∞ = 0 and ξ2 = 8/9 divide the (Cf , ξ2) plane in four regions with
different qualitative behavior for f(x). This is represented in the right panel of Fig. 3.7,
where the solid black line corresponds to Cf,∞ = 0 and the dashed blue line to ξ2 = 8/9. In
region II the QFP potential is bounded from below and has a nontrivial stable minimum. In
region IV the potential has a nontrivial maximum but is unbounded from below. Instead in
regions I and III the function f(x) is monotonically increasing towards +∞ and decreasing
to −∞ respectively. For P < 1/2, there are only the regions of type II and III.

In the region I, the potential is bounded from below and has a minimum located at the
origin, such that the consistency condition to be imposed is f ′′(0) = ξ2. At the origin the
Gauß hypergeometric functions 2F1 are analytic in x, whereas the scaling term represents a
source of nonanalyticity. In fact, the second derivative at x = 0 is not defined as long as
ηx,s > 0, which is generically the case for a potential in the SYM regime and for the present
Z2-Yukawa-QCD model. As a consequence, the consistency condition can be imposed only
if the log-type singularity in the second derivative at the origin is removed by requiring
Cf = 0. With this choice, we obtain the following equation for the finite rescaled quartic
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scalar coupling ξ2

ξ2 = 16 g4−4P
s − 243 ξ2

2 g
4P
s

864π2 ηx,s
if Cf = 0, (3.73)

whose only solution is the CEL potential described in Sec. 3.1, namely ξ2 = λ̂±
2 and P = 1/2.

The positive root λ̂+
2 is highlighted by a red dot in the right panel of Fig. 3.7.

Having constructed a full effective potential for the CEL solution, we can ask whether this
is stable for large field amplitudes and how it is related to the functional u(z) of Eq. (3.49).
As shown in App. D.3, we have

lim
ηx,s→ηz

f(x) = u(z)
⏐⏐⏐
z=gsx

+ 8− 9ξ2

96π2(2− ηx,s)
gsx. (3.74)

Therefore the full solution f(x) includes all the information about u(ρ), plus a linear term
that was discarded in Sec. 3.3.1 by definition of the DER. Furthermore, Eqs. (3.68) and
(3.70) apply to all values of Cf , thus by choosing P = 1/2 and Cf = 0 in those equations,
and specifying the value ξ2 = λ̂+

2 , we deduce that the asymptotic behavior for the CEL
potential is

f(x)∼
x→∞

λ̂+
2
2 x2. (3.75)

We conclude that the CEL solution is stable for arbitrary small values of the strong gauge
coupling, even in the UV limit where g2

s → 0.

3.4.2. New Solutions with a Nontrivial Minimum

Let us now consider the region II where the potential has a nontrivial minimum x0. This
feature implies an important consequence; as it can be seen from Eq. (3.66), the QFP
potential behaves as a nonrational power of x at the origin. In fact its second order derivative
is not defined at x = 0 as long as ηx,s > 0. However, this problem might be avoided if there is
at least one nontrivial minimum x0, in the spirit of the Coleman-Weinberg mechanism [243],
in such a way that we can define the self-interacting scalar couplings as derivatives of the
potential at x0. This is precisely our case, thus we impose the consistency condition f ′′(x0) =
ξ2.

To simplify the discussion we adopt the same small-field expansion discussed above, which
corresponds to neglecting subleading powers of x0, for small values of the vacuum expectation
value. The defining condition for the minimum, f ′(x0) = 0, provides the expression for Cf

Cf = x
−2+ηx,s
2+ηx,s

0
2 + ηx,s
2− ηx,s

9ξ2g
2P
s − 8g2−2P

s
384π2 , (3.76)
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while the consistency condition

f ′′(x0) = 81ξ2g
2P
s − 72g2−2P

s
864π2(2 + ηx,s)x0

= ξ2, (3.77)

provides the expression for the nontrivial minimum

x0 = 9ξ2g
2P
s − 8g2−2P

s
96π2ξ2(2 + ηx,s)

. (3.78)

Different powers of P lead to different leading behaviors in g2
s for the latter expression. These

can be summarized in the following way

x0 =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

3
64π2 g

2P
s if P ∈ (0, 1/2),

9ξ2 − 8
192π2ξ2

gs if P = 1/2,

− 1
24π2ξ2

g2−2P
s if P ∈ (1/2, 1).

(3.79)

These results are in agreement with the EFT analysis including thresholds presented in
Sec. 3.3.2. In fact Eqs. (3.56) and (3.61) are identical to those in Eq. (3.79), recalling the
relation x0 = g2P

s κ. Also the (unphysical) solution for P ∈ (1/2, 1) is in agreement with the
EFT-like analysis (see App. E, in particular Eq. (E.3)).

Moreover, we can substitute the expression for the minimum x0(ξ2, g
2
s ) inside the param-

eterization for Cf in Eq. (3.76) for P = 1/2. Considering the leading order in g2
s , we find

Cf = 243 ξ2
2 − 16

1728π2 η̂x,s
+ ξ2

2 if P = 1
2 , (3.80)

which describes a one-parameter family of QFP solutions satisfying the consistency condition
at the nontrivial minimum, i.e., f ′′(x0) = ξ2. These solutions are represented in the right
panel of Fig. 3.7 as a red dashed line laying in region II. The asymptotic behavior for these
solutions is obtained by plugging Eq. (3.80) into Eq. (3.70). It turns out that these solutions
obey the same asymptotic behavior as for the CEL solution, which is given by a quadratic
function in x:

f(x)∼
x→∞

ξ2

2 x
2 if P = 1

2 . (3.81)

Also for P < 1/2 it is possible to find a parameterization Cf (ξ2) for the QFP solutions
with a nontrivial minimum satisfying the consistency condition in x0. Its leading order
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contribution in g2
s reads

Ĉf = 9 ξ2
2

64π2 η̂x,s
if P ∈ (0, 1/2), (3.82)

and coincides exactly with the solution to the condition Ĉf,∞ = 0. Therefore, we find the
asymptotic behavior

f(x)∼
x→∞

0 if P ∈ (0, 1/2), (3.83)

which corresponds to an asymptotically flat QFP potential.
Along these two families of QFP solutions for P ≤ 1/2, it is interesting to evaluate the

rescaled cubic coupling at x0. It is given by the third derivative of the homogenous scaling
part with respect to x which reads

f ′′′(x0) = −Cf
8ηx,s(2− ηx,s)

(2 + ηx,s)3 x
− 2+3ηx,s

2+ηx,s
0 . (3.84)

By inserting x0(ξ2, g
2
s ) and Cf (ξ2), the leading contribution in g2

s is given by

ξ3 =

⎧⎪⎨⎪⎩
− 6ξ2

2g
2P
s if P ∈ (0, 1/2),

− 2ξ2
243ξ2

2 + 864π2η̂x,sξ2 − 16
9(9ξ2 − 8) gs if P = 1/2.

(3.85)

From the definitions in Eqs. (3.37) and (3.63), we deduce that the transformation between
the rescaled cubic coupling for f(x) and the finite ratio λ̂3 is

ξ3 = λ̂3g
2P3−6P
s . (3.86)

The scaling powers in Eq. (3.85) yield that P3 = 2 for P = 1/2 and P3 = 4P for P ∈
(0, 1/2), which is again in agreement with the EFT analysis including thresholds described
in Sec. 3.3.2. However, the expression for the finite ratio λ̂3 is different. This is not surprising
since here we are approximating the threshold functions by assuming a ϕ4-dominance regime
in the UV. On the contrary, in the previous EFT approach, we took into account the full
threshold effects, even though we were considering a polynomial truncation for the scalar
potential.

Summary

Finally, let us summarize the results presented so far for the effective potential f(x), at the
quasi-fixed-point, and for general P < 1. Starting from a “bare” potential where the quartic
self-interaction is the only coupling, we obtain a quantum one-loop effective potential f(x)
which is of the same type (and satisfying the consistency property f ′′(0) = ξ2) only for the
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3. Z2-Yukawa-QCD Models

particular choice of parameters P = 1/2, Cf = 0, and ξ2 = λ̂±
2 . This solution corresponds

to the CEL potential. We argued that it is stable with a well defined asymptotic behavior
in the combined limit x→∞ and g2

s → 0.
In addition, for P ≤ 1/2, we discovered in the (Ĉf , ξ2) plane the existence of a one-

parameter family of novel solutions. Despite the presence of a log-type singularity at the
origin, these solutions possess a nontrivial minimum x0 satisfying the condition f ′′(x0) = ξ2.
For P = 1/2 these new solutions are stable and present the same quadratic asymptotic
behavior as for the CEL solution. For P < 1/2, the QFP potential becomes asymptotically
flat in the combined limit x → ∞ and g2

s → 0, due to the vanishing of the asymptotic
coefficient Ĉf,∞.

Last but not least, we want to highlight again the importance of consistently check the
validity of the scaling solutions, accordingly to the further assumption that we made: namely
the approximation of the anomalous dimensions and the RG running of h2 with their ex-
pressions in the DER limit. The consistency check of these assumptions will be provided in
the following chapter, while discussing the scheme (in)dependence of our results for an even
larger class of models. In fact, in Sec. 4.4.1 and App. G.1, we will clarify that the scaling
solutions for P < 1/4 have to be rejected since, for these values of P , QFP solutions for h2

are not viable.
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4. SU(2)L × SU(3)c-Gauged-Higgs-Yukawa
Models

The aim of the present chapter is to generalize the results of Chap. 3 to a larger family of
gauged-Yukawa theories which include the whole non-Abelian sector of the SM. In addition
to the strong gauge group SU(Nc), discussed in the previous chapter, we now add the SU(NL)
gauge group as part of the electroweak interaction coupled to scalars and chiral fermions.

We have seen, in the previous chapter, the importance of including mass-threshold effects,
over the whole RG running of couplings, in order to reveal novel AF trajectories. As a
drawback, the inclusion of threshold phenomena introduces naturally a scheme dependence in
all the beta functions. Therefore, in this chapter we want not only to enlarge the complexity
of our toy-models, but also investigate the scheme (in)dependence of our results.

Let us start first by introducing the model. As we have already mentioned, it consists
of a Yang-Mills theory based on the local SU(2)L × SU(3)c subgroup of GSM. In order to
be as much general as possible, we keep the group dimensions NL and Nc generic and we
specify them to be NL = 2 and Nc = 3 whenever concrete calculations are concerned.
Therefore, we introduce a complex scalar field ϕ and a fermionic field ψL belonging to
the fundamental representation of SU(NL). The field ψL is composed of NL left-handed
Weyl fermions. Correspondingly we introduce also right-handed Weyl components, which
transform trivially with respect to SU(NL) (in order to exhibit the same chiral symmetry of
the SM). We will refer to the scalar and fermionic components as ϕa and ψaL respectively,
where a ∈ {1, . . . , NL}. For NL = 2, we identify these components as the top tL and bottom
bL quarks or their corresponding counter-parts for a different flavor. In addition, each left-
and right-handed Weyl components are also charged under the SU(Nc) gauge group, as was
also assumed in the previous toy-model discussed in Chap. 3. Therefore the bare action for
this model, in Euclidean spacetime, reads

S =
∫
d4x

[
1
4
(
F i
µν

)2 + 1
4
(
GI
µν

)2 + (Dµϕ)†a(Dµϕ)a + m̄2ρ̃+ λ̄

2 ρ̃
2 + ψ̄AR i /DAB

ψBR

+ ψ̄aAL i /DabAB
ψbBL + ih̄(ψ̄aAL ϕaψAR + ψ̄ARϕ

†aψaAL )
]
, (4.1)

where the scalar field amplitude ρ̃ is the SU(NL) invariant ρ̃ = ϕ†aϕa. In comparison with
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the previous simpler Z2-Yukawa-QCD model, here we have in addition a pure Yang-Mills
term for the vector bosons W i

µ. The field strength tensor for the latter field is F i
µν =

∂µW
i
ν−∂νW i

µ−ḡf ijkW j
µW

k
ν , where f ijk are the structure constants for the su(NL) Lie algebra.

The interaction terms with the gauge bosons are generated from the covariant derivatives.
Right-handed fermions interact only with gluons through the covariant derivative in color-
space DAB

µ , already defined in Eq. (3.2). In addition here we have the covariant derivative
acting on ϕ, namely Dab

µ = δab∂µ + iḡW i
µt
ab
i where ḡ is the bare weak gauge coupling of

SU(NL). Left-handed fermions are instead charged under both gauge group therefore the
covariant derivative acting on them is more involved since DabAB

µ = δAB
(
δab∂µ + iḡW i

µt
ab
i

)
+

iḡsG
I
µT

AB
I δab.

Concerning the Yukawa sector, we consider only one Yukawa coupling h̄, which plays the
role of the top-Yukawa coupling, since it is quantitatively the most relevant one for the
running of the Higgs potential. This concretely means that only the bottom right-handed
Weyl spinor, with its “colored” structure, has been considered in Eq. (4.1). However, as
already mentioned in Sec. 3.1, whenever feasible and relevant, we will specialize to the
whole SM matter content including its flavor and generation substructure. While doing this
generalization, additional kinetic terms in Eq. (4.1) need to be added.

4.1. Perturbative Analysis
Following the same structure as in the previous simpler Z2-Yukawa-QCD model, we start our
analysis from standard perturbation theory at one-loop level and in the DER. Therefore, we
present now the RG beta functions for the renormalized dimensionless couplings g2, g2

s , h2

and λ (their general definitions with respect to the bare couplings will be given in Sec. 4.2).

Gauge Sector

Concerning the strong gauge coupling, its RG equation is the same as for the previous
model, cf., Eq. (3.5). In fact, the number of fermionic degrees of freedom which can run in
a spinor loop contributing to the anomalous dimension ηG is still the same; both left- and
right-handed Weyl spinors are charged under the color gauge group. In addition, for the
present model we should consider also the one-loop diagrams contributing to the anomalous
dimension ηW for the gauge boson fields W i

µ. The RG beta function for g2 is [29]

∂tg
2 = ηWg

2, ηW = − g2

3(16π)2 (22NL − dL
γN

L
f −Nsc), (4.2)

where also a contribution due to the scalar loop is present. Nsc represents in fact the number
of complex scalar NL-tuples. The fermionic contribution to the anomalous dimension ηW

is different from the SU(Nc) case: since only interaction vertices between W i
µ and ψL are
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allowed, this contribution counts precisely the number of possible left-handed Weyl spinors
which can run in the fermion loop. NL

f is indeed the number of spinor NL-tuples and dL
γ = 2

denotes the dimension of the corresponding Clifford-algebra representation.
In the SM, we have 3 doublets for the leptons and 3× 3 doublets for the quarks, therefore

NL
f = 12. Moreover there is only one scalar doublet Nsc = 1. To summarize we have for the

SM that

NL = 2, Nc = 3, NL
f = 12, N c

f = 6, Nsc = 1, (4.3)

and for these values, both one-loop beta functions in Eqs. (3.5) and (4.2) are negative such
that g2 and g2

s approach the AF Gaußian FP in the UV limit.

Yukawa Sector

For the top-Yukawa coupling, the standard one-loop RG flow equation in the DER reads

∂th
2 = (ηH + ηL + ηR)h2 − 3

8π2
N2

c − 1
Nc

h2g2
s , (4.4)

where the anomalous dimensions for the scalar, the left- and right-handed Weyl spinors are

ηH = Nc

8π2h
2 − 3

16π2
N2

L − 1
NL

g2, ηL = 1
16π2h

2, ηR = NL

16π2h
2. (4.5)

Let us notice that, by setting g2 = 0 and NL = 2 in the previous equation, we recover
exactly the beta function of the Z2-Yukawa-QCD model, cf. Eq. (3.7). Therefore, if we
project the system on the (h2, g2

s ) plane, we would find the same behavior and conclusions
as for the Z2-Yukawa-QCD model discussed in Sec. 3.1. A different situation occurs if we
instead, project the RG flow of the top-Yukawa onto the (h2, g2) plane, which corresponds
to take the g2

s → 0 limit. Setting Nc = 3 for illustration, we can search for AF trajectories
along which h2 becomes proportional to g2. Namely, we can search for QFPs for a new
rescaled coupling h̆2 = h2/g2, whose corresponding RG flow equation reads

∂th̆
2 = NL + 7

16π2 g2h̆2
(
h̆2 − χ2

g

)
, χ2

g = 2
3(NL + 7)

(
NL

f + 1
2 −

13
2 NL −

9
2NL

)
. (4.6)

The matter content is constrained, in order for AF trajectories to be present, by the following
condition

1
2

(
13NL + 9

NL
− 1
)
< NL

f < 11NL −
1
2 . (4.7)

However, the lower bound is not fulfilled for the SM, resulting in a negative value for χ2
g =

−11/54. Therefore nontrivial solutions for the QFP equation ∂th̆
2 = 0 do not exist in the
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Fig. 4.1.: The upper critical surface h2 = Ω(g2
s , g

2) of total asymptotic freedom for the perturba-
tively renormalizable model in the DER and for the SM set of parameters summarized
in Eq. (4.3). The special trajectory in Eq. (4.14), along which h2 is proportional both to
g2 and g2

s , is highlighted by a red line. It is a UV attractive (repulsive) trajectory along
the directions tangent (orthogonal) to Ω. The intersection of Ω with the g2 = 0 plane is
highlighted by a green line with a slope given by Eq. (3.11); the intersection of Ω with
the g2

s = 0 plane is shown as a purple line satisfying h2 = g2
s = 0. The arrows of the RG

stream flow on the top of the critical surface are pointing towards the UV.

positive physical quadrant of the (h2, g2) plane, and the only possible solution is the trivial
one h̆2

∗ = 0. In a pictorial representation of the flow similar to that in Fig. 3.1 (left panel),
one would find that the red AF trajectory is squeezed to the h2 = 0 axis.

If we consider the three-dimensional (h2, g2
s , g

2) space, the beta function ∂th
2 in Eq. (4.4)

can be analytically integrated together with equation ∂tg
2
s (cf. (3.5)) and equation ∂tg

2

(cf. (4.2)). As explained in App. A.2, the matter content parameters NL
f and N c

f must fulfill
the following necessary but not sufficient condition in order to feature total asymptotic
freedom,

χ2 = 9(N2
c − 1)

Nc(11Nc − 2N c
f ) + 9(N2

L − 1)
NL(22NL − 2NL

f − 1) − 1 > 0, (4.8)

which generalizes the lower bound χ2
s > 0 for the Z2-Yukawa-QCD model as well as the

condition χ2
g > 0 in Eq. (4.6). In the SM case, the latter inequality is satisfied since χ2 =

227/266. Moreover, if the condition in Eq. (4.8) holds, we can identify a critical surface
Ω, parameterized by a function h2 = Ω(g2

s , g
2), which represents the upper bound for total

asymptotic freedom. In other words, for any initial condition such that h2
0 ≤ Ω(g2

s0, g
2
0) the

top-Yukawa coupling becomes AF and approaches the GFP in the UV limit. As a matter
of fact, this surface is UV repulsive along its normal directions, while all the trajectories on
the surface itself are attracted towards a special one where the top-Yukawa coupling and
both gauge couplings become proportional to each other (see App. A.2 for details). The RG
flow on the critical surface Ω(g2

s , g
2) is depicted in Fig. 4.1, where the lines are pointing in
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4.1. Perturbative Analysis

the UV direction. The special trajectory on the surface itself is highlighted by a red line. In
addition, also the intersections of Ω with the planes g2 = 0 and g2

s = 0 are represented in the
figure; they correspond to the QFP solutions in Eq. (3.11) (green line) and h̆2

∗ = 0 (purple
line) respectively.

In order to find the corresponding equation for the special UV attractive trajectory on Ω,
let us use the QFP criteria and consider the ratio among the two gauge couplings

ĝ2 = g2

g2
s
, (4.9)

together with its RG flow

∂tĝ
2 = g2

48π2

[
22Nc − 4N c

f − (22NL − 2NL
f − 1)ĝ2] . (4.10)

The latter possesses a QFP solution for g2 ̸= 0 at

ĝ2
∗ = 2(11Nc − 2N c

f )
22NL − 2NL

f − 1 . (4.11)

The solution g2 = ĝ2
∗g

2
s identifies a plane in the three dimensional space of parameters

(g2, g2
s , h

2), whose intersection with Ω is a trajectory along which h2 ∝ g2
s ∝ g2. Assuming

g2 = ĝ2
∗g

2
s , we perform the same rescaling as in Eq. (3.8), arriving at the beta function for

ĥ2 which reads

∂tĥ = ĥ2g2
s
2Nc +NL + 1

16π2

[
ĥ2 − 2(11Nc − 2N c

f )χ2

3(2Nc +NL + 1)

]
, (4.12)

whose nontrivial QFP solution is

ĥ2
∗ = 2(11Nc − 2N c

f )
3(2Nc +NL + 1)χ

2. (4.13)

For the SM set of parameters we have

ĝ2
∗ = 42

19 , ĥ2
∗ = 227

171 . (4.14)

Scalar Sector

Now we investigate the scalar sector and thus include also the running of the quartic scalar
coupling λ. Its one-loop perturbative beta function in the DER is

∂tλ = 2ηHλ+ 3(NL − 1)(N2
L + 2NL − 2)

32π2N2
L

g4 + NL + 4
8π2 λ2 − Nc

4π2h
4, (4.15)
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where ηH is given by Eq. (4.5). Since we are interested in the special trajectory described by
Eqs. (4.11) and (4.13), along which the top-Yukawa and the gauge couplings are proportional
among each other, we can express h2 and g2 as a function of g2

s . Thus the beta function
∂tλ turns out to be just a function of λ and g2

s , and any AF solution must correspond to a
particular power scaling P of the quartic coupling with respect to the strong gauge coupling.
The beta function for λ̂2, as defined in Eq. (3.13), becomes

∂tλ̂2 = 2η̂Hλ̂2g
2
s + 3(NL − 1)(N2

L + 2NL − 2)
32π2N2

L
ĝ4

∗g
4−4P
s + NL + 4

8π2 λ̂2
2g

4P
s

− Nc

4π2 ĥ
4
∗g

4−4P
s + 2Pλ̂2η̂Gg

2
s , (4.16)

where η̂G is the same as in Eq. (3.14) while the rescaled scalar anomalous dimension

η̂H = ηH

g2
s

= Nc

8π2 ĥ
2
∗ −

3(N2
L − 1)

16π2NL
ĝ2

∗, (4.17)

is different from Eq. (3.14) due to the presence of a gauge bosons contribution. A nontrivial
finite QFP solution for λ̂2 is present only for P = 1/2. By choosing the SM set of parameters,
we find the QFP roots

λ̂±
2 = 1

342

(
−143±

√
119402

)
, P = 1

2 , (4.18)

whose stability properties are the same as for the CEL solution described in Sec. 3.1. In
particular, the positive root λ̂2 = λ̂+

2 corresponds to the only trajectory along which the
theory is UV complete with a perturbatively stable potential. Moreover it corresponds to a
UV repulsive, i.e., IR attractive, trajectory.

Comparing our toy-model flow to that of the SM, see Fig. 2.3 (left panel), current data
suggests that the SM flow is governed by its vicinity to the analogue of the critical surface Ω,
with the gauge couplings, the top-Yukawa coupling h and the scalar coupling λ all exhibiting
a flow towards smaller values above the Fermi scale. As the strong coupling gs is larger than
the weak coupling g (g3 > g2 in Fig. 2.3), the gauge sector has not yet reached its QFP
value of Eq. (4.11). Also, the top-Yukawa coupling is below its QFP value in Eq. (4.13).
The scalar coupling appears to be near critical [153, 245–249], with λ̂2 being slightly below
(the analogue of) λ̂+

2 , such that λ appears to approach zero or potentially drop below zero
towards higher scales. Of course, the contribution of the hypercharge U(1) group that would
dominate the flow far above the Planck scale is ignored in the present discussion.
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4.2. Nonpertubative RG Flow Equations
Our next step is to present the nonperturbative FRG flow equations for the present model. In
order to do so, we start from a truncation of the EAA based on the leading-order derivative
expansion, such that Γk reads in generic d dimensions

Γk =
∫

ddx
[
ZW

4 (F µν
i )2 + ZG

4 (Gµν
I )2 + ZH(Dµϕ)†a(Dµϕ)a + U(ϕ†ϕ) + ZLψ̄

aA
L i /DabAB

ψbBL

+ ZRψ̄
A
R i /DAB

ψBR + ih̄(ψ̄aAL ϕaψAR + ψ̄ARϕ
†aψaAL ) + LGF + Lgh

]
. (4.19)

All couplings ḡ, ḡs, h̄, wave function renormalizations ZW,G,H,L,R, and the effective potential
U are k dependent. For simplicity, we refer to the NL = 2 case for the remainder of this
section, but we will consider Nc and the spacetime dimension d as arbitrary parameters.

In order to take into account also the threshold effects coming from the SSB regime,
we decompose the scalar field into the bare nontrivial minimum v̄ plus fluctuations around
it. Without loss of generality we choose the radial mode in the first real component such
that [112, 194]:

ϕ = 1√
2

(
v̄

0

)
+ 1√

2

(
H + iθ3

θ2 + iθ1

)
≡ v̄√

2
n̂+ ∆ϕ, (4.20)

where the radial fluctuation H(x) corresponds to the Higgs excitation and the Goldstone
fields form a triplet. The second equality in the latter equation allows us to generalize
the discussion in the case we want to keep arbitrary the unitary radial direction n̂, in the
fundamental space of the SU(NL) gauge group.

We also need to fix both gauge groups through a Lagrangian

LGF = ZW

2ζ (Fi)2 + ZG

2ζs
(FIs )2, (4.21)

where the gauge-fixing condition Fi, for the weak gauge group, is usually chosen in such a
way that no mixing terms between the Goldstone modes θ1,2,3 and the vector bosons W µ

i

appear in the propagators. This is obtained for the following choice of Fi

Fi = ∂µW
i
µ − iζ ZH

ZW

ḡv̄√
2
(
n̂†ti∆ϕ−∆ϕ†tin̂

)
= ∂µW

i
µ + ζ

ZH

ZW

ḡv̄

2
(
δi1θ1 − δi2θ2 + δi3θ3

)
.

(4.22)

Notice that, within this choice, only the Goldstone modes are involved in the gauge-fixing
condition but not the Higgs field. For the strong gauge group, we choose the standard
Lorentz gauge-fixing condition as we did for the previous model, thus we have FIs = ∂µG

I
µ.
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The ghost Lagrangian should encode the determinants of the Faddeev-Popov operators

Mij = δFi
δαj

= −∂µDij
µ + ζ

ZH

ZW

ḡ2v̄√
2

[
n̂†titj

(
v̄√
2
n̂+ ∆ϕ

)
+
(
v̄√
2
n̂† + ∆ϕ†

)
tjtin̂

]
,

= −∂µDij
µ + ζ

ZH

ZW

ḡ2v̄

4
[
δij(v̄ +H)− ϵij1θ1 + ϵij2θ2 − ϵij3θ3

]
, (4.23)

MIJ
s = δFIs

δαsJ
= −∂µDIJ

µ = −□δIJ − ḡsf
IJK∂µG

K
µ , (4.24)

where αj and αsJ are the local gauge parameters parameterizing any infinitesimal gauge
transformation under SU(NL) and SU(Nc) respectively (ϵijk is the Levi-Civita total anti-
symmetric tensor). At the functional level, the determinants for M and Ms are obtained by
introducing ghost Graßman fields ci, c̄i, bI , b̄I and defining the Lagrangian density

Lgh = −c̄iMijcj − b̄IMIJ
s bJ . (4.25)

In the following of this chapter, we will mostly quote the results obtained in the Landau
gauge limit, where the gauge-fixing parameters are set to zero {ζ, ζs} → 0.

Since we are ultimately interested in the scaling solutions of this model, we introduce the
dimensionless renormalized U(NL)-invariant scalar field amplitude

ρ = ZH
ϕ†aϕa

kd−2 , (4.26)

and the dimensionless renormalized couplings

h2 = h̄2kd−4

ZHZLZR
, g2 = ḡ2kd−4

ZW
, g2

s = ḡ2
sk

d−4

ZG
. (4.27)

Scalar Potential

Given the truncated EAA in Eq. (4.19), we can derive from the Wetterich equation (cf. Eq. (2.34))
the exact RG flow equations for the different operators included in Γk, by applying appropri-
ate projection rules. 21 For example, the beta function for the dimensionless potential u(ρ),
defined in Eq. (3.20), reads [113, 194, 250]

∂tu = −du+ (d− 2 + ηH)ρu′ + 2vd
{
l
(H)d
0 (ωH, ηH) + 3l(θ)d

0 (ωθ, ηH)

+ 3(d− 1)l(W)d
0 (ωW, ηW)− 4Ncl

(F)d
0 (ωF, ηψ)

}
, (4.28)

21 Details on this procedure are presented in App. C for the Z2-Yukawa-QCD model. Generalization to the
present more involved SU(2)L×SU(3)c model is nevertheless straightforward. Let us just notice her that
the choice of the Landau gauge is a convenient one, since the matrix Γ(2)

k +Rk can be easily inverted in
order to obtain the exact full propagator.
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where the arguments ωH,F are the same as in Eq. (3.23), while ωθ,W are defined by

ωθ = u′(ρ), ωW = g2ρ

2 . (4.29)

The anomalous dimensions are, as usual, given by ηΦ = −∂t logZΦ, where Φ = {H,G,W,L,R}.
From Eq. (4.28), we can extract also the flow equation for the nontrivial minimum κ

κ = ZHv̄
2

2kd−2 , ∂tκ = −∂tu
′(ρ)

u′′(ρ)

⏐⏐⏐⏐
ρ=κ

, (4.30)

as well as the RG flow equations for the scalar self-couplings to any order by polynomial
expansion. For the general definition of the threshold functions we refer the reader to App. B.

Let us emphasize a few aspects of the flow equation (4.28). Regarding the scalar loops,
there are two threshold contributions: one is associated to the radial or Higgs excitation
labeled by H and the other one refers to the longitudinal Goldstone modes labeled by θ. 22

In fact the latter occurs with a prefactor 2NL−1 = 3 which counts the number of Goldstone
modes. Regarding the fermionic contribution, we have the same as for the Z2-Yukawa-
QCD model, since we consider only one right-handed Weyl spinor. As a consequence, only
one component of the NL-plet ψL acquires a Dirac mass via the Yukawa interaction and is
referred to as the top-quark. 23 In addition to the Z2-Yukawa-QCD model, there is also a
contribution coming from the gauge boson fields W i

µ. 24 Further contributions from gluon
and ghost loops can be ignored since they are field independent. All loop contributions in
Eq. (4.28) can be diagrammatically represented as in Fig. 4.2; here dashed, solid and wavy
lines represent the scalar, top-fermion and W propagators respectively.

Top-Yukawa Coupling

In order to obtain the beta function for the top-Yukawa coupling, we proceed as discussed
in Sec. 3.2 and project ∂tΓk onto a generalized field-dependent Yukawa potential h(ρ). Sub-
sequently, we specify this functional to the constant configuration h(ρ) = h. We obtain

22 The eigenvalues of the symmetric scalar sector of Γ(2)
k are U ′(ϕ†ϕ), with a multiplicity of 2NL − 1, and

U ′(ϕ†ϕ) + 2ϕ†ϕU ′′(ϕ†ϕ), with a degeneracy of one. These eigenvalues define exactly the arguments ωθ

and ωH as given in Eqs. (4.29) and (3.23).
23 In case kinetic terms for the other NL−1 bottom-like Weyl-spinors were included (keeping their Yukawas

to zero), their loop contributions would be field-independent since ωF = 0. Therefore these contributions
can be neglected since they would influence an unimportant cosmological constant.

24 Within the present choice of Landau gauge, only the transverse gauge bosons contribute to the flow ∂tu
and the factor in front of this contribution counts exactly the dimension of the adjoint representation
(N2

L − 1 = 3) times the trace over the transverse propagator ( ΠT
µµ = d − 1). The longitudinal gauge

bosons do not contribute to the scalar potential flow since the corresponding threshold loop would be
l
(W)d
0 (0, ηW), thus field independent.
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∂tUk : ∂th̄k :

Fig. 4.2.: Left Panel: Diagrammatic representation of the three contributions to the RG flow equa-
tion of the scalar potential. Dashed, solid and wavy lines denote the propagation of scalar,
fermionic and W -gauge-boson fields respectively. All the internal propagators, even when
it is not represented, are considered as fully dressed, due to the regulator insertion ∂tRk
identified by a circle with a cross. Right Panel: 1PI contribution to the beta function
for the top-Yukawa coupling which is suppressed in the Landau gauge since it involves a
longitudinal W gauge boson.

therefore in the Landau gauge [113]

∂th
2 = (d− 4 + ηH + 2ηψ)h2 + 4vdh4

{
l
(FH)d
11 (ωF, ωH; ηψ, ηH)− l(Fθ)d

11 (ωF, ωθ; ηψ, ηH)
}

− 8vd
N2

c − 1
2Nc

(d− 1)h2g2
s l

(FG)d
11 (ωF, 0; ηψ, ηG)

⏐⏐⏐
ρ=κ

, (4.31)

where the spinor anomalous dimension ηψ is defined as the average of the left- and right-
handed Weyl spinor anomalous dimensions,

2ηψ = ηL + ηR. (4.32)

In equation (4.31) there are no 1PI contributions from the W fields. The only contribution
from these fields could come from a triangular one-loop diagram as depicted in Fig. 4.2 (right
panel). However, this loop involves a Goldstone boson and in particular a longitudinal W
gauge boson, which is removed from the theory in the Landau gauge [194, 251]. The same
conclusion also holds for the unitary gauge in the SSB regime due to the decoupling of the
involved Goldstone modes, which are gapped.

Anomalous Dimensions

In order to derive the flows for the wave functions renormalization ZH, ZL and ZR we project
the Wetterich equation onto the kinetic terms for the radial Higgs excitation, the left-handed
top quark and the right-handed top-quark respectively. 25 The final results, again in the
Landau gauge, read:

ηH = 8vd
d

{
ρ(3u′′ + 2ρu′′′)2m

(H)d
2 (ωH, ηH) + 3ρ(u′′)2m

(θ)d
2 (ωθ, ηH)

25 Different projections, leading to different expressions for the anomalous dimensions, are also possible [194].
This ambiguity stems from the splitting of the scalar field ϕ into its vev plus fluctuations around it, cf.,
Eq. (4.20). For example, one could evaluate the anomalous dimension for the scalar field by projecting the
Wetterich equation onto the kinetic operator of the Goldstone modes. In a similar manner, a projection
on the kinetic term for the left-handed top-quark or the left-handed bottom-quark lead to different beta
functions.
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ηH :

ηL :

ηR :

Fig. 4.3.: Diagrammatic representation for the RG flow equations of the scalar wave function renor-
malization ZH and the left and right top-quark wave functions renormalization ZL and
ZR. Thick black dots represent couplings to the condensate, i.e., the nontrivial ground
state for the scalar potential. For convenience, we have decided to drop the regulator
insertion in any internal lines.

+ 2Nch
2[m(F)d

4 (ωF, ηψ)− ρh2m
(F)d
2 (ωF, ηψ)

]
− 3(d− 1)g2

2 l
(θW)d
11 (ωθ, ωW; ηH, ηW)

+ 3(d− 1)ω2
W

ρ

[
2 m̃(W)d

2 (ωW, ηW) +m
(W)d
2 (ωW, ηW)

]}⏐⏐⏐⏐
ρ=κ

, (4.33)

ηR = 4vd
d

{
h2[m(LH)d

12 (ωF, ωH; ηL, ηH) +m
(Lθ)d
12 (ωF, ωθ; ηL, ηH) + 2m(Lθ)d

12 (0, ωθ; ηL, ηH)
]

+ N2
c − 1
2Nc

2g2
s (d− 1)

[
m

(RG)d
12 (ωF, 0; ηψ, ηG)− m̃(RG)d

11 (ωF, 0; ηψ, ηG)
]}⏐⏐⏐⏐

ρ=κ
, (4.34)

ηL = 4vd
d
h2
{
m

(RH)d
12 (ωF, ωH; ηR, ηH) +m

(Rθ)d
12 (ωF, ωθ; ηR, ηH)

}
+ (d− 1)g2

2
[
m

(LW)d
12 (ωF, ωW; ηL, ηW)− m̃(LW)d

11 (ωF, ωW; ηL, ηW)

+ 2m(LW)d
12 (0, ωW; ηL, ηW)− 2m̃(LW)d

11 (0, ωW; ηL, ηW)
]

+ N2
c − 1
2Nc

2g2
s (d− 1)

[
m

(LG)d
12 (ωF, 0; ηψ, ηG)− m̃(LG)d

11 (ωF, 0; ηψ, ηG)
]}⏐⏐⏐⏐

ρ=κ
, (4.35)

where, as usual, different labels in the threshold functions, defined in App. B, identify dif-
ferent propagators in the corresponding one-loop integrals.

A diagrammatic representation of the latter equations is given in Fig. 4.3. As a first
observation, we want to emphasize the fact that the SU(Nc) gauge group does not interfere
with the electroweak gauge group. For example, there are no fundamental vertices among
fermions and gluons which involve a change in the chirality of the Weyl spinors. As a
consequence, the gluons contributions to the right- and left-handed top-quark are exactly of
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the same form as for the Z2-Yukawa-QCD model, see Sec. 3.2. Notice that, due to the trivial
gauge transformation of ψR with respect to the SU(2)L gauge group, there are no additional
contributions in ηR coming from an exchange of a W gauge boson. The opposite situation
occurs for ηL. For both spinor anomalous dimensions, there are threshold contributions due
to an exchange of a scalar field which can be either the Higgs or the Goldstone excitation.

Let us observe that, the fundamental two fermions-one scalar vertex involves a change
in the chirality of the fermion. Therefore, to the anomalous dimension ηL (ηR), there is a
contribution from a scalar-fermion loop where a right-handed (left-handed) Weyl spinor is
exchanged. 26

Regarding the Higgs anomalous dimension, there are pure scalar loop contributions where
either the Higgs or the Goldstone excitations are exchanged, as well as pure W gauge boson
loop. The fermion loop contribution to ηH involves only the top-quark since we are projecting
on the kinetic term of the radial scalar fluctuation. The threshold function l(θW)

11 corresponds
to a loop integral where a Goldstone mode and a W gauge boson are exchanged. Indeed,
the theory allows for a two scalars-one gauge boson elementary vertex where the scalars can
be either two Goldstone fields or one Higgs and one Goldstone field. The latter vertex is the
one of our interest due to the projection on the radial H(x) field.

Limiting Case: Deep Euclidean Regime

In the previous chapter, in particular in Sec. 3.2, we have observed that the universal one-
loop beta functions can be straightforwardly obtained from the FRG results by going into
the DER and setting to zero all η’s inside the threshold functions. As a matter of fact,
within these limits, ∂th2 reduces to Eq. (4.4) and ηH,L,R take the same form as in Eq. (4.5)
for NL = 2. Once we have the beta functions in the DER for the general SU(2)L × SU(3)c

model, we can wonder how we can obtain the universal one-loop beta function for the two
limiting models: the Z2-Yukawa-QCD and the non-Abelian Higgs models. The latter limit
can be straightforwardly recovered by setting h2 → 0 and g2

s → 0, which is valid also at the
level of the FRG equations.

However, the limit to the Z2-Yukawa-QCD model is more subtle: if we consider the top-
Yukawa coupling, Eq. (4.4) reduces to Eq. (3.33) by taking the limits g2 → 0 and NL → 2;
whereas, if we consider the quartic scalar self-interaction λ, Eq. (4.15) would reduce to
Eq. (3.12) by taking the limits g2 → 0 and NL → 1/2. This seeming contradiction can be
resolved by taking the unitary-gauge limit ζ →∞ in the FRG equations before approaching
the DER. This choice for the gauge-fixing parameter has the advantage that projects onto
the physical degrees of freedom whenever the theory has some hidden gauge symmetries. In
26 The mass-threshold contributions to ηL only involve an exchange of a right-handed top quark, since no

right-handed bottom quarks are present in the present model. On the other hand, the mass-threshold
contributions to ηR can either involve an exchange of a left-handed top quark or a left-handed bottom
quark. In the latter case the fermionic argument is ωF = 0 due to the massless nature of the bottom-quark
for our toy-model.
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4.2. Nonpertubative RG Flow Equations

fact, the Goldstone modes would acquire infinite mass, being proportional to ζ, and decouple
from the theory. As a consequence, the Z2-Yukawa-QCD model would simply correspond
to the limit g2 → 0 of the present general SU(2)L × SU(3)c model, and the DER limit can
now be safely taken. The importance of taking the unitary gauge before going into the DER
becomes manifest in the FRG equations. In fact, taking the reverse order of these two limits
would lead to ill-defined quantities such as a divergent ηH [251].

Gauge Sector

The functional treatment of the RG flow also goes along with generalizations of the beta
functions for the gauge couplings g2 and g2

s . In fact a nontrivial minimum κ for u(ρ) gives
rise to mass-threshold corrections to the anomalous dimensions ηG and ηW. So far we have
considered Eqs. (4.2) and (3.5) which represent these flows in the DER. A functional gener-
alization of the latter equations beyond the DER can be computed in the background-field
formalism [194]. For the SU(2)L gauge group and for NL

f left-handed fermion doublets, the
anomalous dimension for the W i

µ gauge bosons is 27

ηW = − g2

48π2

[
44LW(µ2

W)− dL
γ

NL
f∑

j=1

LF(µ2
tj , µ

2
bj)− LH(µ2

H)
]
, (4.36)

where the renormalized dimensionless mass parameters are proportional to κ.

µ2
W = g2κ

2 , µ2
tj/bj = h2

tj/bjκ, µ2
H = 2λ2κ. (4.37)

The threshold functions LW,F,H are normalized in such a way that ηW reduces to Eq. (4.2) in
the DER, namely LW,F,H(0) = 1. Ignoring higher-loop resummations and taking the Landau
gauge limit ζ → 0, the threshold functions read

LW(µ2
W) = 1

44

(
21 + 21

1 + µ2
W

+ 2
)
, LF(µ2

tj , µ
2
bj) = 1

2

(
1

1 + µ2
tj

+ 1
1 + µ2

bj

)
, (4.38)

LH(µ2
H) = 1

2

(
1 + 1

1 + µ2
H

)
. (4.39)

For the SU(3)c gauge group, the gluons wave function renormalization is

ηG = − g2
s

48π2

[
22Nc − dc

γ

Nc
f∑

j=1

L′
F(µ2

Qj)
]
, L′

F(µ2
Qj) = 1

1 + µ2
Qj
, (4.40)

where µ2
Qj = h2

Qjκ is the mass for the j-th quark where j has to be understood as a multiindex,
labeling the position within the left-handed doublet as well as possible generation copies.
27Here, we also allow for a bottom-type Yukawa coupling h2

bj
in addition to the top-type Yukawas h2

tj

associated to the j-th generation in order to model the decoupling of all quark mass thresholds.
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Let us briefly comment on the case where the rescaling power P of λ is P > 1. In
this case, as it will be shown exhaustively in App. G.2, the W gauge bosons and fermionic
fluctuations decouple from the dynamics since their masses diverge in the UV limit, in
striking contradiction with the assumption of the DER. We will refer to this scenario as the
decoupling regime. As a consequence, all loop contributions from these massive modes drop
out of the gauge coupling flows. Also the neutrinos might or might not contribute to the
running of g2 depending on their nature. They either decouple as well if they are Dirac
neutrinos with a mass term generated trough the coupling with the scalar condensate. Or as
Majorana neutrinos, they could essentially behave as nearly massless particles in the DER
and thus would not decouple from ηW. Counting the massless neutrinos by nν , we obtain

ηG = −11Nc

24π2 g
2
s , ηW = − g2

48π2

(
23− dL

γ

nν
2 − 1

)
. (4.41)

In this case, the ratio of the two gauge couplings, defined in Eq. (4.9), takes the QFP value

ĝ2
∗ = 66

19 . (4.42)

On the other hand, if we treat the neutrinos as Dirac particles, their contribution decouples
from ηW and the latter QFP value changes into

ĝ2
∗ = 3. (4.43)

4.3. Regularization in the MS Scheme
In the present section we want to temporarily abandon the FRG method, based on a mass-
dependent IR regularization scheme, and we evaluate the loop integrals in dimensional reg-
ularization [252–254]). In particular we use here the MS prescription, which represents a
mass-independent regularization scheme. Within this scheme, the beta functions equal the
residue of the (d − 4)−1 poles of the loop integrals. This prescription can be extended in a
functional form, providing functional perturbative beta functions [255, 256]. Even though
the MS prescription corresponds to a mass-independent scheme, it can be understood within
the functional language of FRG: it corresponds indeed to a very special choice of regulator
such that the loop threshold functions l(... )d0 become in the MS scheme, in d = 4 dimension,

l
(MS)
0 (ω) = ω2

2 . (4.44)
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Given the latter equation, we can immediately read out the RG flow of u(ρ) in MS, for the
general SU(2)L × SU(3)c model, from Eq. (4.28) and is

∂tu = −4u+ (2 + ηH)ρu′ + 1
32π2 (ω2

H + 3ω2
θ + 9ω2

W − 12ω2
F), (4.45)

where the arguments for the different threshold contributions have been already defined in
Eqs. (3.23) and (4.29). It is also straightforward to write down the corresponding beta
functionals for the two limiting models: for the Z2-Yukawa-QCD model we have

∂tu = −4u+ (2 + ηH)ρu′ + 1
32π2 (ω2

H − 12ω2
F), (4.46)

and for the non-Abelian Higgs model the beta functional is

∂tu =− 4u+ (2 + ηH)ρu′ + 1
32π2 (ω2

H + 3ω2
θ + 9ω2

W). (4.47)

Let us notice that the expressions for the anomalous dimensions as well as the beta function
for the top-Yukawa coupling are given, in the MS scheme, by their definitions in the DER.

4.3.1. Full Effective Potential in the ϕ4-dominance Approximation

We start the analysis of the beta functions in Eqs. (4.45-4.47), by adopting the same ap-
proximation that we used in Sec. 3.4. Namely, we assume that the scalar fluctuations are
dominated, in the UV limit, by the marginal quartic self-interaction coupling. This assump-
tion, whose consistency has to be checked once we have the QFP solution, allows us to write
the arguments ωH and ωθ in the simpler form

ωH = 3λ2ρ, ωθ = λ2ρ. (4.48)

Yet, we retain the full ρ-dependence in the scaling terms and on the left-hand sides of the
RG flows. Subsequently, in order to implement the QFP condition at the functional level, we
introduce a rescaled field variable x together with its potential f(x) according to Eq. (3.62)
(for the non-Abelian Higgs model we simply have to replace the strong gauge coupling with
the weak gauge coupling). According to this rescaling, the beta function for f(x) becomes

∂tf(x) = ∂tu(ρ)− P ηG/W xf ′(x), (4.49)

depending on whether we use g2
s or g2 to rescale the field amplitude ρ.

SU(2)L × SU(3)c Model

Regarding the general model under investigation, we specifically consider the trajectory
described by Eq. (4.14). This is exactly the special red trajectory in Fig. 4.1, along which
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h2 and g2 become proportional to g2
s . This yields a beta function for the rescaled scalar

potential f(x) that depends only on the AF strong gauge coupling g2
s :

∂tf = −4f + dx,sxf
′ + 3x2

128π2

[
16ξ2

2g
4P
s −

(
16ĥ4

∗ − 3ĝ4
∗

)
g4−4P

s

]
, (4.50)

where the scaling dimension dx,s includes also a contribution from the running of gs, cf.,
Eq. (3.65). The anomalous dimensions ηH,G are given by Eqs. (4.5) and (3.5). The QFP
values for the ratios ĝ2

∗ and ĥ2
∗ are listed in Eq. (4.14). The QFP equation, which is obtained

by the requirement that the left-hand side of Eq. (4.50) is vanishing, is solved by

f(x) = Cfx
4/dx,s − 3x2

256π2ηx,s

[
16ξ2

2g
4P
s −

(
16ĥ4

∗ − 3ĝ4
∗

)
g4−4P

s

]
, (4.51)

where Cf is a free integration constant, parameterizing the solution for the associated homo-
geneous equation. Setting Cf = 0 and requiring the consistency condition f ′′(0) = ξ2 singles
out the same solution with P = 1/2 and ξ2 = λ̂+

2 as described in Sec. 4.1, cf. Eq. (4.18).
For any nonvanishing Cf ̸= 0, the QFP potential behaves as a nonrational power of x at

the origin, thus, its second order derivative at x = 0 is singular for any ηx,s > 0. If the system
is in the SYM regime, the anomalous dimension for the rescaled field is indeed positive for
the Z2-Yukawa-QCD model, for all values of P . Hence, the singularity would affect large
classes of correlation functions expanded about the symmetric ground state, such that we
consider these solutions as unphysical. On the other hand, for the general model and for the
non-Abelian Higgs model, ηx can be negative for small enough values of P , because of the
negative gauge-loop contribution entering in ηH.

The singular behavior at the origin can be avoided if there is at least one nontrivial
minimum x0 > 0 for f(x), satisfying the consistency condition f ′′(x0) = ξ2. In fact, the
system of two equations that arises by setting n = 2 in Eq. (3.63) can be solved for Cf and
ξ2 as functions of x0. The additional requirement that 0 < ξ2 < ∞ in the g2

s → 0 limit can
be fulfilled only when P = 1. We obtain therefore the following expressions for Cf and ξ2,
at the leading order in g2

s ,

Cf = −3(16ĥ4
∗ − 3ĝ4

∗)
256π2

(
1
ηx,s

+ 1 + 2 log x0

2

)
, (4.52)

ξ2 = 3(16ĥ4
∗ − 3ĝ4

∗)
128π2 > 0, P = 1. (4.53)

If x0 attains a finite value in the g2
s → 0 limit, this corresponds to a potential that has a

finite minimum as well as finite derivatives at this minimum, which are given by

ξn = (−1)n+1 3(16ĥ4
∗ − 3ĝ4

∗)
128π2

(n− 3)!
xn−2

0
, n ≥ 3. (4.54)
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Therefore, we can construct a family of solutions parameterized by x0, with the desired
property that the rescaled quartic coupling at x0 is finite in the UV limit. These solutions
represent a two-parameter family of solutions, as the latter equation is compatible with an
arbitrary asymptotic scale dependence of x0 in the form

x0 = g2(P−Q)
s κ̂ = g2(1−Q)

s κ̂, (4.55)

where κ̂ and Q remain two undetermined parameters (see the rescaling expressions in
Eqs. (3.53) and (3.62)).

In order to address the global stability of the scaling solution f(x) in the UV limit, we have
to study its asymptotic behavior for large amplitudes x and in the limit g2

s → 0. Following
the same discussion as for Sec. 3.4.1, we can perform this combined limit by considering the
product g2P

s x either small or large. The former asymptotic region is addressed by taking
first the g2

s → 0 limit and then the x → ∞ limit, where we find the following asymptotic
behavior

f(x)∼
x→∞

x2 3(16ĥ4
∗ − 3ĝ4

∗)
128π2

1
4

[
−1 + 2 log

(
x

x0

)]
. (4.56)

In the latter asymptotic region the order of the two limits is exchanged and the asymptotic
behavior is

f(x)∼
x→∞

3(16ĥ4
∗ − 3ĝ4

∗)
128π2

x2

2ηx,s
> 0. (4.57)

For both cases, we find a stable potential, providing evidence for global stability.

Z2-Yukawa-QCD Model

Regarding this limiting model, the beta function for f(x) is obtained by substituting Eq. (4.48)
into Eq. (4.46). We thus have

∂tf = −4f + dx,sxf
′ + 3

32π2

(
3ξ2

2g
4P
s − 4χ4

sg
4−4P
s

)
x2, (4.58)

where the QFP value χ2
s in given in Eq. (3.11). The scaling solution of the latter equation is

f(x) = Cfx
4/dx,s − 3

64π2ηx,s

(
3ξ2

2g
4P
s − 4χ4

sg
4−4P
s

)
x2, (4.59)

where Cf is again a free integration constant, parameterizing the general solution for the
associated homogeneous equation. Setting Cf = 0 and requiring the consistency condition
f ′′(0) = ξ2 singles out the CEL solution with P = 1/2 and ξ2 = λ̂±

2 as in Eq. (3.16).
However, the potential has a log-type singularity in its second derivative at the origin for
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any Cf ̸= 0, since ηx,s > 0 in this model. This problem can be avoided if f(x) admits a
nontrivial minimum x0 satisfying the consistency conditions f ′(x0) = 0 and f ′′(x0) = ξ2. It
becomes then possible to solve for Cf and ξ2 at the leading order in g2

s

Cf = − 3χ4
s

16π2

(
1
ηx,s

+ 1 + 2 log x0

2

)
, ξ2 = 3χ4

s
8π2 > 0, P = 1, (4.60)

where P = 1 is again the only value leading to a finite ξ2 . Moreover, the higher-dimensional
couplings at the nontrivial minimum are

ξn≥3 = (−1)n+1 3χ4
s

8π2
(n− 3)!
xn−2

0
. (4.61)

In addition, we can also analyze f(x) in the two asymptotic regions. The large-field
expansion at finite values of g2

s provides the asymptotic behavior

f(x)∼
x→∞

3χ4
s

16π2ηx,s
x2 > 0, (4.62)

whereas in the opposite asymptotic region where the g2
s → 0 limit is taken before addressing

the large-field expansion provides the following asymptotic behavior

f(x)∼
x→∞

x2 3χ4
s

32π2

[
−1 + 2 log

(
x

x0

)]
. (4.63)

Despite the different limits, we can nevertheless deduce that the potential appears stable
while approaching the UV limit.

We conclude that also for the Z2-Yukawa-QCD model, within the MS scheme, we find a
two-parameter family of admissible QFP potential. These two parameters are encoded in
the dependence of x0 through κ̂ and Q as in Eq. (4.55).

Non-Abelian Higgs Model

For this second limiting case of the general SU(2)L × SU(3)c model, the RG flow equation
for f(x) is obtained by substituting Eq. (4.48) into Eq. (4.47). We thus have

∂tf = −4f + dxxf
′ + 3

128π2

(
16ξ2

2g
4P + 3g4−4P )x2, (4.64)

where the quantum dimension dx includes a contribution from the anomalous dimension of
the W gauge boson fields

dx = 2 + ηH − PηW ≡ 2 + ηx. (4.65)
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In fact the scalar field is rescaled according to a certain power of the weak gauge coupling
x = g2Pρ. The solution for the QFP equation ∂tf = 0 is

f(x) = Cfx
4/dx −

3
(
16ξ2

2g
4P + 3g4−4P )

256π2ηx
x2, (4.66)

which again features a log-type singularity for f ′′(0), as long as the integration constant
Cf ̸= 0 and ηx > 0.

In contrast to the general case or the Z2-Yukawa-QCD model, there is no real solution
compatible with the consistency condition f ′′(0) = ξ2 for Cf = 0. This reflects the conven-
tional conclusion of triviality as evidenced by the presence of Landau-pole singularities in
perturbation theory, see the discussion in Sec. 2.1.

A different situation occurs for Cf ̸= 0. In this case indeed, the second derivative at the
nontrivial minimum is finite only for P = 1 and takes the g2-leading order value

ξ2 = − 9
128π2 , P = 1. (4.67)

However, the negativity of the QFP value for the quartic scalar interaction contradicts one
of our selection criteria, therefore also this second solution has to be rejected.

4.3.2. Effective Field Theory Analysis for the Scalar Potential

As a second approximation which we want to apply in order to study the beta functional
∂tu(ρ) in the MS scheme, we present now an EFT analysis following the strategy already
explained in Sec. 3.3. Therefore, let us consider a polynomial expansion for u(ρ) in the SSB
regime as given in Eq. (3.34), and let us truncate the series up to Np = 2 while retaining λ3

as a free parameter, the latter playing the role of a boundary condition in the theory space.
Within the MS scheme, it is known that higher-dimensional scalar operators do not in-

fluence the running of the lower dimensional ones, once the DER is taken. This is because
the 1/(d− 4) divergences introduced by the higher-dimensional couplings are always multi-
plied by a certain power of the masses. As a consequence, in our SSB parametrization, we
expect that the contributions to the running of λ2 coming from λn≥3 are always multiplied
by certain powers of κ.

For reasons of simplicity, we present the EFT study only for the two limiting models, the
Z2-Yukawa-QCD model and the non-Abelian Higgs model. For both cases we consider the
SM matter-field content, see Eq. (4.3). We also want to anticipate that, for the non-Abelian
Higgs model, the EFT approach is capable to unveil solutions which were not accessible
within the ϕ4-dominance approximation, and we will soon explain the reasons for this dis-
agreement.
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Z2-Yukawa-QCD Model

Substituting the polynomial expansion of u(ρ) inside Eq. (4.46), we obtain the beta functions

∂tκ =
(
−2− 3h2

8π2 −
3λ2

8π2 + 3h4

4π2λ2
− κλ3

4π2

)
κ, (4.68)

∂tλ2 = 9λ2
2

16π2 + 3h2λ2

4π2 −
3h4

4π2 + κλ3

(
λ2

π2 + 3h4

4π2λ2

)
, (4.69)

where it is immediate to notice that, the contribution to the running of the quartic coupling,
coming from the higher-dimension operator λ3, vanishes in the DER. In order to unveil AF
scaling solutions for the latter system of beta functions, we look for QFP solutions for the
rescaled couplings λ̂n and κ̂, as defined through Eqs. (3.37) and (3.53), where P = P2/2 and
Q are a priori arbitrary. The dependence on the top-Yukawa coupling can be absorbed by
considering the special trajectory along which h2 = χ2

sg
2
s , where χ2

s is given in Eq. (3.11).
Also for the running of the top-Yukawa coupling, the same consideration as for ηH holds,
such that the expression for ∂th2 equals its form in the DER limit. Consequently, the RG
flow equations for κ̂ and λ̂2 become

∂tκ̂ =
(
−2− g2

s
12π2 −

3g4P
s λ̂2

8π2 + g
4(1−P )
s

27π2λ̂2
−Q7g2

s
8π2 −

g−2Q
s κ̂λ3

4π2

)
κ̂, (4.70)

∂tλ̂2 = 9g4P
s λ̂2

2
16π2 + g2

s λ̂2

6π2 −
g

4(1−P )
s

27π2 + P
7g2

s λ̂2

4π2 +
(
λ̂2

π2 + g
4(1−2P )
s

27π2λ̂2

)
g−2Q

s κ̂λ3. (4.71)

where the two terms proportional to the rescaled powers P and Q are the contributions
coming from the running of the strong gauge coupling, whose RG flow, in the MS scheme,
equals the beta function in the DER, namely Eq. (3.6). It is straightforward to rediscover
the CEL solution, for P = 1/2, κ̂ = 0, and λ3 = 0 [77, 113]. In this case, we find indeed the
two QFP solutions given by Eq. (3.16).

Compared to the standard one-loop flow in the DER, which is contained in Eq. (4.69) in
the limit κ → 0, it appears that nonvanishing values of κλ3 can considerably influence the
flow of the quartic coupling. In fact, let us generalize our discussion by considering the case
P > 1/2 and let us focus on the Eq. (4.71) at the leading order in g2

s . Solving the QFP
equation ∂tλ̂2 = 0 for λ3, we obtain the scaling relation

λ3 = g2(Q+2P )
s

λ̂2

κ̂
. (4.72)

Inserting the latter into Eqs. (4.70) and (4.71), and again keeping only the leading g2
s terms,

we obtain the QFP solution

λ̂2 = 1
54π2 , λ̂3 = 1

54π2κ̂
, P = 1, P3 = Q+ 2, (4.73)
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where κ̂ > 0 is retained as free, and Q > −2 since we request that λ3 → 0 in the UV limit.
Thus, there is a two-parameter family of AF solutions labeled by κ̂ and Q.

After having worked out the problem at order Np = 2, one might easily increase Np and
check the stability of the known solution. It turns out that any λ̂n is a function of κ̂. For
instance, at Np = 3, we find again the same solution as in Eq. (4.73), complemented by

λ̂4 = λ4

g
4(Q+1)
s

= − 1
54π2κ̂2 . (4.74)

Increasing further the value of Np, we find that all couplings λ̂n≥3 have alternating signs.
Therefore, in order to have a definite answer regarding the stability of the scalar potential,
we should treat all scalar couplings at once. In fact, within the functional approach described
in Sec. 4.3.1, we were able to conclude that the full scalar potential u(ρ) is overall stable for
arbitrarily small g2

s values. This functional ϕ4-dominance approximation allowed us also to
obtain an expression for all the higher-dimensional couplings, given by the Eq. (4.61), which
agrees with the present EFT analysis. In fact, by inserting the scaling relation of x0 as a
function of κ̂ and Q, we obtain

λ̂n≥3 = λn

g
2(n−2)Q+4
s

, (4.75)

which reproduces the expressions in Eqs. (4.73) and (4.74).
For completeness, let us mention that, by following the same procedure, also for the

P < 1/2 case no acceptable solutions have been found.

Non-Abelian Higgs Model

For the second limiting case, the non-Abelian Higgs model, the functional RG flow equation
(4.47) provides for the beta functions of κ and λ2, which are

∂tκ =
[
−2 + 9g2

32π2 −
3λ2

8π2 −
9g4

64π2λ2
− κλ3

4π2

]
κ, (4.76)

∂tλ2 = 3λ2
2

4π2 −
9λ2g

2

16π2 + 9g4

64π2 + κλ3

(
λ2

π2 −
9g4

64π2λ2

)
. (4.77)

In order to look for AF trajectories, we proceed by rescaling the couplings with certain
powers of the weak gauge coupling

λ̆2 = λ2

g4P , λ̆n>2 = λn
g2Pn

, κ̆ = g2Qκ, (4.78)
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and search for corresponding QFP solutions of the beta functions

∂tκ̆ =
(
−2− 9g4−4P

64π2λ̆2
− κ̆λ̆3g

2(P3−Q)

4π2 + 9g2

32π2 −
43Qg2

48π2 −
3λ̆2g

4P

8π2

)
κ̆, (4.79)

∂tλ̆2 = 9g4(1−P )

64π2 − 9λ̆2g
2

16π2 + 43Pλ̆2g
2

24π2 + 3λ̆2
2g

4P

4π2 + λ̆3κ̆

64π2λ̆2

(
64λ̆2

2 − 9g4(1−2P )
)
g2(P3−Q).

(4.80)

Apart from the present use of the MS scheme, these equations generalize the ones discussed
in [112] by an independent Q rescaling of the minimum κ.

Because of the definition of QFP, κ̆ should approach a finite value in the UV limit. There-
fore, it is possible to recognize from Eq. (4.79) that only three combinations for the rescaling
powers are allowed: P = 1, or P3 = Q or P3 = Q + 2 − 2P . In the first case where P = 1,
P3 is fixed to be P3 = Q+ 2 in order for the beta function ∂tλ̆2 to have a finite g2 → 0 limit.
We obtain therefore the solution

λ̆2 = − 9
128π2 , κ̆ = − 9

128π2λ̆3
, P = 1, P3 = Q+ 2, (4.81)

where λ̆3 < 0 and Q ≥ −2 remain two free parameters. However, this solution has to be
rejected since it is not compatible with the positivity of the scalar quartic self-interaction.
Instead, for the second possibility with P3 = Q, the system admits a suitable solution
corresponding to

λ̆2 = ±3
8 , κ̆ = −8π2

λ̆3
, P = 1

2 , P3 = Q, (4.82)

where the requirement κ̂ > 0 implies λ̆3 < 0. For completeness let us stress that the third
possibility with P3 = Q+ 2− 2P does not lead to any real solution since the QFP equation
∂tλ̆2 = 0 admits only complex roots, at the leading order in g2.

Also for this model, we can enlarge the polynomial expansion to higher orders. As a
representative case, let us consider Np = 4. The solution P = 1 still survives and leads to

λ̆4 = 9
128π2κ̆2 , λ̆5 = − 9

64π2κ̆3 , P4 = 2Q+ 2, P5 = 3Q+ 2, (4.83)

where all couplings λ̆n≥2 have alternating signs for κ̆ > 0. The solution for P = 1/2 acquires
a different QFP value for λ̆2, since its beta function receives leading-order contributions both
from λ̆3 as well as from λ̆4. In fact we have

λ̆2 = ±
√

3
2 , λ̆4 = 26π2

κ̆2 , λ̆5 = −187π2

2κ̆3 , P = 1
2 , P4 = 2Q, P5 = 3Q, (4.84)
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while λ̆3 and P3 are still given by Eq. (4.82).
Like the previous model, the presence of solutions with alternating sign for λn, imposes

that, in order to discuss the stability of the potential, we need to account for the full func-
tional structure of u(ρ). In the previous Sec. 4.3.1, we indeed used the ϕ4-dominance ap-
proximation. However, within that approach, we were able to reveal only the unphysical
P = 1 solution. On the contrary, the present EFT analysis can reveal an acceptable solution
associated to the value P = 1/2. The fact that the P = 1/2 solution is not accessible within
the ϕ4-dominance approximation may stem from the fact that the higher-order couplings
λ3 and λ4 are crucial for finding the QFP value in Eq. (4.84). Therefore, we expect that
neglecting the presence of these interactions within the scalar threshold loops results in the
impossibility to detect this additional AF solution. This fact clearly illustrates that these
two different approximation schemes come with their own advantages and limitations such
that they should be thought of as complementary tools.

To conclude this first part dedicated to the MS scheme, we want to emphasize that, for the
general SU(2)L × SU(3)c model as well as for the limiting Z2-Yukawa-QCD model, we have
revealed the existence of novel AF trajectories by means of the ϕ4-dominance approxima-
tion. Also the non-Abelian Higgs model possesses an AF solution, detectable from an EFT
approach. All these trajectories have been obtained as QFP solutions of the scalar potential,
provided the presence of threshold effects induced by a nontrivial vacuum expectation value
over an arbitrarily large RG scale.

These results enforce even more the findings presented in the previous Chap. 3, where we
restricted ourselves to the FRG scheme. We concluded Chap. 3 by saying that, for P < 1/2
there is a one-parameter family of stable QFP solutions. Those solutions were parameterized
by the finite rescaled quartic scalar coupling ξ2. Here instead, the two parameters labeling
the QFP solutions are κ̂ and Q. We have therefore obtained a first glance on how different
regularization schemes, the MS and the FRG schemes, induce a map in the parameters space:
the set (P, ξ2) is mapped into (Q, κ̂) and vice versa.

4.4. Full Effective Potential in the Weak-coupling
Expansion for a General Scheme

As anticipated at the beginning of this chapter, we now want to substantiate all these analyses
by addressing the important question of the scheme (in)dependence of our results. In order
to do so, we present now a weak-coupling expansion of the full beta functional ∂tf(x). In
other words, this functional approximation consists of an expansion of ∂tf(x) in powers of
the gauge couplings, while retaining x, f(x) and its derivatives as finite quantities. Within
this approximation, we do not restrict anymore the scalar fluctuations to be dominated by
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the quartic self-interaction coupling in the far UV, as we did in Sec. 4.3.1, and in the previous
chapter in Sec. 3.4. Technically, we retain the full functional expression for the threshold
functions appearing in Eq. (4.28), while expanding them in powers of g2

s (or g2). It will be
clear soon that this approximation allows us to account for the general scheme dependence
of the corresponding solutions. In fact, we can address the one-loop flow equation of f(x) in
any arbitrary regularization and renormalization scheme.

Let us then start by first giving the RG flow equations of f(x) for the different models
under investigation. For the general SU(2)L×SU(3)c model, and by choosing the SM matter
field content (cf. Eq. (4.3)), the beta functional for f reads

∂tf = −4f + dx,sxf
′ + 1

16π2

[
l
(H)
0 (ωHf ) + 3l(θ)

0 (ωθf ) + 9l(W)
0 (zW)− 12l(F)

0 (zF)
]
, (4.85)

which is derived straightforwardly from Eqs. (4.28) and (3.62). The full quantum dimension
of x is given by Eq. (3.65). The arguments of the threshold functions can be obtained from
Eqs. (3.23) and (4.29), after having rescaled the field amplitude ρ. We thus have

ωHf = g2P
s (f ′ + 2xf ′′) , ωθf = g2P

s f ′, zF = ĥ2
∗g

2−2P
s x, zW = ĝ2

∗g
2−2P
s

x

2 , (4.86)

where, as usual, the special trajectories along which h2 ∝ g2
s and g2 ∝ g2

s is taken into
account, cf. Eq. (4.14). In the limiting case of the Z2-Yukawa-QCD model, the degrees
of freedom associated to the W gauge bosons and the Goldstone modes are not present
therefore, the beta function of f(x) boils down to

∂tf = −4f + dx,sxf
′ + 1

16π2

[
l
(H)
0 (ωHf )− 12l(F)

0 (zF)
]
, (4.87)

where zF depends, in this case, on the QFP value χ2
s given in Eq. (3.11). For the non-Abelian

Higgs model, suppressing the fermionic contribution, we obtain

∂tf = −4f + dxxf
′ + 1

16π2

[
l
(H)
0 (ωHf ) + 3l(θ)

0 (ωθf ) + 9l(W)
0 (zW)

]
, (4.88)

where the quantum dimension dx is given by Eq. (4.65). Let us point out that, even though we
have used the same notation for the threshold functions as for the FRG case, here we interpret
l
(... )
0 as threshold functions in a generic regularization and renormalization scheme. As an

example, the MS scheme discussed in Sec. 4.3, without RG improvement, i.e., suppressing
the anomalous dimensions in the threshold functions, would correspond to Eq. (4.44).

Given the general beta functionals for the rescaled scalar potential f(x), the weak-coupling
approximation provides us with an expansion as

∂tf = [βf ]0 + δβf , (4.89)
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where [βf ]0 is the leading order (LO) contribution corresponding to gs = 0, and δβf is the
next-to-leading-order (NLO) term in gs. According to the rescaling in Eq. (3.62), it should
be clear that quantum fluctuations can contribute to the LO term only for P = 1. For
example, we would have for the Z2-Yukawa-QCD model

[βf ]0 = −4f + 2xf ′ − 3
4π2 l

(F)
0
(
χ2

sx
)
, P = 1, (4.90)

and for the non-Abelian Higgs model

[βf ]0 = −4f + 2xf ′ + 9
16π2 l

(W)
0

(x
2

)
, P = 1, (4.91)

such that a particular choice for the regularization scheme is required in order to address
explicit properties of their QFP solutions. We will discuss this aspect below. On the contrary,
for P < 1 the LO contribution is trivial since [βf ]0 = −4f + 2xf ′, and corresponds to the
classical scaling of a scalar field where no quantum corrections are retained.

Aiming at the NLO contribution δβf , the values of P ̸= 1 are simpler to address in a
generic scheme, since the vertices of the theory, by assumption, scale like positive powers of
the gauge couplings. In fact, δβf is obtained by Taylor expanding the threshold functions to
the first order in the gauge couplings. This gives rise to several coefficients which account
for all the scheme dependence of the beta functions, namely

AΦ = − 1
16π2

[
∂zl

(Φ)
0 (z)

]
z=0

, Φ ∈ {H, θ,F,W}, (4.92)

with Φ labeling the fluctuation modes. Within an FRG scheme these coefficients can also
be written as 28

AΦ = 1
2k2

∫ d4p

(2π)4
∂̃tPΦ(p2)
[PΦ(p2)]2

, (4.93)

such that, for any admissible regulator functions providing an IR regularization, they are
always positive AΦ > 0. In fact, the requirement by which the shape functions provide a
physical coarse-graining is that they have to monotonically increase with respect to k, at a
given p2, see Eq. (2.22). For example the piecewise linear regulator [192, 193], discussed in
App. B, leads to AΦ = 1/(32π2).

28 Here, the operator ∂̃t denotes an RG-time differentiation acting only on the regulator. Its precise definition
can be found in App. B, cf. Eq. (B.21). Moreover PΦ is the inverse regularized propagator of each field
in momentum space. In the FRG formalism PΦ depends on the regularization kernel Rk entering in the
Wetterich equation (2.34). For more details and explicit expressions see App. B.
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Consistency Check

In the following part of this chapter, we will address all cases for the rescaling power P ≤ 1,
and for all the three models of our interest; the general SU(2)L × SU(3)c model as well as
the two limiting cases, the Z2-Yukawa-QCD and the non-Abelian Higgs models. We do not
present here the weak-coupling analysis for P > 1, since it does not provide any AF scaling
solution for the gauged-Yukawa models. We refer the reader to App. G.2, for a discussion
of this latter case.

Before presenting the weak-coupling analysis for the P ≤ 1 values, we want to highlight few
aspects regarding the consistency of this approximation. The argument zF of the fermionic
loop depends on the asymptotic scaling property of the top-Yukawa coupling. In fact, while
expanding the l(F)

0 (zF) loop for small zF, we assume that h2 scales proportional to g2
s . Of

course, the consistency of this assumption can be easily tested once a scaling solution for
f(x) is obtained. This check is important since the beta function of h2 (cf. Eq. (4.31)) can
differ from its DER limit due to a nontrivial gs-dependence implicit in the minimum x0.
Indeed, in App. G.1, we will clarify in detail that the asymptotic scaling for the top-Yukawa
coupling does change for P < 1/4, spoiling the existence of total AF trajectories for the
general SU(2)L×SU(3)c model as well as for the Z2-Yukawa-QCD model. Same consistency
checks also hold for the other loop argument; once we have a QFP solution for f(x), it is
important to very that ωθf , ωHf and zW vanish too, as g2

s → 0.
A second consistency check has to be performed at the level of the anomalous dimension

for the rescaled field x. In the DER ηx,s is proportional to g2
s , such that it is always subleading

with respect to the loop variables. This fact has to be verified as well, once a scaling solution
for f(x) is computed. It is found indeed that, for all P ≤ 1, ηx,s is subleading such that
the NLO contributions δβf are just given by a linear expansion of the threshold functions in
their variables.

4.4.1. P ∈ (0,1/2)

For this range of P and for all models under consideration, only the scalar loops contribute
to the first correction in the beta function for f(x). In the general model, the NLO correction
scales as g2P

s ,

δβf = −g2P
s [AH(f ′ + 2xf ′′) + 3Aθf ′] , (4.94)

where we have distinguished the contributions coming from the Goldstone or radial modes
with the labels θ and H, respectively. For the Z2-Yukawa-QCD model, the NLO correction
can be recovered by simply setting Aθ = 0. On the other hand, for the non-Abelian Higgs
model, δβf is the same as in the latter equation with the substitution g2

s ↔ g2.
By including the NLO correction in g2

s , the QFP equation for f(x) becomes a second
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order ordinary differential equation (ODE) which can be analytically solved and leads to
two different solutions. The first one is given by a special case of the Kummer function
which reduces to a quadratic polynomial, 29

f(x) = c
[
x2 − 3(AH +Aθ)g2P

s x
]
. (4.95)

The second solution grows exponentially for large field amplitudes, therefore we reject them
since we are only interested in solutions that obey power-like scaling for x→∞. In fact, only
in this latter case it is possible to define a scalar product in the space of eigenperturbations
of these solutions [255, 257, 258].

By imposing the defining properties for the nontrivial minimum and the rescaled quartic
scalar coupling, namely f ′(x0) = 0 and f ′′(x0) = ξ2 respectively, we find

x0 = 3
2(Aθ +AH)g2P

s , ξ2 = 2c. (4.96)

Therefore we can infer that, for the general model as well as for the non-Abelian Higgs model,
the condition for having a nontrivial minimum is AH > −Aθ; whereas for the Z2-Yukawa-
QCD model the latter expression becomes simply AH > 0. As these conditions are satisfied
for all admissible FRG regularization schemes, within the latter framework the existence of
these solutions is a scheme-independent result. A particular limiting case is the one of MS,
where these solutions are not present. In fact, from the definition of AΦ in Eq. (4.92), and
the expression of the threshold functions in the MS regularization scheme in Eq. (4.44), it
is straightforward to realize that AH = Aθ = 0. We provide an interpretation of this fact at
the end of this section.

Let us now perform the consistency checks mentioned before, while describing the weak-
coupling expansion. As a first test, we observe that, by inserting the solution of Eq. (4.95)
back into the expression for the anomalous dimension ηx,s, we find that there is no contribu-
tion to δβf coming from ηx,s for any P < 1/2. In fact, the leading terms in ηx,s scale as either
g2

s or g8P
s , being always subleading with respect to the scalar contributions proportional to

g2P
s . Same considerations can be drawn also for ηW in the non-Abelian Higgs model.
On the other hand, in App. G.1, we will show that the contributions in ηx,s proportional to

g8P
s modify the asymptotic UV behavior of the top-Yukawa coupling for P < 1/4, preventing

the possibility of QFP solutions for h2. Therefore, for P < 1/4 the current solution for f(x)
is no longer valid for both the Z2-Yukawa-QCD model as well as the general model, 30 while

29 A standard solution of the Kummer equation xf ′′(x) + (b− x)f ′(x)− af(x) = 0 is given by the confluent
Hypergeometric function U(a, b;x). In the particular case where b−a−1 = n ∈ {0, 1, 2, . . . }, this special
function assumes the polynomial expression U(a, a+n+1;x) = x−a

∑n
s=0
(

n
s

)
a(a+1) · . . . ·(a+s−1)x−s.

30 A different QFP for P < 1/4 might still be possible in Yukawa models, if κ and h2 exhibit asymptotic
scaling powers different from the ones discussed in this section. This behavior might require strong
threshold phenomena and decoupling of some degrees of freedom. We leave this analysis for future
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it survives only in the non-Abelian Higgs model since the Yukawa interaction is absent.
For P = 1/4 the scaling relation h2 ∝ g2

s still holds even if the QFP value ĥ2
∗ changes

(cf. Eq. (G.2)). Therefore the QFP solution in Eq. (4.95) is valid for any P in the interval
1/4 ≤ P < 1/2.

4.4.2. P = 1/2

For this particular value of P , the contributions from the scalar loops mix together with the
contributions from the fermionic loop and the gauge boson loop. For the general SU(2)L ×
SU(3)c model, the NLO correction to [βf ]0 is

δβf = −gs

[
AH(f ′ + 2xf ′′) + 3Aθf ′ + 9

2AWĝ
2
∗x− 12AFĥ

2
∗x

]
, (4.97)

where the QFP values ĝ2
∗ and ĥ2

∗ are given in Eq. (4.14). The equation [βf ]0 + δβf = 0 is
a second-order linear ODE, whose solution is the sum of the general solution for the homo-
geneous part, cf. Eq. (4.95), plus a particular solution for the nonhomogeneous equation,
which is a quadratic polynomial in x. We find therefore the QFP solution

f(x) = ξ2

2 x
2 − 3gs

4

[
2ξ2(Aθ +AH) + 3AWĝ

2
∗ − 8AFĥ

2
∗

]
x, (4.98)

where we have already implemented the consistency condition that f ′′(x0) = ξ2. The non-
trivial minimum x0 and the condition for its positivity are

x0 = 3gs

4ξ2

[
2ξ2(Aθ +AH) + 3AWĝ

2
∗ − 8AFĥ

2
∗

]
, ξ2 >

8AFĥ
2
∗ − 3AWĝ

2
∗

2(Aθ +AH) . (4.99)

Let us now investigate the two limiting models. In the non-Abelian Higgs model, we have
AF = 0 and ĝ∗ = 1 due to the replacement of gs with g, implying that the QFP potential is

f(x) = ξ2

2 x
2 − 3gx

4 [3AW + 2ξ2(Aθ +AH)] , (4.100)

which has a positive nontrivial minimum at

x0 = 3g
4ξ2

[2ξ2(Aθ +AH) + 3AW] , ξ2 > −
3AW

2(Aθ +AH) . (4.101)

Also the results for the Z2-Yukawa-QCD model are easily recovered from the general model
by setting AW,θ = 0 and ĥ2

∗ = χ2
s , where the QFP value χ2

s is given by Eq. (3.11). For
example, the expression for the nontrivial minimum and the condition for its positivity

investigations.
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become

x0 = gs

4ξ2

(
6ξ2AH − 24AFĥ

2
∗

)
, ξ2 >

4AFĥ
2
∗

AH
. (4.102)

We conclude that, in all models under consideration and for P = 1/2, the QFP equation
∂tf = 0 admits scaling solutions which are in the SSB regime. For any FRG scheme, the
scheme-dependent coefficients AΦ assume positive values and define a range of allowed values
for ξ2 which parameterizes the new AF solutions. The change of this range for different FRG
schemes, corresponds to the expected mapping of the coupling space onto itself induced by
a change of the regularization scheme.

Again the MS scheme appears to be special. The vanishing of AΦ singles out the fact that
the NLO contribution δβf should be quadratic in f(x). As a consequence, at the present
order of expansion, only the canonical scaling term survives and the QFP solution is purely
classical. Therefore, for the MS scheme and for P = 1/2, we find that there are no new
AF scaling solutions at the NLO of the weak-coupling approximation, which is however
in contrast with the EFT-like analysis provided in Sec. 4.3.2. In fact, within this latter
approximation we found the existence of novel AF trajectories for the non-Abelian Higgs
model at P = 1/2. This fact certainly represents a limitation of the present weak-coupling
expansion when applied to the MS scheme.

All the consistency checks for the present value P = 1/2 are passed. In fact we notice
that the anomalous dimension ηx,s is subleading with respect to δβf , and the QFP value for
the top-Yukawa coupling is still given by Eq. (4.14) for the general model or Eq. (3.11) for
the Z2-Yukawa-QCD model. This can be verified straightforwardly by substituting the QFP
solution for f(x) into the functional expressions for ηH and ∂th

2 given in Sec. 4.2.

4.4.3. P ∈ (1/2,1)

Differently from the previous cases, the NLO correction is given by the fermionic loop and/or
the gauge boson loop, as the scalar contributions are subleading. For example, in the general
SU(2)L × SU(3)c model, δβf is proportional to g2−2P

s and reads

δβf = g2−2P
s

(
−9

2AWĝ
2
∗ + 12AFĥ

2
∗

)
x, (4.103)

where the QFP values ĝ2
∗ and ĥ2

∗ are given in Eq. (4.14). The FP equation [βf ]0 + δβf = 0
remains a first-order ODE whose analytical solution is

f(x) = ξ2

2 x
2 − 3g2−2P

s
4

(
3AWĝ

2
∗ − 8AFĥ

2
∗

)
x, (4.104)
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where we have already implemented the defining condition for the rescaled quartic scalar
coupling ξ2, which remains yet an arbitrary positive parameter. The QFP potential in the
latter equation admits a nontrivial minimum whose expression and positivity condition are

x0 = 3g2−2P
s
4ξ2

(
3AWĝ

2
∗ − 8AFĥ

2
∗

)
, AW >

8AFĥ
2
∗

3ĝ2
∗
. (4.105)

It is interesting to notice that if we adopt the same scheme for both loops, such that AF =
AW, the latter condition is not satisfied within the SM set of parameters since 3ĝ2

∗−8ĥ2
∗ < 0.

If we consider the Z2-Yukawa-QCD model, the expression for the nontrivial minimum
becomes

x0 = −g2−2P
s

6AFĥ
2
∗

ξ2
< 0, (4.106)

which would be negative for any positive value of ξ2 and any admissible FRG scheme.
The opposite situation occurs, instead, for the non-Abelian Higgs model where the non-

trivial minimum becomes

x0 = g2−2P 9AW

4ξ2
, (4.107)

such that, for any positive value of AW and ξ2, the scalar potential is in the broken regime
and features a nontrivial minimum.

Let us notice that also for this range of P values, the consistency checks confirm that
the anomalous dimension for the x field is subleading with respect to the NLO correction
δβf and that the top-Yukawa coupling h2 still scales as g2

s in the UV limit. In addition, let
us emphasize that for all the solutions obtained for P < 1, the arguments of the threshold
functions ωθf , ωHf , zF and zW approach zero in the UV limit, thus verifying the last important
point of the self-consistency check of our solutions.

We now want to discuss a few further aspects regarding the QFP solutions obtained for
the values P < 1. Within the present weak-coupling approximation, all scaling solutions for
f(x) are analytic in x, in particular at x = 0. However, within the ϕ4-dominance approxi-
mation discussed in Sec. 4.3.1, we have observed that the QFP solutions for f(x) possess a
singular f ′′(0), whenever a nonzero anomalous dimension for x is involved. The same kind
of singularity would also appear if some of the loop threshold contributions are proportional
to x2. Within the present weak-coupling expansion, we do not see this singularity since it is
accompanied by a subleading power of gs (or g) with respect to the NLO, for any P < 1.

Knowing about the presence of this singularity for any P at nonvanishing gauge couplings,
we can accept the previous solutions only if x0 > 0. This appears to be possible in all models
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under investigation (within the family of FRG schemes), even though for different range of
P values: for the SU(2)L × SU(3)c model the allowed range is 1/4 ≤ P < 1, for the Z2-
Yukawa-QCD model the allowed range is 1/4 ≤ P < 1/2 and for the non-Abelian Higgs
model the allowed range is P < 1.

As for the fate of these solutions in the MS scheme, no new AF trajectories are visible for
P < 1, within the weak-coupling analysis. However, this does not exclude the existence of
scaling solutions in MS altogether. In fact, as discussed in Sec. 4.3.2, an EFT-like analysis
was able to reveal the P = 1/2 scaling solution fo the non-Abelian Higgs model.

A general observation that could be used to argue against the validity of the present
approximation in the FRG framework, is that neglecting the nonlinear contributions in the
beta functional ∂tf(x) might miss crucial terms and produce spurious or unphysical QFP
solutions. In particular, part of the universal one-loop contribution, the one which arises
from the Taylor expansion of the threshold functions to second order in ωθf , ωHf , zF and
zW, is not accounted for in the present discussion of the P < 1 scaling solutions. However,
the inclusion of the latter contributions as well as of further nonlinearities, up to the full
complexity of the FRG flow equations of Sec. 4.2, has been performed, with specific regulator
choices, for the non-Abelian Higgs model [111, 112] as well as for the Z2-Yukawa-QCD model,
in fact confirming the results of this leading-order weak-coupling expansion. For example, in
App. F, we will show in details how the full one-loop nonlinear FRG flow equations for the
Z2-Yukawa-QCD model can be accounted for with different numerical methods, confirming
the analytic results provided here.

4.4.4. P = 1

For this particular value of P , the LO beta function of f(x) accounts for the full nonlinearity
of the gauge boson and/or fermion loops. Indeed, the arguments zF and zW are finite and
do not approach zero in the UV limit. As a matter of fact, the LO contribution for the
SU(2)L × SU(3)c model is

[βf ]0 = −4f + 2xf ′ + 1
16π2

[
9l(W)

0 (zW)− 12l(F)
0 (zF)

]
. (4.108)

In addition, the RG flow equations for the gauge couplings and the top-Yukawa coupling
cannot be treated as they were in the DER. Therefore, even though we still expect that
g2 ∝ g2

s and h2 ∝ g2
s as g2

s → 0, the QFP values ĝ2
∗ and ĥ2

∗ will have different values from
Eq. (4.14). In particular, ĝ2

∗ and ĥ2
∗ become dependent on the nontrivially minimum x0.

The corresponding QFP equation [βf ]0 = 0 can be solved analytically and leads to an
integral solution

f(x) = c x2 − 9
32π2 z

2
W

∫ zW

1
dy y−3l

(W)
0 (y) + 3

8π2 z
2
F

∫ zF

1
dy y−3l

(F)
0 (y), (4.109)
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where c is an arbitrary integration constant. For instance, within the FRG scheme and for
the piecewise linear regulator (cf. Eq. (B.22b)), we would obtain a Coleman-Weinberg-like
potential,

f(x) = c x2 − 9
64π2

[
zW + z2

W log
(

zW

1 + zW

)]
+ 3

16π2

[
zF + z2

F log
(

zF

1 + zF

)]
(4.110)

which has a log-type singularity at the origin for f ′′(0) due to the term ∼ x2 log x.
This singularity is expected for any scheme. In fact by Taylor expanding the threshold

functions l(F)
0 (y) and l

(W)
0 (y) about y = 0, logarithmic divergences of the integral arise from

the quadratic terms of this expansion. In other words, the appearance of this singular
behavior is as universal as the one-loop beta function of the marginal couplings. Therefore
we expect that this feature survives also in the full g2

s -dependent solution.
The freedom of choosing the parameter c allows us to construct QFP solutions, which

circumvent the problem of non analyticity at the origin by developing a nontrivial minimum
away from the origin. The defining equation for the minimum f ′(x0) = 0, involves an integral
of two arbitrary threshold functions and might be hard to solve analytically for x0. Still, it
can straightforwardly be used to express c as a function of x0. From the point of view where
the latter is the free parameter labeling the QFP solutions, the natural question then is, as
to whether it can be chosen such that f ′′(x0) = ξ2 is positive and finite in the g2

s → 0 limit.
The answer to this question involves some scheme dependence encoded in the coefficients

AΦ(x0) = − 1
16π2 lim

x→x0

[
∂zl

(Φ)
0 (z)

]
z=zΦ

, Φ ∈ {F,W}. (4.111)

For all FRG schemes, the coefficients AΦ(x0) are similar to the ones defined in Eq. (4.92)
and have the following integral representation

AΦ(x0) = 1
2k2

∫ d4p

(2π)4
∂̃tPΦ(p2)[

PΦ(p2) + k2zΦ
]2 , (4.112)

whose sign is still positive for any IR regularization scheme. For any threshold function,
the expressions for the rescaled quartic scalar coupling and the condition in order to satisfy
ξ2 > 0 are

ξ2 = 9ĝ2
∗

4x0
AW(x0)−

6ĥ2
∗

x0
AF(x0), 3ĝ2

∗AW(x0) > 8ĥ2
∗AF(x0). (4.113)

For small values of x0, the latter condition is the same as the one in Eq. (4.105).
Within the FRG framework, we have already observed that this condition is not fulfilled

in the SM case, if the same regulator is chosen for both fields. We expect that this conclusion
holds for any value of x0, and for generic FRG schemes. In fact, let us suppose to take the
limiting case of large x0, then AΦ(x0) would reduce to an x0-independent value, and the
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condition ξ2 > 0 would be again equivalent to that one in Eq. (4.105). As an example, for
the piecewise linear regulator (cf. Eq. (B.22b)), the integration in Eq. (4.112) gives

A(p.lin.)
Φ (x0) = 1

32π2 lim
x→x0

1
(1 + zΦ)2 , Φ ∈ {F,W}, (4.114)

such that the condition in Eq. (4.113) is not fulfilled for all x0 ≥ 0.
Let us now consider the two limiting cases. For the Z2-Yukawa-QCD model where the

gauge-boson loop is absent, the condition ξ2 > 0 implies AF(x0) < 0, which cannot be
fulfilled for any admissible IR regularization scheme. Conversely, for the non-Abelian Higgs
model, the fermion loop is absent, resulting in the condition AW(x0) > 0, which is satisfied
by any admissible FRG regulators.

In the MS scheme these conclusions get twisted. In fact, from Eq. (4.44) we obtain

A(MS)
Φ (x0) = − 1

16π2 lim
x→x0

zΦ < 0, Φ ∈ {F,W}, (4.115)

such that, for the Z2-Yukawa-QCD model the condition A(MS)
F (x0) < 0 is fulfilled, 31 while

for the non-Abelian Higgs model the condition A(MS)
W (x0) > 0 is violated. Moreover, for the

general SU(2)L×SU(3)c model, the condition given in Eq. (4.113) becomes 16ĥ4
∗ > 3ĝ4

∗ which
does indeed hold for the SM case.

Summary

We conclude this chapter by summarizing the results obtained within the weak-coupling
approximation, as presented in the current section. For all models under investigation,
we reveal the existence of a two-parameter family of novel AF trajectories within the SM
matter-field content.

In a general FRG scheme based on an IR regulator, these solutions are effectively labeled
by the power P , defining the approach of the quartic coupling λ2 to the GFP, and by
the rescaled quartic coupling ξ2 itself. In the general SU(2)L × SU(3)c model, under the
assumption that the same regulator is chosen for all fields, we have successfully constructed
solutions with P ∈ [1/4, 1/2]. In case we leave the freedom of choosing different regulators for
different fields, then also scaling solutions for P ∈ (1/2, 1] become visible. For P < 1/4 we do
not exclude a priori the possible existence of solutions for which h2 exhibits an asymptotic
scaling different from the one supported within the DER. For the Z2-Yukawa-QCD model,
only scaling solutions in the window P ∈ [1/4, 1/2] are admissible. For the non-Abelian
Higgs model, we have recovered the P ∈ [0, 1] scaling solutions already described in [111,
112].

For completeness, the P > 1 case is discussed in App. G.2, where we recover the known

31Further evidence for scaling solutions at P = 1 for the Z2-Yukawa-QCD model is given in Sec. 4.3.2.
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SU(2)L× SU(3)c Z2-Yukawa-QCD non-Abelian Higgs
MS P = 1, Q, κ̂ P = 1, Q, κ̂ P = 1/2, Q, κ̆
FRG P ∈ [1/4, 1/2], ξ2 P ∈ [1/4, 1/2], ξ2 P ∈ (0,+∞), ξ2

Tab. 4.1.: Summary of the family of new AF solutions constructed for the models under investi-
gation in this thesis, and for the RG schemes we have analyzed. For each solution, we
provide the value(s) of P for which they occur, and the (remaining) variables that pa-
rameterize the space of solutions. In the FRG schemes, we refer to the setup where the
same regulator is used for all fields. Moreover we specify the SM matter content in the
flow of the gauge and top-Yukawa couplings.

solutions for the non-Abelian Higgs model and we find no AF trajectories for the gauged-
Yukawa models. Moreover, different IR regulators result in a change of range of the attain-
able values for the finite ratio ξ2 = λ2g

−4P
s .

The MS scheme appears to correspond to a peculiar limit in the remapping of the allowed
parameter ranges. In fact, in this case, the novel AF trajectories are labeled by the finite ratio
κ̂ and by the power Q, which describes the asymptotic scaling of the running dimensionless
vev κ. The power P instead is fixed to P = 1 for the SU(2)L × SU(3)c model as well as the
Z2-Yukawa-QCD model, while for the non-Abelian Higgs model the rescaling power is fixed
to P = 1/2.

These results are schematically summarized in Fig. 4.1. Here, for each model under in-
vestigation and for the different RG schemes, we list the two free parameters which play the
role of “coordinates” in the space of AF scaling solutions: Q and κ̂ for the MS scheme, P
and ξ2 for any FRG schemes.
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Ultraviolet (UV) complete quantum field theories (QFTs) represent, from a theoretical and
mathematical point of view, optimal candidates to describe fundamental models of particle
physics, due to the fact that they are valid and consistent up to arbitrary energy scales. Such
UV-complete theories are described by the presence of a UV fixed point (FP) which can be
either the free Gaußian fixed point (GFP) or a nontrivial interacting one. In the former case
we say that the theory is asymptotically free (AF), whereas in the latter case the theory
is asymptotically safe (AS). Identifying such QFTs hence provides information which can
be crucial for our attempt at constructing a fundamental model which can overcome the
difficulties of the Standard Model (SM) of particle physics.

Part of the SM including the Higgs-top sector exhibits, below a potential instability scale
where the quartic scalar self-interaction λ2 becomes negative, a behavior reminiscent to an
AF trajectory: its couplings decrease and seem to approach the GFP. Stimulated by this
observation we have taken a fresh look at asymptotic freedom for gauged-Yukawa models from
a perspective that supersedes conventional studies within standard perturbation theory. In
fact, our findings can be viewed as a generalization of previous investigations for non-Abelian
Higgs models [111, 112] to systems which include a fermionic matter sector.

We then first focused our attention on a Z2-Yukawa-QCD model which features AF tra-
jectories already in standard perturbation theory [77]. Using effective-field-theory (EFT)
methods as well as various approximations based on the functional renormalization group
(FRG) methods, we have discovered additional AF trajectories. Subsequently we have gen-
eralized the study to an SU(2)L × SU(3)c chiral model where the weak gauge group of the
SM has been added to the previous theory. Also for this larger class of models we have
discovered new routes to asymptotic freedom, beyond the Cheng–Eichten–Li solution.

These novel solutions have been found as quasi-fixed-points (QFTs) for the scalar potential
and the Yukawa sector: all scalar couplings as well as the top-Yukawa coupling approach the
GFP according to certain asymptotic scalings with respect to the gauge couplings. In the
literature this special behavior has also been called “fixed flow”. A common feature of the
novel AF solutions is the presence of a scalar potential which is always in the spontaneously-
symmetry-broken (SSB) regime, even in the UV limit of infinite energies. This peculiarity
invalidates the often implicitly-made assumption of the deep Euclidean regime (DER), where
running masses or a vacuum expectation value (vev) κ are neglected in the renormalization
group (RG) analysis. Therefore, all our new solutions demonstrate that the inclusion of a

97



5. Conclusions

nontrivial minimum κ is mandatory to reveal their existence. In this respect our approach
deviates from standard perturbation theory.

As a matter of fact, the detection of these solutions requires an adequate renormalization
scheme which consistently accounts for mass-threshold effects. This can be naturally accom-
plished by the FRG approach, or by the minimal subtraction scheme (MS) provided that
higher-dimensional scalar operators λn≥3 as well as a nonvanishing vev are accounted for.
As a matter of fact, the inclusion of mass-threshold effects into the RG flow of coupling con-
stants induces a scheme dependence already in the one-loop beta functions. The universality
of the one-loop coefficients is therefore lost as the latter is limited to the beta functions in
the DER.

In order to probe the scheme independence of our results, we have investigated the flow
equations of our gauged-Yukawa models using both the most widely used MS scheme and
the FRG framework. The latter one is best suited for addressing a general class of infrared
(IR) regulator functions. On a line of constant physics, a change of the regularization scheme
induces a map of the coupling space of initial conditions (given in terms of bare couplings
at an initial UV scale Λ) onto itself. Our results show that such a mapping also involves the
boundary conditions, i.e., the parameters which classify the AF trajectories.

In fact, these novel AF solutions are identified by a two-parameters family of solutions.
Within the FRG framework, these parameters are such as the scaling power P , governing
the UV behavior of λ2 while approaching the GFP (λ2 ∼ g4P

s ), and the finite rescaled
value of λ2 itself, e.g., λ̂2 = ξ2. These parameters can in turn be related to the boundary
conditions specified for the QFP potential. In fact, the requirement of a globally stable
scalar potential leads to constraints on these parameters. For example P is confined to
the values P ∈ [1/4, 1/2] for the SU(2)L × SU(3)c model and the Z2-Yukawa-QCD model.
This constraint is new in comparison with the non-Abelian Higgs model [111, 112], and may
be indicative for the fact that further structures in the matter sector may lead to further
constraints. Conversely, standard perturbation theory corresponds to an implicit choice of
these boundary conditions, as, for example, the Cheng–Eichten–Li (CEL) solution [77] of
the Z2-Yukawa-QCD model, corresponds to the particular choice (P = 1/2, κ = 0). Within
the MS scheme, instead, the two parameters are mapped into a different set, namely the
scaling power Q, governing the asymptotic behavior of the vev (κ ∼ g−2Q

s ), and the position
of its rescaled value κ̂.

Due to the fact that our analyses involve functional approaches capable of including all
possible scalar self-interactions, we were able to address the global stability properties of the
QFP potentials. For example, we have provided direct evidence for the first time that the
perturbative CEL potential is globally stable. While the CEL solution is regular for vanishing
field amplitudes, all novel QFP solutions found in this work feature a logarithmic singularity
for small scalar field amplitudes. However, the presence of a nonvanishing minimum κ at any
scale guarantees that the couplings as well as the correlation functions remain well-defined to
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any order, as they usually involve field derivatives evaluated at this minimum. Together with
the global stability, our scaling solutions satisfy also other important criteria which classify
physical solutions in statistical physics [255, 257, 258], namely the finiteness of the scalar
potential and its first derivative, and the polynomial boundedness of the scalar fluctuations.

The functional formalism is also well suited for the investigation of the effect of higher-
dimensional operators on the perturbatively renormalizable couplings. From a naive power-
counting perspective, higher-dimensional operators would be suspected to exhibit a high-
energy enhancement inducing a loss of control on the UV properties of the theory. Yet,
all the couplings λn≥3 also feature asymptotic freedom and their approach to the GFP is
controlled by progressively higher powers of the gauge couplings, thus resulting in a stronger
suppression at high energies. In this way, the naive power-counting argument that associates
such operators to nonrenormalizable theories in perturbation theory is evaded.

Not only functional approaches have been used to study the present gauged-Yukawa mod-
els. The new findings have been substantiated also by means of EFT-like analyses including
higher-dimensional operators and numerical techniques using pseudo-spectral methods (see
App. F), which have allowed us to solve the full nonperturbative FP equation for the rescaled
scalar potential. Among the functional approaches, particular emphasis has been given
to a weak-gauge-coupling analysis which was extremely useful to corroborate the scheme
(in)dependence of our results.

Let us finally summarize the key aspects which were needed in order to detect these novel
total AF solutions.

1. A non-Abelian Yang-Mills sector is necessary in order to possess an AF gauge coupling
which can serve as a rescaling parameter for the Yukawa coupling and all the self-
interacting scalar couplings.

2. Generalized boundary conditions for the QFP potential, parameterizing its asymp-
totic UV behavior, need to be taken into account. These conditions are, for instance,
the rescaling parameter P for the marginal quartic coupling or the scaling of higher-
dimensional operators.

3. Mass-threshold effects need to be accounted for as they can invalidate the conventional
naive analysis in the DER.

Standard perturbation theory usually does not fully account for (2) and (3) since it implicitly
assumes the DER and special choices for the boundary conditions. We emphasize that point
(1), e.g., the presence of an AF gauge sector, can be sufficient to seed asymptotic freedom
in the complete model, provided that the generalizations (2) and (3) are included. This fact
has been indeed verified in non-Abelian Higgs model [111, 112], and extensively used in the
present context of gauged-Yukawa models.
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Outlook

The machinery introduced in [111, 112], and further extended in this thesis to gauge-Yukawa
models, can be used as a guiding principle to construct more realistic models. In fact, one
pressing problem to address in the future is the inclusion of the abelian hypercharge U(1)Y

gauge group of the SM. The hope is to provide a high-energy complete QFT description of the
SM, where the triviality problem is finally solved. As a byproduct, also the metastability of
the Higgs potential is expected to be overcome. In fact, the total AF trajectories discovered
in this thesis are such that the quartic scalar self-interaction coupling approaches the GFP
without never crossing an instability scale. We expect that the same mechanism would occur
also for the full SM, if such total AF trajectories exists also for the full SM.

The scenario presented in this thesis is even more attractive in the light of our observation
that, the QFP trajectories for these gauge-Yukawa models enhance the predictivity of the
model due to their UV repulsive nature. This fact would indeed restrict the IR values for
observable quantities such as the physical Higgs mass to top-quark mass ratio.

Therefore, another important investigation would be the study of the physical mass spec-
trum of these gauged-Yukawa models along the novel AF trajectories. To answer this ques-
tion, a numerical integration of the full functional RG flow equations would be required.

In the spirit of the FRG program, another path we could follow in order to further general-
ize these models, is to include a Yukawa potential in the form of h(ρ). This would generalize
the single Yukawa coupling h which corresponds to the value of the Yukawa potential at the
scalar minimum, i.e., h(ρ = κ). In the FRG set-up, indeed, focusing only on the effective
scalar potential u(ρ) does not exhaust all possible operators in the theory space which may
be important for identifying AF trajectories. The FRG methods are readily available to also
deal with this additional layer of complexity [168, 169, 196, 239, 240, 259–261]. As further
boundary conditions should be specified, it is an interesting open question as to whether the
set of AF trajectories becomes more diverse or even more constrained.
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Appendix A.

More about Perturbative
Renormalizability

In this first appendix we complete the review of perturbatively renormalizable AF solutions
allowed at one loop for the Z2-Yukawa-QCD model and the more general SU(2)L × SU(3)c

model. We therefore restrict ourself only to the perturbative renormalizable operators defined
in the Euclidean actions of Eqs. (3.1) and (4.1). Let us start first from the minimalistic
gauged-Yukawa system where fermions are charged only under the SU(Nc) gauge group.

A.1. Z2-Yukawa-QCD Models
The following analysis is partly similar to that of [86], but we generalize it with the notion
of QFPs. The flow in the (g2

s , h
2) plane, provided by Eqs. (3.5) and (3.7), is best understood

by direct analytic integration of the RG equations, and adopting g2
s as an (inverse) RG time.

The solution of the flow reads:

h2(g2
s ) = g2

s

c g
2(1−γ)
s + 1/χ2

s
, γ = 18

22Nc − dc
γN

c
f

N2
c − 1
Nc

. (A.1)

The QFP value χ2
s for the ratio h2/g2

s is defined in Eq. (3.9) and c is an integration constant.
Notice that γ is positive as long as g2

s is AF, according to Eq. (3.5). Also, the condition
χ2

s > 0, which further restricts the viable field content as in Eq. (3.10), is equivalent to γ > 1.
In fact, in the SM case where Nc = 3, N c

f = 6 and dc
γ = 4, γ assumes the value γ = 8/7. If

one initializes the flow at some initial arbitrary RG scale Λ, with a gauge coupling g2
s0 and

a Yukawa coupling h2
0, then c is given by

c g
2(1−γ)
s0 = g2

s0
h2

0
− 1/χ2

s . (A.2)

There is only one trajectory along which h2 exhibits an asymptotic scaling proportional to
g2

s , and this trajectory corresponds to the special case of c = 0 or equivalently to h2
0 = g2

s0 χ
2
s .

If the initial condition is chosen in this way, the strong gauge coupling drives the top-Yukawa
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coupling to zero in the UV limit. If instead the initial condition is different, then c ̸= 0 in
Eq. (A.1) and the fate of the system depends on the sign of c. For c < 0, which corresponds
to ĥ2

0 > χ2
s according to Eq. (A.2), either h2 < 0 for all g2

s < 1, or h2
0 > 0 and the Yukawa

coupling hits a Landau pole in the UV, i.e., it diverges at a finite RG time. For c > 0, namely
ĥ2

0 < χ2
s , there is no Landau pole and the trajectories are also AF, but with an asymptotic

scaling that differs from the one defined by Eq. (3.8). In fact, in this case

h2(g2
s )∼

gs→0

1
c
g2γ

s , (A.3)

for any c > 0, and γ > 1 due to the assumption that Eq. (3.10) holds. Also this scaling
solution should be amenable to an interpretation as a QFP for the flow of a suitable ratio.
Indeed, we could define the following rescaled coupling and its beta function

ĥ′ 2 = h2

g2γ
s
, ∂tĥ

′ 2 = 9g2γ
s

16π2 ĥ
′ 4. (A.4)

Notice that the term in Eq. (3.7) proportional to g2
s has been canceled by the contribution

−γηGĥ
′ 2 coming from the rescaling, due to the specific value of γ given in Eq. (A.1). While

Eq. (A.4) does not vanish for any finite value of the strong gauge coupling g2
s ̸= 0, the fact

that the would-be-leading contribution proportional to g2
s vanishes for any ĥ′ 2 signals the

presence of a QFP with arbitrary value of ĥ′ 2. This is only approximately realized at finite
g2

s ̸= 0 and becomes exact in the g2
s → 0 limit.

Let us now address the stability properties of the AF trajectories plotted in Fig. 3.1
(left panel). From the previous discussion it is clear that an infinitesimal perturbation of a
trajectory characterized by c > 0, along a direction which changes the value of the Yukawa
coupling, i.e., c itself, results in a new trajectory which is still a scaling solution. Thus, one
moves from a given ĥ′ 2 to another ĥ′ 2 + δĥ′ 2, and the distance between the two trajectories
stays constant in RG time in the UV limit if measured in terms of the rescaled coupling ĥ′ 2.
Hence, we can call this a marginal perturbation. These QFP solutions are neither stable
nor unstable. Yet, as it is clear from the left panel of Fig. 3.1, quantification of the distance
between trajectories in terms of the unrescaled h2 would lead to a different conclusion, since
such a distance would decrease as g2

s → 0. The unique trajectory with c = 0 has a rather
different behavior, as already discussed in Sec. 3.1.

The AF solutions of Eq. (A.3) in the Yukawa sector, translate into corresponding AF
trajectories in the Higgs sector. As we did for the CEL solution, we inspect the running of
the finite ratio λ̂2 defined in Eq. (3.13), and P still to be determined. We restrict h2 such
that the ratio in Eq. (A.4) attains an arbitrary finite value in the UV. In this case, the flow
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A.2. SU(2)L × SU(3)c Models

equation for λ̂2 becomes

∂tλ̂2 = 9
16π2 λ̂

2
2g

4P
s + Ncλ̂2

4π2c
g2γ

s + P
11Nc − 2N c

f
12π2 λ̂2g

2
s −

Nc

4π2c2 g
4(γ−P )
s . (A.5)

In order to have a QFP solution with a positive λ̂2, it is necessary that the last two contri-
butions are leading in the small-g2

s limit. Therefore, we have to require

P = γ − 1
2 , (A.6)

such that the positive QFP solution is

λ̂2 = 3Nc

11Nc − 2N c
f

2
(2γ − 1)c2 . (A.7)

The latter solution corresponds to a UV repulsive trajectory, meaning that for a chosen ini-
tialization value of ĥ′ 2 (i.e., a value for c), there is only one AF trajectory for λ2 approaching
the GFP from positive values, and it corresponds to Eq. (A.7). Larger values of λ̂2 would
result in a Landau pole, while smaller values would lead to negative λ2 at high energy.

A.2. SU(2)L × SU(3)c Models
Now we move to the more general model discussed in Chap. 4 and we summarize the analysis
of the one-loop beta functions in the DER. Similar analyses have widely been discussed in the
literature, see for example [85, 86]. In Sec. 4.1, we have presented the RG flow equation for
the top-Yukawa coupling in the presence of the two gauge couplings g2 and g2

s , cf. Eq. (4.4),
having the form

∂th
2 = h2 (ahh2 − agg2 − asg

2
s
)
, (A.8)

where the a’s coefficients are all positive for the SM set of parameters, cf. Eq. (4.3):

ah = 9
16π2 , ag = 9

32π2 , as = 1
π2 . (A.9)

Equation (A.8) can be integrated in the RG time t together with the beta functions for the
gauge couplings, cf. Eqs. (3.5) and (4.2). The integration of the latter is straightforward,
yielding

g(t)2 = g2
0

1 + g2
0 η̂Wt

, gs(t)2 = g2
s0

1 + g2
s0 η̂Gt

, (A.10)

where g2
0 and g2

s0 are the initial conditions at t = 0, or equivalently at some energy scale
Λ. The ratio η̂G is defined in Eq. (3.14) and similarly for η̂W = ηWg

−2, cf. Eq. (4.2). The
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general solution of Eq. (A.8) reads

1
h(t)2 =

(
1
h2

0
− ahI(t)

)[
g2

0
g2(t)

]ag/η̂W [ g2
s0

g2
s (t)

]as/η̂G

, (A.11)

where the function I(t) is defined as [86]

I(t) =
∫ t

0
dτ

[
g2(τ)
g2

0

]ag/η̂W [g2
s (τ)
g2

s0

]as/η̂G

. (A.12)

The conditions for having total asymptotic freedom are

χ ≡ ag
η̂W

+ as

η̂G
− 1 > 0, h2

0 ≤
1

ahI(∞) . (A.13)

The first requirement is necessary in order to provide for the existence of AF trajectories
in the space of parameters (h2, g2, g2

s ). Incidentally, this criterion is fulfilled for the SM set
of parameters. In fact, if this condition is not satisfied the integral I(∞) would diverge;
consequently, there will be a finite RG time tcritic at which the right-hand side of Eq. (A.11)
is zero and the top-Yukawa coupling hits a Landau pole, i.e., I(tcritic) = (h2

0ah)−1. On the
other hand, whenever the integral I(∞) converges, asymptotic freedom is guaranteed as long
as the right-hand side of Eq. (A.11) remains positive. This is precisely the second inequality
in Eq. (A.13).

By denoting Ω(g2
s0, g

2
0) = [ahI(∞)]−1, the equation h2

0 = Ω(g2
s0, g

2
0) represents an upper crit-

ical surface for total asymptotic freedom in the (h2, g2, g2
s ) space. In fact, if h2

0 > Ω(g2
s0, g

2
0),

the negative one-loop contributions to ∂th2 involving the gauge boson fluctuations are sup-
pressed in the UV limit, and the dominant positive scalar fluctuations drive the top-Yukawa
coupling towards a Landau pole. By contrast, all couplings approach the GFP towards the
UV for all initial conditions such that h2

0 ≤ Ω(g2
s0, g

2
0).

Let us concentrate in more detail on the RG flow on the surface Ω : by virtue of its critical
nature, Ω represents a UV repulsive surface along its orthogonal directions. Only for those
initial conditions such that h2

0 = Ω(g2
s0, g

2
0), the integrated RG trajectories will remain on the

critical surface itself for all t > 0 and will approach the Gaußian FP in the UV limit t→∞.
Next, we observe that the one-loop beta functions for the gauge couplings are independent
of the Yukawa-coupling in the DER. As a consequence, the gauge-coupling-flow on each slice
of constant h2 looks the same as within the (g2

s , g
2) plane, see Fig. A.1 (left panel).

Therefore, there will be a special AF trajectory also on the surface Ω along which the
two gauge couplings are proportional to each other, representing a UV attractive trajectory.
This special RG trajectory can be characterized more explicitly by introducing “rotated”
gauge couplings

G2
s = cosα g2

s + sinα g2, G2 = − sinα g2
s + cosα g2. (A.14)
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A.2. SU(2)L × SU(3)c Models

Fig. A.1.: Left Panel: phase diagram and flow of the gauge couplings in the h2 = 0 plane for the
SU(2)L×SU(3)c model. Both couplings exhibit an AF flow to the Gaußian FP in the UV
limit, being attracted by the trajectory where g2 = ĝ2

∗g
2
s (magenta line). Right Panel:

phase diagram and coupling flow using the rotated gauge coupling Gs (parametrizing the
magenta-line trajectory on the left panel). AF trajectories require a sufficiently small
initial Yukawa coupling h2

0 ≤ Ω with the upper bound on the critical surface Ω denoted
by the red line. The latter represents the special trajectory satisfying Eq. (A.16).

Choosing tanα = ĝ2
∗ which corresponds to the proportionality factor of the gauge couplings,

it suffices to study the flow of h2 for G2 = 0. For this particular choice, the beta functions
for h2 and G2

s are

∂th
2 = h2 [ahh2 − cosα (agĝ2

∗ + as)G2
s
]
, ∂tG

2
s = −η̂G cosαG4

s , (A.15)

whose RG phase diagram is plotted in Fig. A.1 (right panel). Here the highlighted red line
represents the QFP trajectory along which the top-Yukawa coupling is proportional to G2

s ,
and the corresponding QFP value satisfies(

h2

G2
s

)
∗

=
(
h2

g2
s

)
∗

cosα = ĥ2
∗ cosα. (A.16)

We conclude that the special trajectory in Fig. A.1, along which all three perturbatively
renormalizable couplings are proportional to each other, corresponds exactly to the QFP
solution characterized in Eq. (4.14).

105



Appendix B.

Threshold Functions

For the application of the exact functional-RG equation (2.34), we choose a regulator Rk

which is diagonal in field space. We keep the freedom to have different regulators, specified
by corresponding sub- or super-scripts, for the Higgs scalar (H) and for the Goldstone bosons
(θ), as this is possible in the SSB regime. Notice, however, that we do not distinguish between
different runnings of the wave function renormalization for the radial excitation ZH and the
Goldstone modes Zθ in the SSB regime, at the present level of our truncation. Since we are
interested in projecting on the kinetic term of the radial scalar fluctuation, we will use ZH

as the collective wave function renormalization for all scalar degrees of freedom. Similarly,
due to the choice of covariant gauges, we can have different regulators for the transverse
gluons (or transverse W bosons) and for the longitudinal gluons (or longitudinal W bosons).
However, in the Landau gauge used in this work, only transverse gauge bosons propagate.
Finally, we account for independent regularizations of the left-handed (L) and right-handed
(R) Weyl spinors. One of the left-handed Weyl spinors together with its right-handed partner
(corresponding to the top-quark) becomes massive in the SSB regime, thus the contributions
of the corresponding Dirac field are denoted with F. In the following of this section we will
use the sub- or super-script (S) to refer to the scalar Higgs and Goldstone modes, (B) to
indicate the bosonic degrees of freedom W and G, and (f) to refer to Dirac fermion as well
as left- and right-handed Weyl spinor. The mass-like regulator Rk, which parametrizes the
details of the momentum-shell integration, can be expressed in the term of dimensionless
regulator shape functions r(... )(p2/k2). For the scalar and bosonic fields it reads

RS = ZHp
2rS(p2/k2), RB = ZBp

2rB(p2/k2),
S = {H, θ}
B = {W,G}

, (B.1)

while for fermions we have

Rf = −Zf /p rf(p2/k2), f = {F,L,R}. (B.2)
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Let us define also the different regularized kinetic terms in momentum space for scalars,
bosons and fermion fields:

PS/B(p) = p2(1 + rS/B) (B.3)

PF(p) = p2(1 + rL)(1 + rR), PL/R(p) = p2(1 + rL/R)2. (B.4)

The loop momentum integrals appearing on the r.h.s. of the Wetterich equation (2.34) are
classified by defining the corresponding threshold functions. All the threshold functions used
in this work can be found also in [169, 194, 251]. However, since we have adopted in this
thesis a different notation, for the sake of clarity we provide here the definition of the required
loop integrals. We use the abbreviation v−1

d = 2d+1πd/2Γ(d/2).

l
(S)d
0 (ωS, ηH) = k−d

4vd

∫
p

Z−1
H ∂tRS

PS + k2ωS
S = {H, θ}, (B.5)

l
(gh/G/W)d
0 (ωB, ηB) = k−d

4vd

∫
p

Z−1
B ∂tRB

PB + k2ωB
B = {u,G,W}, (B.6)

l
(F)d
0 (ωF, ηψ) = 1

2vdkd

∫
p

p2(1 + rF)Z
−1
F ∂t(ZFrF)
PF + k2ωF

, (B.7)

l
(F,S)d
1,1 (ωF, ωS; ηψ, ηH) = −k

4−d

4vd

∫
p

∂̃t

[
1

PF + k2ωF

1
PS + k2ωS

]
S = {H, θ}, (B.8)

l
(θ,W)d
1,1 (ωθ, ωW; ηH, ηW) = −k

4−d

4vd

∫
p

∂̃t

[
1

PH + k2ωθ

1
PW + k2ωW

]
, (B.9)

l
(F,G)d
1,1 (ωF, ωG; ηψ, ηG) = −k

4−d

4vd

∫
p

∂̃t

[
1

PF + k2ωF

1
PG + k2ωG

]
, (B.10)

m
(S)d
2 (ωS, ηH) = −k

6−d

4vd

∫
p

p2∂̃t

[
∂(p2)PS

(PS + k2ωS)2

]2

S = {H, θ}, (B.11)

m
(W)d
2 (ωW, ηW) = −k

6−d

4vd

∫
p

p2∂̃t

[
∂(p2)PW

(PW + k2ωW)2

]2

, (B.12)

m̃
(W)d
2 (ωW; ηW) = −k

6−d

16vd

∫
p

1
p2 ∂̃t

1
(PW + k2ωW)2 , (B.13)

m
(F)d
2 (ωF, ηψ) = −k

6−d

4vd

∫
p

p2∂̃t

[
∂(p2)PF

(PF + ωFk2)2

]2

, (B.14)

m
(F)d
4 (ωF, ηψ) = −k

4−d

4vd

∫
p

p4∂̃t

[
∂(p2)

1 + rF

PF + ωFk2

]2

, (B.15)

m
(L,S)d
1,2 (ωF, ωS; ηψ, ηH) = −k

4−d

4vd

∫
p

p2∂̃t

[
1 + rR

PF + ωFk2
∂(p2)PS

(PS + k2ωS)2

]
S = {H, θ}, (B.16)

m
(R,S)d
1,2 (ωF, ωS; ηψ, ηH) = −k

4−d

4vd

∫
p

p2∂̃t

[
1 + rL

PF + ωFk2
∂(p2)PS

(PS + k2ωS)2

]
S = {H, θ} (B.17)

m
(F,H)d
1,2 (ωF, ωH; ηψ, ηH) = −k

4−d

4vd

∫
p

p2∂̃t

[
1 + rF

PF + ωFk2
∂(p2)PH

(PH + k2ωH)2

]
, (B.18)
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m
(f,B)d
1,2 (ωF, ωB; ηψ, ηB) = −k

4−d

4vd

∫
p

p2∂̃t

[
1 + rf

PF + ωFk2
∂(p2)PB

(PB + k2ωB)2

]
B = {W,G}
f = {F,L,R}

, (B.19)

m̃
(f,B)d
1,1 (ωF, ωB; ηψ, ηB) = −k

4−d

4vd

∫
p

∂̃t

[
1 + rf

PF + ωFk2
1

PB + k2ωB

]
B = {W,G}
f = {F,L,R}

. (B.20)

The operator ∂̃t denotes differentiation with respect to the RG-time t = log k acting, however,
only on the regulators. It can be defined through the following expression

∂̃t =
∑

Φ

Z−1
Φ ∂t(ZΦrΦ) · δ

δrΦ
, (B.21)

where an integral over the momentum is understood and Φ is a collective index for all
the degrees of freedom in the considered truncated effective average action. To be more
explicitly, for the general SU(2)L×SU(3)c model Φ ∈ {H, θ,L,R,W,G}, for the Z2-Yukawa-
QCD model Φ ∈ {H,F,G} and for the non-Abelian Higgs model Φ ∈ {H, θ,W}. Let us
remind the reader that within our projection rules we have ZH = Zθ.

All throughout Chap. 3, we have used the piecewise linear regulator

rS/B(p2/k2) = (k2/p2 − 1) θ(1− p2/k2), (B.22a)[
1 + rf(p2/k2)

]2 = 1 + rS/B(p2/k2), (B.22b)

which is optimized for the derivative expansion [192, 193]. Within this choice, the analytic
integration of the threshold functions yield the following results

l
(S)d
0 (ωS, ηH) = 2

d

1− ηH
d+2

1 + ωS
,

l
(gh/G/W)d
0 (ωB, ηB) = 2

d

1− ηB
d+2

1 + ωB
,

l
(F)d
0 (ωF, ηψ) = 2

d

1− ηψ
d+1

1 + ωF
,

l
(F,S)d
1,1 (ωF, ωS; ηψ, ηH) = 2

d

1
(1 + ωF)(1 + ωS)

[
1

1 + ωF

(
1− ηψ

d+ 1

)
+ 1

1 + ωS

(
1− ηH

d+ 2

)]
,

l
(F,G)d
1,1 (ωF, ωG; ηψ, ηG) = 2

d

1
(1 + ωF)(1 + ωG)

[
1

1 + ωF

(
1− ηψ

d+ 1

)
+ 1

1 + ωG

(
1− ηG

d+ 2

)]
,

l
(θ,W)
1,1 (ωθ, ωW; ηH, ηW) = 2

d

1
(1 + ωθ)(1 + ωW)

[
1

1 + ωθ

(
1− ηH

d+ 2

)
+ 1

1 + ωW

(
1− ηW

d+ 2

)]
,

m
(S)d
2 (ωS, ηH) = 1

(1 + ωS)4 ,

m
(W)d
2 (ωW, ηW) = 1

(1 + ωW)4 ,

m̃
(W)d
2 (ωW; ηW) = 1

d− 2
1− ηW

d

(1 + ωW)3 ,
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m
(F)d
2 (ωF, ηψ) = 1

(1 + ωF)4 ,

m
(F)d
4 (ωF, ηψ) = 1

(1 + ωF)4 + 1− ηψ
d− 2

1
(1 + ωF)3 −

( 1− ηψ
2(d− 2) + 1

4

) 1
(1 + ωF)2 ,

m
(L,S)d
1,2 (ωF, ωS; ηψ, ηH) =

1− ηH
d+1

(1 + ωF)(1 + ωS)2 = m
(R,S)d
1,2 (ωF, ωS; ηψ, ηH),

m
(F,H)d
1,2 (ωF, ωH; ηψ, ηH) =

1− ηH
d+1

(1 + ωF)(1 + ωH)2 ,

m
(f,B)d
1,2 (ωF, ωB; ηψ, ηB) =

1− ηB
d+1

(1 + ωF)(1 + ωB)2 ,

m̃
(f,B)d
1,1 (ωF, ωB; ηψ, ηB) = 2

d− 1
1

(1 + ωF)(1 + ωB)

[1− ηB
d+1

1 + ωB
+

1− ηψ
d

1 + ωF
− 1

2 + ηψ
2d

]
.
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Appendix C.

Derivation of the FRG Flow Equations
for the Z2-Yukawa-QCD Model

In this appendix we want to clarify how to project the Wetterich equation (2.34) onto the
different operators which compose the truncated EAA of the Z2-Yukawa-QCD model. For
the more general SU(2)L×SU(3)c model, the same procedure, modulo further complications
due to the extra degrees of freedom, can be nevertheless straightforwardly derived. The
first step is to evaluate the Hessian, or fluctuation matrix, for the chosen truncation in
Eq. (3.17). Since it proves to be convenient to derive the flow equations in momentum
space, we formulate our truncation in Fourier space. Applying the following conventions for
the Fourier transformations

φ(x) =
∫
p

eipx φ(p) for φ = {H,ψA, GI
µ, u

I}, (C.1)

and

φ̄(x) =
∫
p

e−ipx φ̄(p) for φ̄ = {ψ̄A, ūI}, (C.2)

where we have defined
∫
p
≡
∫

ddp
(2π)d , we get

Γk =
∫
p

∫
q

{
ZH

2 H(q)p2H(p)δq,−p − ZFψ̄
A(p)

[
/qδ

ABδp,q + ḡs /G
I(p− q)TABI

]
ψB(q)

}
+
∫
ddxU

(∫
p

eipxH(p)
)

+ ih̄√
2

∫
p

∫
q

ψ̄A(p)H(p− q)ψA(q)

+ ZG

2

∫
p

∫
q

GI
µ(q)

[
p2δµν − pµpν

(
1− 1

ζs

)]
GI
ν(p)δq,−p + Γk,G3 + Γk,G4

+ Zu

∫
p

∫
q

ūI(p)
[
−p2δIJδq,p + ḡsf

IJKGK
µ (p− q)

]
uJ(q), (C.3)

where the Dirac-delta function in momentum space is defined as δp,q = (2π)dδd(p− q). The
two terms Γk,G3 and Γk,G4 include respectively cubic and quartic interactions among the
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gluon gauge fields, which, by the way, are not displayed here because they are not relevant
for our calculations. The fluctuation matrix is defined as

Γ(2)
k (p, q) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

δ
δH(−p)

δ
δψA(−p)

δ
δψ̄A(p)

δ
δGIµ(−p)

δ
δuI(−p)

δ
δūI(p)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Γk
(

δ
δH(q)

δ
δψB(q)

δ
δψ̄B(−q)

δ
δGJν (q)

δ
δuJ (q)

δ
δūJ (−q)

)
, (C.4)

where the column of functional derivatives are acting from the left whereas the line of
functional derivatives are acting from the right. The components of the Hessian can be
calculated from Eq. (C.3) and they read

Γ(2)
k (p, q) ≡

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ΓHH ΓHψ ΓHψ̄ 0 0 0
ΓψH 0 Γψψ̄ ΓψG 0 0
Γψ̄H Γψ̄ψ 0 Γψ̄G 0 0

0 ΓGψ ΓGψ̄ ΓGG ΓGu ΓGū

0 0 0 ΓuG 0 Γuū
0 0 0 ΓūG Γūu 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (C.5)

whit their explicit form

ΓHH = ZHp
2δp,q +

∫
ddxU ′′ (H(x)) ei(q−p)x,

ΓHψ = ih̄√
2
ψ̄(q − p) = −ΓT

ψH,

Γψ̄H = ih̄√
2
ψ(p− q) = −ΓT

Hψ̄,

Γψ̄ψ = ih̄√
2
H(p− q)− ZF

[
δp,q/p+ ḡs /G

I(p− q)TI
]
,

Γψψ̄ = − ih̄√
2
H(p− q) + ZFγ

T
µ

[
−δp,qpµ + ḡsG

I
µ(p− q)TT

I

]
,

Γψ̄G = −ḡsZFγνTJψ(p− q) = −ΓT
Gψ̄,

ΓGψ = −ḡsZFψ̄(q − p)γµTI = −ΓT
ψG,

ΓGG = ZGp
2
[
δµν −

pµpν
p2

(
1− 1

ζs

)]
δIJδp,q +O (G) ,

ΓGu = −iḡsf
IJK ūK(q − p)(q − p)µ,

ΓuG = −iḡsf
IJK ūK(q − p)(q − p)ν ,

ΓGū = iḡsf
IJKuK(p− q)qµ,
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ΓūG = −iḡsf
IJKuK(p− q)pν ,

Γūu = Zu
[
−δp,qδIJp2 + iḡsf

IJKGK
µ (p− q)pµ

]
,

Γuū = Zu
[
δp,qδ

IJp2 − iḡsf
IJKGK

µ (p− q)qµ
]
,

where the transpose is respect with both the Dirac structure and the fundamental represen-
tation of SU(Nc). The regulator matrix is given by

Rk(p, q) = δp,q

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

RH(p) 0 0 0 0 0
0 0 RT

F(p) 0 0 0
0 RF(p) 0 0 0 0
0 0 0 RG,µν(p) 0 0
0 0 0 0 0 −Ru(p)
0 0 0 0 Ru(p) 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (C.6)

where

RH(p) = ZHp
2rH

(
p2

k2

)
,

RF(p) = −ZF /p rF

(
p2

k2

)
δAB,

Ru(p) = −Zup2ru

(
p2

k2

)
δIJ

RG,µν(p) = ZGp
2
[
ΠT,µνrGT

(
p2

k2

)
+ 1
ζs

ΠL,µνrGL

(
p2

k2

)]
δIJ ,

and the Π’s are the longitudinal and transverse projectors with respect to the momentum
pµ, namely

ΠL,µν = (pµpν)/(p2), ΠT,µν = δµν − (pµpν)/(p2). (C.7)

In principle we could choose different regulator shape functions rGL and rGT for the longitu-
dinal and transverse modes, however, for the porpoises of this thesis, we have only considered
the case where rGL = rGT.

C.1. Scalar Potential
We can extract the flow equation for the scalar potential by projecting the r.h.s of Eq. (2.34)
onto the constant field configuration, H(x) = const, and setting all the other fields to zero

∂t
⏐⏐
H
Uk(H) = 1

V

1
2 STr

{
∂tRk

Γ(2)
k +Rk

}
H=const,{ψ,ψ̄,G,ū,u}=0

(C.8)
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where V is the spacetime volume
∫
ddx. With the simple substitution of constant scalar field,

the regularized Hessian Γ(2)
k + Rk becomes block diagonal and straightforwardly invertible.

The multiplication of its inverse with the regulator matrix Rk yields a diagonal matrix in all
its indices except for the spinor indices, in fact[

∂tRk

Γ(2)
k +Rk

]
(p, q) = δp,qdiag

{
a(p,H)∂tRH, (∂tRF)T[b(p,H)− /pTc(p,H)

]
, (C.9)

− (∂tRF)
[
b(p,H) + /pc(p,H)

]
, (∂tRG,µν)

Pνλ
ZG

,− ∂tRu

ZuPu
,− ∂tRu

ZuPu

}
,

where for convenience of space we have defined the momentum and field-dependent functions

a(p,H) = 1
ZHp2(1 + rH) + U ′′(H) , b(p,H) =

ih̄√
2H

Z2
Fp

2(1 + rF)2 + h̄2

2 H
2
,

c(p,H) = ZF(1 + rF)
Z2

Fp
2(1 + rF)2 + h̄2

2 H
2
. (C.10)

The regularized propagator for the gluon fields reads

Pµν(p) =
[

ΠT
µν

p2(1 + rGT) + ζs
ΠL
µν

p2(1 + rGL)

]
δIJ =

ΠT
µν + ζsΠL

µν

p2(1 + rG) δ
IJ , (C.11)

where the last equality holds for equal regulator shape functions rGL = rGT.
We can now perform the STr over the internal indices, taking into account that it causes a
minus sign in the fermionic and ghost sectors (due to their Graßman nature) and, using the
standard identities to resolve the Dirac trace such as tr(γµ) = 0 and tr(γµγν) = δµνd

c
γ, we

obtain afterwards

∂t
⏐⏐
H
Uk(H) = 1

2

∫
p

a(p,H)p2∂t(ZHrH)− dc
γNc

∫
p

c(p,H)p2∂t(ZFrF) (C.12)

+ (N2
c − 1)

[
−
∫
p

Z−1
u p2∂t(Zuru)

Pu
+ d+ ζs − 1

2

∫
p

Z−1
G p2∂t(ZGrG)

PG

]
,

where the factor Nc is due to the trace over the indices of the fundamental representation of
SU(Nc) and N2

c − 1 is the dimension of the adjoint representation. The first and second mo-
mentum integrals in the latter equation correspond to the scalar and fermion loop threshold
effects respectively, while the loop integrals in the second line correspond to ghost and gluon
loops. Introducing the rescaled potential uk(ρ), defined via Eqs. (3.18) and (3.20), we have

duk(ρ)
dt = ∂t

⏐⏐
ρ
uk(ρ) + u′

k(ρ)∂tρ = ∂t
⏐⏐
ρ
uk − (d− 2 + ηH)ρu′

k

= −duk + k−d∂t
⏐⏐
H
Uk(H), (C.13)
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where the anomalous dimension for the scalar field is given by Eq. (3.21). Collecting together
the results in Eqs. (C.12) and (C.13) we finally obtain

∂tuk(ρ) = −duk + (d− 2 + ηH)ρu′
k(ρ) + 1

2kd

∫
p

Z−1
H p2∂t(ZHrH)

PH + k2(u′
k + 2ρu′′

k)

−
dc
γNc

kd

∫
p

Z−1
F p2(1 + rF)∂t(ZFrF)

PF + k2h2ρ
− N2

c − 1
kd

∫
p

Z−1
u p2∂t(Zuru)

Pu

+ (N2
c − 1)(d+ ζs − 1)

2kd

∫
p

Z−1
G p2∂t(ZGrG)

PG
, (C.14)

where we have used the definition of the dimensionless top-Yukawa coupling as given in
Eq. (3.19). By comparing the latter equation with the definition of the threshold functions
l
(H)d
0 and l(F)d

0 in App. B, we recover the same RG flow equation as given by Eq. (3.22) in the
main text, apart from the last two terms. In fact, the last two loop integrals in Eq. (C.14)
– proportional to the threshold functions l(gh)d

0 (0, ηu) and l(G)d
0 (0, ηG) respectively – are field

independent and thus, they do not contribute to the running of the scalar potential apart
from an overall vacuum constant shift.

C.2. Anomalous Dimension for the Scalar Field
In order to evaluate the anomalous dimension ηH, it should be clear that it is not possible to
set the Higgs scalar field to a constant configuration, like in the previous section, inside the
flow of the EAA. Indeed this would kill the kinetic term, which is precisely that operator
carrying the information about the wave function renormalization. A straightforward way
for taking into account the running of the scalar kinetic term, is to split the scalar field
into a fixed constant configuration v̄ plus fluctuations around it, such that the anomalous
dimension becomes a function of this field configuration ηH(v̄). This fact represents a source
of scheme dependency since the functional RG flow does not contain information about the
original truncation. We can however solve this inconvenience by fixing v̄ in a consistent way.
A natural way of doing this is to choose v̄ as precisely the ground state of the Higgs scalar
field, since the physical particles are interpreted, in fact, as excitations around the ground
state itself. We can thus write

H(x) = v̄ + ∆H(x) or H(p) = v̄δp,0 + ∆H(p). (C.15)
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The substitution in the Hessian Γ(2)
k is straightforward, in particular, the second variation

with respect the fluctuations ∆H becomes

ΓHH = ZHp
2δp,q + U ′′(v̄)δp,q + U ′′′(v̄)∆H(p− q)

+ 1
2U

′′′′(v̄)
∫
l

∆H(l)∆H(p− q − l) + · · · . (C.16)

We can therefore state that, the correct projection rule onto the kinetic term of the Higgs
scalar fluctuation fields reads

∂tZH = 1
V

∂

∂(p2)

⏐⏐⏐⏐
p2=0

δ2

δ∆H(−p)δ∆H(p)

⏐⏐⏐⏐
{φ,φ̄}=0

∂tΓk. (C.17)

This time we are not free to take the limit of vanishing fields, φ = 0 = φ̄, before taking
the functional derivatives. Therefore we have to deal with a fluctuation matrix which is not
anymore diagonal in its momentum indices. One way to proceed is to expand the operator
under the STr of the Wetterich equation in powers of the fluctuation fields. To do so, we
first write

∂tRk

Γ(2)
k +Rk

= ∂̃t ln
(

Γ(2)
k +Rk

)
, (C.18)

where the RG-time derivative ∂̃t acts only on the regulator part Rk, as defined in Eq. (B.21).
Afterwards we decompose the operator Γ(2)

k +Rk into a kinetic part K, independent from the
fluctuation fields and invertible, and the remaining field-dependent part F(φ, φ̄). Performing
this splitting allows us to expand the logarithm in the last equation by means of the Mercator
series, such that the Wetterich equation can be written in a different form like

∂tΓk = 1
2STr∂̃t

{
lnK +

∞∑
n=1

(−1)n+1

n
[PF(φ, φ̄)]n

}
, (C.19)

where the P is the regularized propagator in momentum space P = K−1. The building block
of the latter expansion is therefore the matrix (PF), which can be straightforwardly, though
tediously, derived by the above expressions for Γ(2)

k and Rk. It reads

(PF)(p, q) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

PFHH PFHψ PFHψ̄ 0 0 0
PFψH PFψψ 0 PFψG 0 0
PFψ̄H 0 PFψ̄ψ̄ PFψ̄G 0 0

0 PFGψ PFGψ̄ PFGG PFGu PFGū

0 0 0 PFuG PFuu 0
0 0 0 PFūG 0 PFūū

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (C.20)
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where

PFHH = a(p, v̄)
[
U ′′′(v̄)∆H(p− q) + 1

2U
′′′′(v̄)

∫
l

∆H(l)∆H(p− q − l) + · · ·
]
,

PFHψ = ih̄√
2
a(p, v̄)ψ̄(q − p),

PFHψ̄ = − ih̄√
2
a(p, v̄)ψT(p− q),

PFψH = − ih̄√
2

[b(p, v̄) + /pc(p, v̄)]ψ(p− q),

PFψ̄H = − ih̄√
2

[b(p, v̄)− /pTc(p, v̄)]ψ̄T(q − p),

PFψψ = [b(p, v̄) + /pc(p, v̄)]
[
− ih̄√

2
∆H(p− q) + ḡsZF /G(p− q)

]
,

PFψ̄ψ̄ = [b(p, v̄)− /pTc(p, v̄)]
[
− ih̄√

2
∆H(p− q) + ḡsZF /G

T(p− q)
]
,

PFψG = ḡsZF[b(p, v̄) + /pc(p, v̄)]γνTJψ(p− q),

PFψ̄G = ḡsZF[b(p, v̄)− /pTc(p, v̄)]γT
ν T

T
J ψ̄

T(q − p),

PFGψ = −ḡs
ZF

ZG
ψ̄(q − p)Pµλ(p)γλTI ,

PFGψ̄ = ḡs
ZF

ZG
ψT(p− q)Pµλ(p)γT

λ T
T
I .

For completeness let us write down also the rest of the matrix elements for PF , even though
they do not contribute to the anomalous dimensions ηH and ηψ or to the Yukawa coupling.

PFGG = Z−1
G Pµν(p)O(G), PFGu = −iḡsZ

−1
G Pµν(p)f IJK ūK(q − p)(q − p)µ,

PFGū = iḡsZ
−1
G Pµν(p)f IJK ūK(p− q)qµ, PFuG = iḡs [ZuPu(p)]−1 f IJKuK(p− q)pν ,

PFūG = −iḡs [ZuPu(p)]−1 f IJK ūK(q − p)(q − p)ν ,

PFuu = −iḡs [Pu(p)]−1 f IJKGK
µ (p− q)pµ, PFūū = −iḡs [Pu(p)]−1 f IJKGK

µ (p− q)qµ.

For example, there are no contributions to ηH, ηψ or ∂th coming from the ghost fields be-
cause, actually, there are no vertices in the theory that couple the ghost fields with the
scalar or fermionic fields, since they do only couple with the gluons. For this reason, ghost-
contributions can appear only as threshold effects through the gluons anomalous dimension.

In order to proceed further, we have to identify those terms in the expansion of Eq. (C.19)
which contain quadratic contributions in the scalar fluctuations ∆H. These are precisely
(PF) and (PF)2. The linear term would contribute only with the quadratic part in the
element PFHH, which corresponds diagrammatically to a tadpole. However, since any tad-
pole is independent on the external momentum, it does not contribute to ηH, once we derive
with respect to p2. Therefore the projection rule onto the wave function renormalization
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simplifies to

∂tZH = 1
V

∂

∂(p2)

⏐⏐⏐⏐
p2=0

δ2

δ∆H(−p)δ∆H(p)

⏐⏐⏐⏐
{φ,φ̄}=0

1
2 STr ∂̃t

{
−1

2(PF)2
}
, (C.21)

and leads to the following expression

∂tZH = ∂

∂(p2)

⏐⏐⏐⏐
p2=0

∂̃t

{
−1

2[U ′′′(v̄)]2
∫
ℓ

a(p+ ℓ, v̄)a(ℓ, v̄)− 1
2 h̄

2Ncd
c
γ

∫
ℓ

[
b(p+ ℓ, v̄)b(ℓ, v̄)

+ ℓ · (ℓ+ p)c(p+ ℓ, v̄)c(ℓ, v̄)
]}
. (C.22)

It is useful to write the derivative with respect p2 as (2d)−1∂2/∂pµ∂pµ and, integrating by
part, the latter equation becomes

∂tZH = [U ′′′(v̄)]2
d

∂̃t

∫
ℓ

ℓ2[∂(ℓ2)a(ℓ, v̄)]2 −
Ncd

c
γh̄

4

d

v̄2

2 ∂̃t
∫
ℓ

ℓ2[∂(ℓ2)b(ℓ, v̄)]2

+
Ncd

c
γh̄

2

d
∂̃t

∫
ℓ

ℓ4[∂(ℓ2)c(ℓ, v̄)]2. (C.23)

Translating this expression in terms of dimensionless and renormalized quantities as defined
in Sec. 3.2, and taking into account the definitions of the threshold functions m(H)d

2 , m(F)d
2

and m
(F)d
4 – cf. App. B – we recover the expression for the scalar anomalous dimension ηH

as given in main text in Eq. (3.27).
Let remind the reader that, from the definition of ρ = ϕ2/2, we have that

∂t
⏐⏐
H
ϕ = ∂t

⏐⏐
H

(√
ZHk

2−d
2 H

)
= −1

2(d− 2 + ηH)ϕ, (C.24)

such that the scaling of the renormalized dimensionless scalar field is ϕ ∼ k− d−2+ηH
2 H. The

RG-time derivative is taken at fixed dimensionfull fields, when applied to the effective average
action Γk, but it is usually understood to be computed at fixed renormalized dimensionless
quantities, when one looks at the beta function for u(ρ) or h2 for example. As a matter of
fact, we can say that the anomalous dimension changes the scaling which one naively expects
for the scalar field, indeed we can write

H ∼ k
d−2+ηH

2 ϕ, (C.25)

where the field ϕ is considered as fixed.
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C.3. Anomalous Dimension for the Fermion Field
The derivation of the flow for the fermionic wave function renormalization ZF follows the
same line of arguments as for the derivation of the flow for ZH. The projection onto the
fermionic kinetic term is given by

∂tZF = − 1
Ncd dc

γV
trγµ

∂

∂pµ

−→
δ

δψ̄A(p)
∂tΓk

←−
δ

δψA(p)

⏐⏐⏐⏐
p=0,{φ,φ̄}=0

, (C.26)

where the trace is over the Dirac indices. Also in this case, it is possible to recognize that
only the quadratic term in the expansion of ln(K+F) in Eq. (C.19) survives the projection
and, the flow equation for the fermionic wave function renormalization becomes

∂tZF = 1
4d dc

γ

trγµ
∂

∂pµ

⏐⏐⏐⏐
p=0

∂̃t

{
h̄2
∫
ℓ

a(ℓ, v̄)[b(ℓ+ p, v̄) + (/ℓ + /p)c(ℓ+ p, v̄)]

+ h̄2
∫
ℓ

a(ℓ+ p, v̄)[b(ℓ, v̄)− /ℓc(ℓ, v̄)]

− ḡ2
s
Z2

F
ZG

N2
c − 1
2Nc

γν

∫
ℓ

Pνλ(ℓ) 4[b(ℓ+ p, v̄) + (/ℓ + /p)c(ℓ+ p, v̄)]γλ
}
. (C.27)

Expanding the integrands for small p and retaining only the linear terms in pµ we get, after
integrations by part,

∂tZF = − h̄
2

d
∂̃t

∫
ℓ

ℓ2c(ℓ, v̄)∂(ℓ2)a(ℓ, v̄)− 2
d

N2
c − 1
2Nc

Z2
F

ZG
ḡ2

s

[
(1− ζs)(d− 1)

∫
ℓ

c(ℓ, v̄)
PG(ℓ)

− (d− 1− ζs)
∫
ℓ

ℓ2c(ℓ, v̄)
∂(ℓ2)PG(ℓ)
PG(ℓ)2

]
, (C.28)

where the following properties among the Dirac matrices have been used: tr(γµγνγλ) = 0 and
tr(γµγνγλγσ) = dc

γ(δµνδλσ+δµσδνλ−δµλδνσ). As it is clear, we have chosen the same regulator
for both the transverse and longitudinal modes for the gluon fields, namely rGL = rGT, such
that we can define PG(ℓ) = ℓ2[1 + rGL(ℓ)]. Comparing the latter equation with the definition
for the threshold functions m(FH)d

12 , m(FG)d
12 and m̃

(FG)d
11 – given in App. B – we recover the

expression for the spinor anomalous dimension ηψ as given in the main text in Eq. (3.28).
Of course dimensionless and renormalized quantities have to be introduced.

C.4. Top-Yukawa Coupling
Given the separation of the scalar field into its vev plus fluctuations around it, as in
Eq. (C.15), the RG flow of the Yukawa coupling can be obtained by projecting onto the
operator ∼ ∆Hψ̄ψ rather then onto ∼ Hψ̄ψ. This distinction is obviously the same in
the symmetric regime while it differs in the broken regime where the two operators flow
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differently. In fact, in the flow equation for the Yukawa coupling, obtained from the projec-
tion onto the Higgs scalar fluctuation, there are also contributions coming from higher-order
Yukawa operators such as, for example, ∼ H2nHψ̄ψ. This operator is beyond our truncation
but can contribute to the running of the operator v̄2n∆Hψ̄ψ. Therefore we are indeed taking
into account an effective operator of the form h̄(v̄)Hψ̄ψ where h̄(v̄) is an arbitrary function
of the nontrivial minimum v̄ for the scalar potential. Therefore the projection rule onto the
Yukawa term ∼ ∆Hψ̄ψ reads

∂th̄ = 1
V

√
2

iNcdc
γ

δ

δ∆H(p− q)

−→
δ

δψ̄A(p)
∂tΓk

←−
δ

δψA(q)

⏐⏐⏐⏐
{φ,φ̄}=0,{p,q}=0

. (C.29)

After having expanded the ln[K(1 + PF)] in a Taylor series, it is possible to see that only
the cubic term (PF)3 survives the projection such that the latter equation becomes

∂th̄ = 1
V

√
2

iNcdc
γ

δ

δ∆H(p− q)

−→
δ

δψ̄A(p)
1
2 STr ∂̃t

{
1
3(PF)3

} ←−
δ

δψA(q)

⏐⏐⏐⏐
{φ,φ̄}=0,{p,q}=0

. (C.30)

Performing some tedious algebra leads to the following expression

∂th̄ =
√

2
i

1
6 ∂̃t
{
U ′′′(v̄) h̄

2

2

∫
ℓ

6 a(ℓ, v̄)2b(ℓ, v̄)− ih̄3

2
√

2

∫
ℓ

6 a(ℓ, v̄)[b(ℓ, v̄)2 + ℓ2c(ℓ, v̄)2]

+ ih̄√
2
Z2

F
ZG

ḡ2
s
N2

c − 1
2Nc

∫
ℓ

6Pµµ(ℓ)[b(ℓ, v̄)2 + ℓ2c(ℓ, v̄)2]
}
, (C.31)

where the trace of the regularized propagator for the gluons is Pµµ(ℓ) = (d+ζs−1)PG(ℓ)−1, if
the regularization scheme for both longitudinal and transverse modes are equal. Let remind
the reader that the trace over the generators of the fundamental representation of SU(Nc)
is tr(TITJ) = 1

2δIJ , such that for I = J we get δII = N2
c − 1 the number of components

for the adjoint representation. Translating the latter equation in terms of the regularized
dimensionless quantities, and taking into account the definition for the threshold functions
l
(FH)d
n1n2 and l

(FG)d
n1n2 – as given in App. B – we obtain the following beta function [164]

∂th
2 = (d− 4 + ηH + 2ηψ)h2 − 4vdh4ρ(6u′′ + 4ρu′′′)l(FH)d

12 (ωF, ωH)

− N2
c − 1
2Nc

(d+ ζs − 1)8vdh2g2
s

[
l
(FG)d
11 (ωF, 0; ηψ, ηG)− 2h2ρl

(FG)d
21 (ωF, 0; ηψ, ηG)

]
+ 4vdh4

[
l
(FH)d
11 (ωF, ωH; ηψ, ηH)− 2h2ρl

(FH)d
21 (ωF, ωH; ηψ, ηH)

] ⏐⏐⏐
ρ=κ

. (C.32)

C.4.1. Generalized Yukawa Interaction

In Sec. 3.2 we have discussed two possible projection rules which can be used to derive the
RG flow equation for a generalized Yukawa potential. In particular, we have emphasized the
fact that the first one, given by Eq. (3.24), namely the projection onto the field-dependent
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two point function Γ(2)
ψ̄ψ

(H), presents a better convergence in the SSB regime once a finite
truncation for the functional h̄(H) is chosen. Therefore we want to present here the main
differences with respect to the calculation we have just presented above. Let us consider
therefore a generalized Yukawa coupling h̄(H2/2), function of the Z2 invariant field H2/2,
such that the original discrete chiral symmetry of the action is preserved. In order to keep
arbitrary the dependence of h̄ with respect to H, we consider the Higgs scalar field as a
constant value, in a similar way as we did for deriving the flow of the scalar potential. In
this way, the Yukawa interaction term reads, in momentum space,

i√
2
h̄(H)H

∫
p

ψ̄A(p)ψA(p), (C.33)

from which we can immediately read off the correct projection rule onto the generalized
Yukawa potential

H∂t
⏐⏐
H
h̄(H) =

√
2

i
1

V Ncdc
γ

−→
δ

δψ̄A(p)
∂tΓk

←−
δ

δψA(p)

⏐⏐⏐⏐
{φ,φ̄}=0,p=0

. (C.34)

To proceed further, we split again the regularized Hessian Γ(2)
k +Rk into a kinetic part plus

a fluctuation part, and we expand the ln(1 +PF) as in Eq. (C.19). The difference here from
before is that, since H is considered as constant, we do not split the scalar field into its vev
plus fluctuations around it. Due to this fact, the propagator matrix P remains essentially
the same, 32 but the fluctuation matrix does change according to the generalized structure
of the Yukawa coupling. Indeed the matrix elements which are different from the previous
Eq. (C.20) are:

PFHH = i√
2
a(p,H)

[
2h̄′(H) +Hh̄′′(H)

] ∫
ℓ

ψ̄(ℓ)ψ(ℓ+ p− q), (C.35)

PFHψ = i√
2
a(p,H)

[
h̄(H) +Hh̄′(H)

]
ψ̄(q − p), (C.36)

PFHψ̄ = − i√
2
a(p,H)

[
h̄(H) +Hh̄′(H)

]
ψT(p− q), (C.37)

PFψH = − i√
2
[
h̄(H) +Hh̄′(H)

] [
b(p,H) + /pc(p,H)

]
ψ(p− q), (C.38)

PFψ̄H = − i√
2
[
h̄(H) +Hh̄′(H)

] [
b(p,H)− /pTc(p,H)

]
ψ̄T(q − p), (C.39)

PFψψ = ḡsZG
[
b(p,H) + /pc(p,H)

]
/G(p− q), (C.40)

PFψ̄ψ̄ = ḡsZG
[
b(p,H)− /pTc(p,H)

]
/G

T(p− q). (C.41)

32The only substitution is that h̄v goes into h̄(H)H and the second derivative of the scalar potential, in the
function a(ℓ,H), is not evaluated any more at the vev but is considered as a full function of H.
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C.4. Top-Yukawa Coupling

From the Taylor expansion given in Eq. (C.19), it is possible to see that only the linear and
quadratic terms of the expansion survive the projection in Eq. (C.34). These terms lead to
the following flow equation for the dimensionfull generalized Yukawa coupling

H∂t
⏐⏐
H
h̄(H) = 1

2
[
2h̄′(H) +Hh̄′′(H)

]
∂̃t

∫
ℓ

a(ℓ,H)− 1
i
√

2
[
h̄(H) +Hh̄′(H)

]2
∂̃t

∫
ℓ

a(ℓ,H)b(ℓ,H)

+
√

2
i ḡ2

s
Z2

F
ZG

N2
c − 1
2Nc

∂̃t

∫
ℓ

b(ℓ,H)Pµµ(ℓ). (C.42)

From the expression for the dimensionless and renormalized Yukawa coupling we have that

d
dth(ρ) = ∂t

⏐⏐
ρ
h(ρ) + (2− d− ηH)ρh′(ρ) (C.43)

= 1
2(ηH + 2ηψ + d− 4)h(ρ) + k

d−4
2

√
ZHZF

∂t
⏐⏐
H
h̄(H), (C.44)

such that the RG flow equation for h(ρ) reads

∂t
⏐⏐
ρ
h(ρ) = 1

2(ηH + 2ηψ + d− 4)h(ρ) + (d− 2 + ηH)ρh′(ρ) + k
d−4

2
√
ZHZF

∂t
⏐⏐
H
h̄(H), (C.45)

where the last term is given by Eq. (C.42). The loop integrals can be expressed in terms
of the threshold functions l(H)d

1 , l(FH)
11 and l

(FG)
11 – as defined in Sec. B – such that we finally

obtain

∂th(ρ) = 1
2(d− 4 + ηH + 2ηψ)h+ (d− 2 + ηH)ρh′ − 2vd (3h′ + 2ρh′′) l(H)d

1 (ωH, ηH)

+ 2vd h(h+ 2ρh′)2 l
(FH)d
11 (ωF, ωH; ηψ, ηH)

− 4vdg2
sh
N2

c − 1
2Nc

(d+ ζs − 1)l(FG)d
11 (ωF, 0; ηψ, ηG). (C.46)

The RG flow equation given in the main text, cf. Eq. (3.26), can be obtained straight-
forwardly by specifying the generalized Yukawa potential h(ρ) to be a k-scale dependent
constant. Let us observe also that the two formulations presented in this appendix are re-
lated among each other. In fact Eq. (C.32) can be obtained from Eq. (C.46) by taking one
derivative with respect to ρ before evaluating it at the nontrivial minimum ρ = κ. Vice versa,
Eq. (C.46) can be obtained from Eq. (C.32) by setting to zero all the threshold functions
which are explicitly multiplied by the nontrivial minimum κ.
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Appendix D.

On the Stability of the full Scalar
Potential for the Z2-Yukawa-QCD Model

D.1. Resummation of u(ρ) in the Deep Euclidean Regime
For a study of the UV stability of the QFP potential u(ρ), given by Eq. (3.49), it is necessary
to address the combined limit ρ → ∞ and g2

s → 0. However, a meaningful and consistent
result requires to take these limites in an appropriate order while remaining in the outer
or inner asymptotic region, defined respectively as the region where the variable z = g2

s ρ

appearing in the bosonic and fermionic threshold functions is either z ≫ 1 or z ≪ 1, as
introduced at the end of Sec. 3.3.1.

Let us start with the outer region z ≫ 1. If g2
s is small and finite we can address the

asymptotic behavior by expanding the potential of Eq. (3.49) for z → ∞. This gives the
following result

u(ρ) = λ̂2z
2

2g2
s

+ Γ
(

2ηz
2 + ηz

)[
Γ
(

2 + 3ηz
2 + ηz

)]−1 (3λ̂2z)2 − 12
(2

9z
)2

32π2(2 + ηz)

+ Γ
(

4 + 4ηz
2 + ηz

)
Γ
(
− 2ηz

2 + ηz

) (3λ̂2z)
4

2+ηz − 12
(2

9z
) 4

2+ηz

32π2(2 + 3ηz)
+O(z)

⏐⏐⏐
z=g2

s ρ

≡

[
λ̂2

2g2
s

+ c1(g2
s )
]
z2 + c2(g2

s ) z
4

2+ηz +O(z)
⏐⏐⏐
z=g2

s ρ
(D.1)

where ηz is the anomalous dimension of z as given in Eq. (3.47) together with Eqs. (3.5)
and (3.32). Now we can safely perform the limit g2

s → 0 in the outer asymptotic region
where z ≫ 1. We find that the leading order behavior is given only by the first term, as in
Eq. (3.52). Indeed the noninteger power scaling z4/(2+ηz) behaves as z2 for g2

s → 0 and the
two coefficients c1 and c2 have simple poles in g2

s that cancel each other in the limit g2
s → 0.

Let us further consider the inner interval where z ≪ 1. Expanding the potential in
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D.2. f(x) in the ϕ4-dominance Approximation

Eq. (3.49) first for small g2
s , i.e., small ηz, we obtain the following expression

u(ρ) = λ̂2z
2

2g2
s

+
(3λ̂2)3 − 12

(2
9

)3

64π2 b1(z)z3 −
3(3λ̂2)3 − 36

(2
9

)3

128π2 b2(z)ηzz3 +O(η2
zz

3), (D.2)

where the functions b1,2(z) has the property that limz→0 b1,2(z) = 1. This expansion is valid
only for those values of ρ such that g2

s ρ≪ 1. Therefore, in order to address the limit ρ→∞,
it is also necessary to take the limit g2

s → 0 while keeping z ≪ 1, in such a way that the
expansion in Eq. (D.2) still holds. Doing so, we find that the leading term for the potential is
again the one in Eq. (3.52). The same conclusion can be deduced by expanding the potential
for small z and keeping g2

s fixed. Indeed the function u(ρ) is analytic in z and its expansion
reads

u(ρ) = λ̂2z
2

2g2
s

+
(3λ̂2)3 − 12

(2
9

)3

32π2(2 + 3ηz)
z3 +O(z4), (D.3)

where again the g2
s → 0 limit with fixed z ≪ 1 gives us the result in Eq. (3.52).

Let us emphasize once more that a consistent answer about the full stability of the potential
u(ρ) requires to take the two limits ρ → ∞ and g2

s → 0 in such a way that the variable
z = g2

s ρ entering the bosonic and fermionic loops satisfies z ≫ 1 for the outer region or z ≪ 1
for the inner region. In these two asymptotic regions, the potential has the same positive
asymptotic coefficient in front of the leading quadratic term. Therefore, we conclude that it
is stable for any arbitrarily small values of the strong gauge coupling.

D.2. f (x) in the ϕ4-dominance Approximation
In Sec. 3.4, the same reasoning for taking the asymptotic limits as in the preceding section
applies to the two loop-variables zH and zF, defined in Eq. (3.67). Let us start first by
inspecting the potential f(x) in the ϕ4-dominance approximation in the outer region where
zH,F ≫ 1. For finite values of g2

s , we can assume that the loop contributions are negligible
for large field amplitudes and therefore expand the scalar and fermionic loops in powers of
x−1. In doing so we obtain

∂tf(x) = −4f(x) + dx,sxf
′(x) + 1

32π2

∞∑
n=1

(−)n+1
(

1
znH
− 12
znF

)
, (D.4)

and its QFP solution then reads

fas(x) = Cas x
4

2+ηx,s − 1
32π2

∞∑
n=1

(−)n 1
4 + n(2 + ηx,s)

(
1
znH
− 12
znF

)
, (D.5)
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Appendix D. On the Stability of the full Scalar Potential for the Z2-Yukawa-QCD Model

which can be resummed analytically

fas(x) = Cas x
4

2+ηx,s + 1
32π2(6 + ηx,s)

[
1
zH

2F1

(
1, 6 + ηx,s

2 + ηx,s
,
8 + 2ηx,s
2 + ηx,s

;− 1
zH

)

− 12
zF

2F1

(
1, 6 + ηx,s

2 + ηx,s
,
8 + 2ηx,s
2 + ηx,s

;− 1
zF

)]
. (D.6)

Using the following linear transformation among the hypergeometric functions

sin [π(b− a)]
πΓ(c) 2F1(a, b, c, z) = 1

(−z)a
2F1 (a, a− c+ 1, a− b+ 1; z−1)

Γ(b)Γ(c− a)Γ(a− b+ 1)

− 1
(−z)b

2F1 (b, b− c+ 1, b− a+ 1; z−1)
Γ(a)Γ(c− b)Γ(b− a+ 1) , (D.7)

and the identity

Γ(z)Γ(1− z) = π

sin(πz) , (D.8)

it is possible to rewrite the solution f(x) (cf. Eq. (3.66)) into fas(x). Indeed, this becomes
clear from the relation between the two integration constants Cf and Cas which is

Cas = Cf + 1
32π(2 + ηx,s)

[
sin
(

4π
2 + ηx,s

)]−1
[(

3ξ2g
2P
s
) 4

2+ηx,s − 12
(

2
9g

2−2P
s

) 4
2+ηx,s

]
. (D.9)

This mapping from fas(x) to f(x) tells us that the asymptotic behavior of the QFP solution
in the outer region (where zH,F ≫ 1) is determined only by the scaling terms in ∂tf(x) = 0.
In fact, this property can be inferred also by expanding the solution f(x), instead of its beta
function, for large zH,F

f(x) = Cf,∞ x
4

2+ηx,s −
Γ
(
−6+ηx,s

2+ηx,s

)
32π2(2 + ηx,s) Γ

(
− 4

2+ηx,s

) [ 1
zH
− 12
zF

+O(z−2
H ) +O(z−2

F )
]
. (D.10)

The coefficient in front of the scaling term is a function of Cf , ξ2, g2
s , and P

Cf,∞ = Cf +
Γ
(

−2+ηx,s
2+ηx,s

)
Γ
(

6+ηx,s
2+ηx,s

)
128π2

[(
3ξ2g

2P
s
) 4

2+ηx,s − 12
(

2
9g

2−2P
s

) 4
2+ηx,s

]
. (D.11)

It is not surprising that this scaling factor is exactly the asymptotic coefficient Cas. By using
one of the defining properties of the Gamma function Γ(1 + z) = zΓ(z) as well as Eq. (D.8),
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D.2. f(x) in the ϕ4-dominance Approximation

we recover precisely the expression in Eq. (D.9), therefore

Cf,∞ = Cas. (D.12)

As we are interested in the asymptotic behavior in the UV, it is convenient to expand
Eq. (D.11) for small g2

s and keep only the leading terms,

Cf,∞∼
g2

s →0
Cf −

1
64π2η̂x,s

[
9ξ2

2g
4P−2
s − 12

(
2
9

)2

g2−4P
s

]
, (D.13)

where η̂x,s = g−2
s ηx,s is a finite value in the g2

s → 0 limit. Moreover, all the subleading terms in
Eq. (D.10) of order O(z−1

H ) and O(z−1
F ) are regular in the g2

s → 0 limit. We can thus conclude
that the asymptotic property of the QFP potential is correctly described by Eq. (D.13) in
the outer region, where both limits x → ∞ and g2

s → 0 are taken simultaneously while
keeping zH,F ≫ 1.

Let us address now the situation in the inner region, where we can expand the potential
f(x) either for zH,F ≪ 1 or for x≪ 1 while keeping g2

s finite. In both cases the result is the
same, and reads

f(x) = − 11
128π2 + Cfx

4
2+ηx,s − zH − 12zF

32π2(2− ηx,s)
− z2

H − 12z2
F

64π2ηx,s
+O(z3

H) +O(z3
F). (D.14)

In the UV limit, the inner region increases and thus allows to address the asymptotic behavior
of the potential. Indeed this combined limit can be taken as long as zH,F ≪ 1 holds. From
the latter equation we can deduce that

f(x)∼
x→∞

Cfx
2 − 1

64π2ηx,s

[(
3ξ2g

2P
s
)2 − 12

(
2
9g

2−2P
s

)2
]
x2, (D.15)

where the coefficient in front of the quadratic term coincides with Eq. (D.13). The same
information is obtained also by expanding the hypergeometric functions in Eq. (3.66) for
small strong gauge coupling, yielding

f(x) = Cfx
2 − z2

H − 12 z2
F

64π2ηx,s
+O(g0

s ). (D.16)

This is indeed in agreement with Eq. (D.15).

We finally conclude that it is possible to simultaneously take the x→∞ and the g2
s → 0

limits in both the inner and outer asymptotic regions. This combined limit gives the same
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Appendix D. On the Stability of the full Scalar Potential for the Z2-Yukawa-QCD Model

result in both cases, and can be summarized as

f(x)∼
x→∞
g2

s →0
g±(4P−2)

s Ĉf,∞ x2, (D.17)

where the ± sign is for P ≶ 1/2. The expression for Ĉf,∞ can be found in the main text in
Eq. (3.70).

D.3. Comparison between u(ρ) and f (x)

The potential u(z) in Eq. (3.49), obtained within the DER, and the effective potential f(x)
in Eq. (3.66), derived in the ϕ4-dominance approximation, can be related to each other by
exploiting a general identity among the Gauß hypergeometric functions

zb

c
2F1(a+ 1, b+ 1, c+ 1; z) = 2F1(a+ 1, b, c; z)− 2F1(a, b, c; z). (D.18)

By setting a = 0 in the latter expression, we get the following relationship

2F1(1, b, c; z) = 1 + zb

c
2F1(1, b+ 1, c+ 1; z). (D.19)

Iterating the latter relation tree times, we can rewrite the solution f(x) as

f(x) = Cf x
4

2+ηx,s + 1
32π2

[
−11

4 + 8g2−2P
s − 9ξ2g

2P
s

3(2− ηx,s)
x+ 16g4−4P

s x− 243ξ2
2g

4P
s

54ηx,s
x2

+ (3ξ2g
2P
s x)3

2 + 3ηx,s 2F1

(
1, 2 + 3ηx,s

2 + ηx,s
,
4 + 4ηx,s
2 + ηx,s

;−3ξ2g
2P
s x

)
−

12
(2

9g
2−2P
s x

)3

2 + 3ηx,s 2F1

(
1, 2 + 3ηx,s

2 + ηx,s
,
4 + 4ηx,s
2 + ηx,s

;−2
9g

2−2P
s x

)]
. (D.20)

Let us consider the CEL potential corresponding to P = 1/2, Cf = 0, and ξ2 = λ̂+
2 . Working

in the limit g2
s → 0 where we can also take ηx,s → ηz, cf. Eqs. (3.47) and (3.65), the latter

expression for f(x) becomes

lim
ηx,s→ηz

f(x) = u(z)
⏐⏐⏐
z=gsx

− 11
128π2 + 8− 9ξ2

96π2(2− ηx,s)
gsx. (D.21)

We conclude that the solution f(x) boils down to the solution u(ρ) in the UV limit; apart
from a linear term in the field variable that is, in fact, discarded by the definition of the
DER approximation.
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Appendix E.

The Unphysical P > 1/2 Values for the
Z2-Yukawa-QCD Model

In the main text of Sec. 3.3, within the EFT-like approach, we have discussed only those
P -values for the rescaled quartic scalar coupling corresponding to some physical solution for
the scalar potential. Beyond the DER, the properties defining a physical solution are

• the existence of a nontrivial minimum κ for the scalar potential,

• the existence of a positive and finite QFP for the rescaled quartic scalar coupling λ̂2.

In this appendix we complete the EFT-like analysis, as presented in Sec. 3.3.2, and we
illustrate that, for P > 1/2, these physical conditions are not fulfilled. By following the same
prescription, we expand polynomially the scalar potential about the nontrivial minimum κ

up to Np = 2, and we retain the coupling λ3 as a free parameter. Afterwards we look for
QFP solutions for the beta functions of the rescaled couplings κ̂ and λ̂2.

P ∈ (1/2,1)

Inspired by the results of the non-Abelian Higgs model in [111, 112], we can make an educate
guess and assume that, for P > 1/2, the nontrivial minimum goes to infinity according to
some power of g2

s . Therefore, we can assume that the scaling Q, as defined in Eq. (3.53),
is positive. Choosing Q = 2P − 1 like for the non-Abelian Higgs model turns out to be
the correct scaling also for the present system. However, we prefer to be more general and
consider Q as an undetermined positive power in first place. It is possible to verify that,
under the assumptions that Q > 0, P3 > 0, and P > 1/2, the only terms that can contribute
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to the leading parts in the RG flow for λ̂2 and κ̂ are

∂tλ̂2 = λ̂2
3κ̂ g

4P3−8P−2Q
s

16π2λ̂2(1 + 2λ̂2κ̂g
4P−2Q
s )2

− g4−4P
s

27π2(1 + 2
9g

2−2Q
s κ̂)3

− λ̂3g
2−8P+2γ
s

12π2ξ2(1 + 2
9g

2−2Q
s κ̂)2

+ κ̂2λ̂2
3 g

4P3−4Q−4P
s

4π2(1 + 2g4P−2Q
s λ̂2κ̂)3

+ κ̂3λ̂2λ̂
2
3 g

4P3−6Q
s

2π2(1 + 2g4P−2Q
s λ̂2κ̂)4

, (E.1)

∂tκ̂ = −2κ̂− κ̂4λ̂2
3 g

4P3−6Q
s

4π2(1 + 2g4P−2Q
s λ̂2κ̂)4

− g2−4P+2Q
s

12π2λ̂2(1 + 2
9g

2−2Q
s κ̂)2

. (E.2)

By analyzing all the possible combinations among the three powers Q, P3 and P , one has
to take care that the two powers of gs in the denominators, i.e., 4P − 2Q and 2 − 2Q, give
different contributions to the beta functions, depending on whether they are positive or
negative. Moreover, we have to keep in mind that, by definition, λ̂2 and κ̂ have to approach
their finite QFP values in the UV limit up to subleading corrections in some positive powers
of gs. Among the set of all possible configurations, there is only one real QFP solution
corresponding to the case where the contribution arising from λ̂3 in Eq. (E.2) is subleading.
We obtain therefore

κ̂ = 1
54π2λ̂3

, λ̂2 = −9λ̂3

4 , Q = 2P − 1, P3 = 2P + 1, (E.3)

where λ̂3 is a free parameter. We deduce that there are no reliable solutions for P ∈ (1/2, 1)
that fulfill our assumptions. Indeed it is not possible to simultaneously satisfy the two
conditions that both the Higgs quartic coupling and the nontrivial minimum κ are positive.

P = 1

All throughout the analysis carried in the main text of Chap. 3, we have assumed that the
QFP value χ2

s , for the rescaled coupling ĥ2, is given by Eq. (3.11). This value has been
calculated by taking the DER limit of Eq. (3.26). However, for P = 1, the argument ωF is
finite and does not approach zero in the UV limit. Therefore the RG flow equation for the
top-Yukawa coupling cannot be treated as being in the DER. As a consequence, we expect
that h2 still exhibits an asymptotic UV behavior proportional to g2

s , but with a QFP solution
which depends nontrivially on the minimum κ̂ of the scalar potential. We can nevertheless
still consider χ2

s as a finite ratio.
It is natural to assume that the rescaling powers Q and P3 are continues functions of P

such that, for P = 1, they assume the values Q = 1 and P3 = 3. This configuration is indeed
the only possible and leads to the following solution

λ̂3 = 3χ4
s

8π2κ̂(1 + κ̂χ2
s )3 , λ̂2 = − 3χ2

s
16π2κ̂(1 + κ̂χ2

s )2 , P3 = 3, Q = 1, (E.4)
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obtained by solving the leading g2
s -dependence of the beta functions ∂tκ̂ = 0 and ∂tλ̂2 = 0.

We observe once more that the latter solution does not corresponds to a physical once, since
it is not possible to have simultaneously a positive κ̂ and a positive λ̂2.

P > 1

For these even more extreme values of P , the argument ωF diverges in the UV limit, corre-
sponding to a complete decoupling of the fermion dynamic. Indeed the fermion fluctuation
would acquire infinite mass and does not propagate anymore. In this case the scaling h2 ∼ g2

s

might be no longer valid. In fact, later on in App. G.2 while describing the even more general
SU(2)L × SU(3)c model, we will give a detailed explanation of the reason why there are no
such AF trajectories for P > 1.
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Appendix F.

Numerical Scaling Solutions for the
Z2-Yukawa-QCD Model

In this appendix, we test our analytical results for the Z2-Yukawa-QCD model, by integrating
numerically the full one-loop nonlinear flow equation for f(x). This is

∂tf = −4f + dx,sxf
′ + 1

32π2
1

1 + ωHf
− Nc

8π2
1

1 + zF
, (F.1)

where we have computed the threshold functions l(B)
0 and l

(F)
0 of Eq. (3.22) by choosing the

piece-wise linear regulator (see App. B). The arguments ωHf and zF are defined in Eq. (4.86),
and the quantum dimension of x in Eq. (3.65). We make a further approximation evaluating
the anomalous dimensions ηG and ηH in the DER, leading to the expressions in Eqs. (3.6)
and (3.12) respectively. We are moreover interested in the P = 1/2 case characterized by
the existence of the perturbative CEL solution, regular at the origin, and a one-parameter
family of AF trajectories, singular at the origin but featuring a nontrivial minimum x0 ̸= 0.

To address this numerical issue we exploit two different methods. First we study the global
behavior of the CEL solution using pseudo-spectral methods. Second, we corroborate the
existence of the new QFP family of solutions using shooting methods.

F.1. Pseudo-spectral Methods
Pesudo-spectral methods offer a powerful tool to numerically solve functional RG equations,
provided the desired solution can be spanned by a suitable set of basis functions. Here, we
are interested in a numerical construction of global properties of the QFP function f(x).
We follow the method presented in [262], as this approach has proven to be suited for this
purpose. We refer the reader to [197, 263–265] for a variety of applications, and to [266] for
earlier FRG implementations. A more general account of pseudo-spectral methods can be
found in [267–270].

In order to solve the differential equation given by Eq. (F.1) globally on R+, the strategy
is to decompose the potential f(x) into two series of Chebyshev polynomials. The first series
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F.1. Pseudo-spectral Methods

Fig. F.1.: Left Panel: Cheng–Eichten–Li solution. First derivative of the potential f ′(x) for g2
s =

10−4, P = 1/2 and ξ2 = λ̂+
2 as in Eq. (3.16). The numerical solution of the full one-loop

flow equation, obtained from the pseudo-spectral method (solid blue line), lies exactly
on top of the analytic solution, obtained within the ϕ4-dominance approximation (red
dashed line), see Eq. (3.66) at Cf = 0. Right Panel: Novel AF solution. The ratio x2

0/g
2
s

as a function of g2
s for P = 1/2 and ξ2 = 4. The solid line represents the numerical

solution from the shooting from the minimum, whereas the dotted red line represents the
analytic solution, see Eq. (3.79).

is defined over some domain [0, xM] and is spanned in terms of Chebyshev polynomials of the
first kind Ti(z). The second series is defined over the remaining infinite domain [xM,+∞)
and expressed in terms of rational Chebyshev polynomials Ri(z). Moreover, to capture the
correct asymptotic behavior of f(x), the latter series is multiplied by the leading asymptotic
term xd/dx,s , which is in fact the solution of the homogeneous scaling part of Eq. (F.1).
Finally the ansatz reads

f(x) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

Na∑
i=0

ai Ti

(
2x
xM
− 1
)
, x ≤ xM,

xd/dx,s
Nb∑
i=0

biRi

(
x− xM), x ≥ xM.

(F.2)

We thus convert the initial equation into an algebraic set of Na + Nb + 2 equations that
can be solved applying the collocation method, for example by choosing the roots of TNa+1

and RNb+1. At the matching point xM, the continuity of f(x) and f ′(x) must be taken into
account. The solutions presented in the following are obtained by choosing xM = 2. We
have further examined that the results do not change once xM is varied.

In Fig. F.1 (left panel), we compare the first derivative f ′(x) obtained from this pseudo-
spectral method and the analytical solution derived from the ϕ4-dominance approximation,
see Eq. (3.66), for a fixed value of g2

s = 10−4 and ξ2 = λ̂+
2 . The two solutions lie perfectly

on top of each other within the numerical error. Moreover, the coefficients ai and bi exhibit
an exponential decay with increasing Na and Nb – and thus indicate an exponentially small
error of the numerical solution – until the algorithm hits machine precision.
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Appendix F. Numerical Scaling Solutions for the Z2-Yukawa-QCD Model

The pseudo-spectral method thus allows us to provide clear numerical evidence for the
global existence of the CEL solution within the full non-linear flow equation in the one-loop
approximation. To our knowledge, this is the first time that results about global stability
have been obtained for the scalar potential of this model.

We emphasize that the expansion around the origin in Chebyshev polynomials is an expan-
sion over a set of basis functions that are in C∞. Unfortunately, they do not form a suitable
basis for the new QFP solutions parametrized by Cf (ξ2) as in Eq. (3.80), because of the
presence of the log-type singularity at the origin. Naively applying the same pseudo-spectral
methods to this case does, in fact, not lead to numerically stable results.

F.2. Shooting Method
Let us therefore use the shooting method that allows to deal with the presence of the log-
singularity to some extent. For this, we integrate Eq. (F.1) starting from the minimum x0

towards both the origin and infinity. The boundary conditions that have to be numerically
fulfilled are precisely the definition of the minimum and the quartic self-interaction coupling

f ′(x0) = 0, f ′′(x0) = ξ2. (F.3)

The set of parameters is (x0, ξ2, g
2
s ). For the present type of equations, it is well known that

the integration outwards x→ +∞ is spoiled by the presence of a movable singularity s+ [196,
210, 236, 257, 271, 272]. Here, the solution from shooting develops a peak of maximum value
of x = s+ only for a particular choice of the initial parameters. This peak is indicative for
the solution that can be continuously integrated to asymptotic field values. In the (x0, ξ2, g

2
s )

space, we therefore have a surface that can be parametrized, for example, by x0(ξ2, g
2
s ). In

the ϕ4-dominance approximation, we have seen that the leading contribution in g2
s to the

nontrivial minimum x0 is given by Eq. (3.79) for P = 1/2. Figure F.1 (right panel) shows
how the full numerical solution converges to the analytical one in the g2

s → 0 limit for the
fixed value of ξ2 = 4. Repeating the numerical analysis for different values of ξ2 > 8/9, we
find a similar agreement with the analytic solution in all studied cases.

Additionally, we have also seen in Sec. 3.4 that, the family of solutions with a nontrivial
minimum are singular at the origin from the second derivative on. Very close to the origin
this fixed singularity in f ′′(x) may spoil standard integration algorithms and the numerical
integration stops at some s− value. This kind of feature has been studied also for non-Abelian
Higgs model [112]. In principle, these singularities in higher derivatives could contradict
asymptotic freedom if they persisted in the g2

s → 0 limit. To verify that this is not the case,
we first analyze the behavior of f ′′(x) close to the origin and compare it to the analytic one.
From Eq. (3.66), we know that the term responsible for the fixed singularity is the scaling
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F.2. Shooting Method

Fig. F.2.: Left Panel: log (f ′′) as a function of x/x0 for P = 1/2 and fixed value of ξ2 = 4. Solid
green lines represent the numerical solutions from the shooting from x0 for different values
of the strong gauge coupling: g2

s ∈ {10−7, 10−6, 10−5, 10−4, 10−3, 10−2} from the darker
(left) to the lighter (right). The dotted red line corresponds to the analytic solution in the
ϕ4-dominance approximation, cf., Eq. (3.66). Right Panel: Measure of the width of the
singular region due to the presence of the fixed singularity in x = 0 as a function of g2

s .
The width is estimated by the criteria f ′′(s−) = 4. For fixed ξ2 = 4 we have found that
the numerical points are well approximated by the power law (dotted red line) s− ∼ g2a

s
where a ≃ 1.13961.

one Cfx4/(2+ηx,s). Indeed, taking the log of the second derivative gives

log f ′′(x)∼
x→0
− 2ηx,s

2 + ηx,s
log x. (F.4)

In the left panel of Fig. F.2, we depict how the numerical solutions (green solid lines) deviate
from this analytic one (dotted red line) close to the origin and for different values of g2

s at
fixed ξ2 = 4. This plot shows that the region of discrepancy progressively shrinks as g2

s gets
smaller and smaller: indeed for smaller values of g2

s the point where the numerical solution
deviates from the analytic one moves also towards smaller values. To measure this region, we
have determined the onset of the singularity close to the origin as a function of g2

s . Following
the same idea as in [112], the criteria is to compute the position of s− where f ′′(s−) assumes
a sufficiently large value, let us say log f ′′(s−) = 4. An estimate of s− is shown in the right
panel of Fig. F.2 where a fit of the data confirms that the singular region shrinks to zero
for g2

s → 0. In fact, we have found a power law s− ∼ g2a
s with a ≃ 1.13961 for the present

model.
We conclude that the existence of the new solutions is confirmed with the shooting method.

We find satisfactory qualitative agreement with the solutions identified in the ϕ4-dominance
approximation, which are singular at the origin and show a nontrivial minimum.
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Appendix G.

Subtleties on the Weak-coupling
Expansion

We have already anticipated in the main text that, for certain values of the rescale power
P , the beta function of the top-Yukawa coupling cannot be approximated with its DER
limit. We finally give here an exhaustively explanation about this circumstance for the
general SU(2)L×SU(3)c model, which comprises also the Z2-Yukawa-QCD model as a special
limiting case.

G.1. P < 1/4

At the end of Sec. 4.4.1 we have observed that the UV behavior of the top-Yukawa coupling
might change for P ≤ 1/4, due to leading terms proportional to g8P

s in the scalar anomalous
dimension ηH. Even though this fact does not modify the QFP solution for the rescaled
potential f(x), the persistence of the QFP value of the top-Yukawa coupling is an important
consistency check of our construction and approximations.

Let us consider the QFP solution of f(x) for P < 1/2, as given in Eq. (4.95), and let us
substitute it into the RG flow equation for h2, cf. Eq. (4.31). By weak-coupling expanding
the beta function, we recover the same expression as for the DER (cf. Eq. (4.4)), plus an
extra term proportional to g8P

s

∂th
2 = ∂th

2
⏐⏐⏐
DER

+ 9(Aθ +AH)ξ2

8π2 h2g8P
s . (G.1)

The extra term arises from the scalar threshold functions m(H)d
2 and m

(θ)d
2 present in ηH,

cf. Eq. (4.33), and contributes only in the SSB regime where x0 ̸= 0.
For P = 1/4, the extra term is of the same leading order as for the DER limit of ∂th2.

Therefore the QFP value for the ratio among the top-Yukawa coupling and the strong-gauge

134



G.2. P > 1

coupling becomes x0-dependent and reads

ĥ2
∗ = 1

18
[
4− 12(Aθ +AH)ξ2 + 9ĝ2

∗
]
, (G.2)

where ĝ2
∗ is given by Eq. (4.14). Moreover, the QFP value stays positive as long as

Aθ +AH <
4 + 9ĝ2

∗
12ξ2

. (G.3)

The situation is different for P < 1/4 where the last term in Eq. (G.1) becomes leading. In
order to capture the (in)existence of possible different scaling solutions for the top-Yukawa
coupling with respect to the strong-gauge coupling, we look for QFP solutions for the ratio

ĥ2 = h2

g2E
s

(G.4)

with E > 0. With such a rescaling, the only possible QFP value is

ĥ2
∗ = −2ξ2

3 (Aθ +AH), E = 4P. (G.5)

For a positive nontrivial minimum, it is true that Aθ + AH > 0 (see Eq. (4.96)), therefore
the latter solution is unphysical. In other words, the presence of a nontrivial minimum for
the scalar potential prevents the existence of scaling solutions for the top-Yukawa coupling
for all P < 1/4. Nevertheless, scaling solutions for f(x) do exist also for all P < 1/4 and do
not depend on the asymptotic behavior of the top-Yukawa coupling.

G.2. P > 1

It is worthwhile to also discuss the possibility of new AF trajectories for the case P > 1.
Previous studies found out that for the non-Abelian Higgs model such solutions indeed
exist [111, 112], whereas no valid solutions have been found in the Z2-Yukawa-QCD model,
as mentioned at the end of App. E. Since the SU(2)L × SU(3)c model interpolates between
the two limiting cases, a search for their scheme-independent (in)existence is particularly
instructive. Our results confirm their existence in non-Abelian Higgs models as a special
limiting case, whereas the general model does not feature the same mechanism.

For P > 1, the arguments zF and zW defined in Eq. (4.86) diverge in the {g2
s , g

2} → 0
limit. Therefore, in order to capture the correct UV behavior, we are led to Taylor expand
the threshold functions l

(F)
0 (zF) and l

(W)
0 (zW) about zF,W = ∞. Let us define the new

scheme-dependent coefficients

BΦ = 1
16π2

[
∂(z−1)l

(Φ)
0 (z)

]
(z)−1=0

= 1
2k6

∫ d4p

(2π)4 ∂̃tPΦ(p2), Φ ∈ {F,W}, (G.6)
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Appendix G. Subtleties on the Weak-coupling Expansion

such that BΦ > 0 for general RG schemes providing an IR regularization. For instance, the
piecewise linear regulator yields the positive value BΦ = 1/(32π2). On the other hand, the
bosonic thresholds associated to the radial Higgs fluctuation and the three Goldstone modes
are always subleading in the UV for P > 1. Moreover, the anomalous dimension ηx,s can
contribute to the LO in the beta function of f(x) for these values of P . For example, it has
been observed in the non-Abelian Higgs model that ηW becomes leading for P > 2, since it
becomes proportional to g2 [112]. The same conclusion holds also for the Z2-Yukawa-QCD
model: the anomalous dimension ηG, being proportional to g2

s , contributes to leading order
for P > 2. In order to discuss also the possibility to have an anomalous dimension for the
rescaled field, we solve the QFP differential equation ∂tf = 0 retaining ηx,s as a parameter
which becomes arbitrarily small in the UV limit.

Let us start by investigating the general SU(2)L × SU(3)c model. By keeping the terms
linear in (zF,W)−1, the beta function for the rescaled potential becomes

∂tf = −4f + (2 + ηx,s)xf ′ +
(

3BW

ĝ2
∗
− 2BF

ĥ2
∗

)
6g2P−2

s
x

. (G.7)

The presence of a singular term at the origin induces a corresponding pole in the QFP
solution which is indeed

f(x) = c x
4

2+ηx,s +
[

3BW

ĝ2
∗
− 2BF

ĥ2
∗

]
6g2P−2

s
(6 + ηx,s)x

, (G.8)

where c is some integration constant of the first-order ODE. Additionally, there is also a
log-type singularity in the second derivative at the origin. In fact, by Taylor expanding the
scaling term for small ηx,s, we obtain a contribution proportional to x2 log x. This singularity
can be avoided if the potential admits a nontrivial minimum x0 such that f ′(x0) = 0. The
latter condition can be solved for c, yielding a function c(g2

s , x0), and by substituting it
into the definition of the rescaled quartic scalar coupling ξ2 = f ′′(x0) provides the following
expression

ξ2 =
[

3BW

ĝ2
∗
− 2BF

ĥ2
∗

]
6g2P−2

s
x3

0(2 + ηx,s)
. (G.9)

We observe that the QFP potential has a nontrivial minimum for positive ξ2 only if

BW >
2BFĝ

2
∗

3ĥ2
∗
. (G.10)

The anomalous dimension ηx,s depends nontrivially on x0, but the consistency criterion holds
that ηx,s → 0 in the UV limit. From this property we can infer that, for any finite value
of ξ2, the nontrivial minimum scales as x0 ∼ g

2(P−1)/3
s in the g2

s → 0 limit. By substituting
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G.2. P > 1

this behavior inside the definitions for zF,W, we observe that zF,W →∞ in the UV limit, as
stated above.

For the non-Abelian Higgs model, there are no fermion fluctuations, so the right-hand side
of Eq. (G.10) vanishes and the criterion is satisfied in any scheme. The evidence found in [111,
112], for the existence of new AF trajectories, is thus confirmed in a scheme-independent
manner. By contrast, there are no weak gauge contributions in the Z2-Yukawa-QCD model,
implying that the left-hand side of Eq. (G.10) is zero. Hence, the criterion cannot be satisfied.
For the SU(2)L × SU(3)c model, a diagonal choice of regulators (BW = BF) inside Eq. (G.9)
would result in ξ2 < 0 for SM matter content. It seems that the Eq. (G.10) still leaves room
for legitimate models in the general case. However, this is not the case as detailed in the
following.

In writing Eq. (G.7), we have also assumed that h2 and g2 scale with g2
s . This is true in

the DER but has to be verified outside this regime. For P > 1, the arguments zF and zW

diverge in the UV limit, corresponding to a divergence of the gauge-boson and the top-quark
masses. Physically, this means that they decouple from the theory and do not propagate.
In Sec. 4.2, we have seen that the anomalous dimensions ηG and ηW, within the decoupled
regime, are still proportional to g2

s and g2 respectively. Therefore, the scaling g2 ∼ g2
s is still

valid also outside the DER, but the constant of proportionality depends on the number of
decoupled degrees of freedom. For the SM case, the QFP value for ĝ2 is given by Eq. (4.42).

By contrast, the beta function for the top-Yukawa coupling changes drastically beyond the
DER. Thus the scaling h2 ∼ g2

s might no longer be valid outside the DER. As an example, let
us assume that zF,W →∞ and ωHf → 0 in the UV limit. Since we are looking for solutions
with a nontrivial minimum, we can set ωθf = 0. By expanding Eq. (4.31) and retaining only
the leading terms in g2

s , the beta function for the rescaled top-Yukawa coupling, defined in
Eq. (G.4), reduces to

∂tĥ
2 ≃ 2vdg2E

s ĥ4 + ĥ2
[
−ηGE − vd

(
7
x0
g2P

s − 24x0ξ
2
2g

6P
s −

36
ĝ2

∗x
2
0
g4P−2

s

)]
+ vd

3x2
0

(
3g4P−2E

s − 16x0g
2P−2E+2
s

)
. (G.11)

Let us assume the nontrivial minimum to scale with a power (P − Q) of the strong gauge
coupling,

x0 = g2(P−Q)
s κ̂, with P ≤ Q or P > Q. (G.12)

A careful analysis among all the possible combinations between the scaling powers P > 1,
E > 0, and Q, leads to the conclusion that one or more of the assumptions above are violated
for any combination which allows to have a QFP solution for ĥ2.

As an example, let us consider the case where P = E = Q. The rescaled top-Yukawa
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Appendix G. Subtleties on the Weak-coupling Expansion

coupling has a QFP solution depending on the nontrivial minimum which reads

ĥ2
∗ = − 16g2

s
3κ̂ηGP

. (G.13)

However this solution is not compatible with our assumptions, since zF would stay finite and
does not diverge in the UV limit. All other cases can be analyzed analogously.

We conclude that, the general SU(2)L × SU(3)c model as well as the Z2-Yukawa-QCD
model do not feature new AF trajectories for any P > 1, differently from the non-Abelian
Higgs model which possesses these solutions in any scheme covered by our analysis.
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