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## List of Figures

1.1 Two types of heterogeneity. Parametric heterogeneity is shown in panel (a); the environment that controls the model parameters changes from one experiment to the next, but all agents observe the same environment. Agent-to-agent heterogeneity is shown in panel (b); individuals have varying characteristics in a single experiment.

1.2 Examples of options for the implementation of motion. Migra
tion is shown in panel (a); an individual moves to a neighbouring site,
therefore changing the interaction network. An adaptive network is
shown in panel (b); one end of a link is moved to a different individual.
Movement in space is shown in panels (c); individuals take positions
in space, and their interaction radius determines which individuals are
connected to each other. They then move in space, and the interaction
network is updated accordingly.
1.3 A network and its elements. The terminology used to describe networks is exemplified.41
2.1 Fixation probability of a single mutant in a population stirred by a chaotic flow. The conventional theory for well-mixed systems [Eq. (2.1)] is shown as a thick purple line. Markers represent simulation results. In the main panel, these are shown for different Damköhler numbers. Reducing Da increases the flow speed relative to the evolutionary process. The thin continuous lines represent results from the analytical approach for fast flows [Eq. (2.2)]. The inset shows simulations for different interaction radii. Smaller interaction ranges makes selection increasingly more local, and the fixation probability approaches that of neutral selection, $1 / N$, shown for reference (dashed gray line). (Population size $N=100 ; R=0.1$ in main panel; $\mathrm{Da}=0.1$ in the inset; interaction radius varies from $R=0.025$ to $R=0.175$ in inset. See Section 2.6 for a description of the (parallel-shear) flow.)
2.2 Mixing properties of different planar flows. The first column shows a graphical representation of the flow field for a selection of twodimensional flows (see Section 2.6). Velocity fields are periodic (modulo a random phase), and we use a period of one throughout. Green and blue arrows represent this periodic switching. The second column shows the stationary density of particles in space, as measured from simulations. The fraction of time each pair of particles spend within interaction radius from each other is shown as a connectivity matrix in the third column. Results are from simulations. The fourth column shows the measured link persistence, $q_{1}(t)$, as well as $q_{0}(t)$ and the asymptotic connectivity $q$ (see text). Convergence of $q_{1}$ and $q_{0}$ to a common value $q$ indicates that the flow mixes the system.
2.3 Sets of neighbours of an individual at different moments in time. The illustration shows the position of a group of particles as they are moved by the flow. We highlight the time-dependent set of neighbours of one particle. The sets of neighbours remain correlated in the frames shown in the upper row. In the lower row, however, the sets of neighbours are uncorrelated from frame to frame.
2.4 Fixation probability as a function of connectivity. Varying the interaction radius interpolates between neutral selection and the theory based on complete graphs. The fast-flow theory applies throughout, provided the flow mixes the particles well. The markers represent simulation results for different flows and different interaction radii, resulting in different connectivities, $q$. Predictions of the fast-flow theory [Eq. (2.2)] are shown as the solid black line. The conventional well-mixed theory [complete graph, Eq. (2.1)] is indicated by the filled circle at $q=1$. The dashed gray line is for guidance only, and shows the result for neutral selection, $\phi=1 / N$. (Mutant fitness $r=1.05$, population size $N=100$ ).
2.5 Fixation probability as a function of population size. On the left-hand panel, the interaction radius $R$ is fixed as the population size is varied. This results in fixed connectivities, $q$, but the average number of neighbours of each particle increases with $N$. On the right-hand panel, the average number of neighbours, $\langle k\rangle$, was fixed by reducing the interaction radius as the population size increases. Markers are simulations for the parallel-shear flow. The conventional theory is shown as the thick purple line. Dashed coloured lines are the predictions of the fast-flow approach. The dashed gray line shows the result for neutral selection. ( $r=1.05, \mathrm{Da}=0.01$ in both panels.)
2.6 Applicability of the conventional well-mixed theory and the fast-flow theory. Evolutionary processes (see text and Section 2.5.4) and indication whether the predictions of the conventional theory for well-mixed systems and of our fast-flow approach agree with simulations. Capital letters in the acronyms for the different processes indicate the presence of selection in the birth or death step. In $\mathbf{B d}$ and $\mathbf{D b}$ competition is in the first step and therefore global. The conventional theory for well-mixed systems applies. In $\mathbf{b D}$ and $\mathbf{d B}$ competition is in the second step and therefore selection is local. In BD and DB competition takes place in both steps (dual selection). In the latter four cases the conventional theory fails. The fast-flow theory predicts simulation results in all six cases.
2.7 Test of the weak-selection approximation. The left panel shows the fixation probability as a function of the connectivity $q$ for different mutant fitnesses. The central and right panel show the fixation probability of a mutant with fitness $r=1.05$ as a function of the population size ( $q$ fixed in central panel, average degree $\langle k\rangle$ fixed on the right). Continuous lines show the equations prior to the approximation [Eq. (2.13)], and dashed lines show the equations after the approximation [Eq. (2.26)]. As can be seen, the approximation is valid for all system sizes, but is sensitive at large fitnesses.
2.8 Fixation probability as a function of fitness for the different update processes. Continuous thick lines show the conventional wellmixed theory for processes with dual selection (light purple) or selection in only one step (dark purple). Dashed lines show the fast-flow theory for dual selection (red), or local selection (blue). We use $d=1 / r$. The theoretical predictions for $\mathbf{B D}$ and $\mathbf{D B}$ are then indistinguishable on the scale of the figure, and similarly for the pairs $\mathbf{B d}-\mathrm{Db}$, and $\mathbf{b D}-\mathrm{dB}$ respectively. Simulation results are for the parallel-shear flow, with $\mathrm{Da}=0.01, R=0.1$ and $N=100$.
2.9 Fixation time as a function of fitness for the different update processes. Thick continuous lines represent the fixation times prior to the approximation [Eqs. (2.30)]. We use $d=1 / r$ and so db and bd processes overlap. Dashed lines show the weak selection approximation for birth-death processes, and dash-dotted lines for the death-birth processes [Eqs. (2.32)]. The traditional complete-graph approach overlaps with the global processes. Simulation results are plotted with circles for birth-death processes, and triangles for death-birth processes, and were obtained using the parallel-shear flow, with $\mathrm{Da}=0.01, R=0.1$ and $N=100$.
3.1 Illustration of the update rules. Each row represents one of the different evolutionary update mechanisms. The columns indicate the different steps of each evolutionary event. In column a) an individual is chosen from the whole population; it can be 'selected' through competition by fitness (red shading), or 'picked' at random, irrespective of its species (blue shading). This node is destined to either reproduce (pink shading), or to be replaced (brown shading), as shown in column b). Column c) indicates that one neighbour of this node is either selected (red), or picked (blue). This second node is destined to reproduce (pink), or to be replaced (brown), shown in column d). Column e) shows the result of the evolutionary event; the node chosen to reproduce places an offspring in place of the node chosen to die. Each row is composed of one box of each colour; the sequence of the colours distinguishes the different processes. From top to bottom, the rows correspond to: (i) global birth-death process (Bd): an individual is selected from the whole population to reproduce, and one of its neighbours is picked to be replaced by the first individual's offspring; (ii) global death-birth process ( $\mathbf{D b}$ ): an individual is selected to die from the whole population, and one of its neighbours is picked to place an offspring in its place; (iii) local birth-death process ( $\mathbf{b D}$ ): an individual is picked from the whole population to reproduce, and one of its neighbours is selected to die; (iv) local death-birth process ( $\mathbf{d B}$ ): an individual is picked from the whole population to die, and one of its neighbours is selected to reproduce.
3.2 Fixation probability as a function of the flow speed for unrestricted random initial positions (random geometric graphs, RGGs). For the global death-birth process, increasing the flow speed increases the fixation probability. The reverse is found for the remaining three processes. Circle markers show fixation probabilities in the fast-flow limit; square markers are results for fixed connected random geometric graphs (CRGGs); see text for further details. The fixation probabilities on a complete graph are shown for reference.
3.3 Fixed heterogeneous graphs amplify selection for birth-death processes and suppress it for death-birth processes. The figure shows the fixation probability of an invading mutant $(\phi)$, averaged over static CRGGs. Data is shown relative to the corresponding fixation probability on a complete graph ( $\phi_{C G}$ ). Regardless of the population size, selection is amplified for $\mathbf{B d}$ and $\mathbf{b D}$ processes, and suppressed for Db and dB processes.
3.4 Significance of the degree of the initial mutant. The upper panel shows the degree distribution, $p_{k}$, of the ensemble of connected random geometric graphs (CRGGs), obtained by placing $N=100$ individuals into the spatial domain $0 \leq x, y \leq 1$ with uniform distribution, and using an interaction radius $R=0.11$ and periodic boundary conditions. The lower panel shows the fixation probability obtained from simulating the evolutionary process on these graphs, as a function of the degree of the initial mutant. For the two death-birth processes the mutant's success is below the one on a complete graph if its degree is low, and above $\phi_{C G}$ at high connectivity. The reverse is found for the two birth-death processes. Data points have been connected as a visual guide. . . . . . 100
3.5 Comparison of fixation probability for simulations started from unrestricted and connected random geometric graphs (RGGs and CRGGs, respectively). The fixation probability as a function of the flow speed is shown as thick lines for simulations started on connected graphs; thin lines are for unrestricted initial positions (some of this data is also shown in Fig. 3.2). Square markers indicate the fixation probabilities on static CRGGs; see text for details. The fixation probability on complete graphs is shown for reference. A minimum of $\phi$ is found for the $\mathbf{D b}$ process; maxima are discernible for $\mathbf{B d}$ and $\mathbf{b D}$ when the dynamics are started from connected graphs. The effect of amplification/suppression of selection at slow flow speeds is more pronounced for simulations initialized from RGGs than from CRGGs.
3.6 Fragmented initialization promotes the formation of clusters. The main panel shows the average proportion of active links as the evolutionary dynamics proceed. Thick lines correspond to simulations started from connected graphs (CRGGs); thin dotted lines to simulations initialized from unrestricted random positions (RGGs). The fraction of active links is lower for RGGs, regardless of the evolutionary process. Inset: Fixation probability of the mutant species, once there are $i$ mutants in the population. When mutants are a minority, a small increase in their frequency greatly increases their fixation probability. Conversely, reducing their numbers when they are a majority has only minor effects on their chances of success. Simulations in the inset are initialized from CRGGs
3.7 Fixation probability at different flow speeds for simulations started from a square lattice. For the global death-birth process a minimum of fixation probability is found at intermediate flow speeds; conversely, the global birth-death process shows a maximum. For the local processes no extrema are found; instead varying the flow speed interpolates monotonously between the behaviour on fixed lattices and the limit of fast flows.
3.8 Component formation as flow destroys initial lattice configuration. The average number of components (purple) and the average degree (green) are plotted on the left axis; the average component size (orange) is plotted on the right axis. The three phases of the motion described in Sec. 3.5.1 of the Supplementary Information are shaded in different colours. The grey dotted line at $t_{\mathrm{q}}$ marks the end of the phase in which the graph is quasi-isothermal.
3.9 Network-renewal time measured from the persistence of links. Continuous lines show the probability that two nodes, connected (purple) or disconnected (green) at $t_{0}$ are still connected/disconnected at time $t_{0}+t$. The dashed grey line shows the asymptotic value; the time needed for both probabilities ( $q_{1}$ and $q_{0}$ ) to reach this value is the time it takes to renew the network. Both quantities are within $0.1 \%$ of their asymptotic value for the first time at $t_{r} \approx 6.4$, marked by a vertical dash-dotted grey line in the inset.
3.10 Identification of time scales and flow speeds for the different evolutionary regimes. The time to mutant fixation is plotted for the different evolutionary processes as a function of $S$. The flow speed at which the quasi-isothermal regime ends $\left(S_{q}\right)$ is identified as the speed at which the mean time to fixation coincides with the time needed to significantly disrupt the interaction network, obtained in Fig. 3.8. Similarly, $S_{r}$ is the flow speed at which the mean fixation time agrees with the network renewal time, obtained in Fig. 3.9.
3.11 Identification of time scales and flow speeds for the different evolutionary regimes. Fixation probability at different flow speeds for simulations started from a square lattice are shown. $S_{q}$ roughly corresponds to the speed marking the end of the quasi-isothermal regime; $S_{r}$ is found to be of the same order of magnitude as the speed at the extrema of fixation probability.
3.12 Wheel graphs. A) A sample wheel graph of size 10; B) A portion of a wheel graph with two mutants on adjacent leaves, with $L_{\text {act }}=4$; C) A portion of a wheel graph with two mutants on non-adjacent leaves, with $L_{\text {act }}=6$. Active links are marked orange. For B and C, $N-6$ wildtype nodes are not shown.
3.13 Fixation probability at different flow speeds for dual-selection processes. The result for the complete graph is plotted as a reference. Continuous lines correspond to simulations initialized from CRGGs, dotted lines to unrestricted RGGs, and dashed lines to simulations started from a lattice.

### 4.1 SIR model with heterogeneous susceptibility and infectivity.

 The diagram illustrates the different processes described by the model. New (susceptible) individuals are born at a rate $\kappa$, and they are assigned a susceptibility of $\chi_{i}$ with probability $p_{i}$. Susceptible individuals transition to an infected state either by spontaneous infection or by contact with any of the infected classes. The former process occurs with rate $\xi \chi_{i}$, if the susceptible is of type $S_{i}$. Conact infection occurs at a rate $\chi_{i} N \mathcal{B}$, where $N \mathcal{B}$ is the total infective power of the population (see Eq. (4.3)). Once infected, the individual is assigned an infectiousness $\beta_{a}$ with probability $q_{a}$. All infected individuals recover at the same rate $\rho$. At any stage, individuals die with a rate $\kappa$. To keep the total population $N$ constant, deceased individuals are immediately replaced by a new susceptible individual.4.2 Population dynamics. Time series of the population density of total susceptible (panel (a)) and total infected individuals (panel (b)). Noisesustained oscillations are clearly seen. The insets show a zoom in on the cycles. Labels $A, B, \ldots, E$ are for later purposes (see below).134
4.3 Power spectral densities of the fluctuations of (a) Susceptible and (b) Infected population for seven different examples of the model, generated as explained in more detail in the text. In all cases theory and simulations agree.138
4.4 Verification of approximation (4.18) for the dominating frequency of cycles. (a) Frequency $f=\omega / 2 \pi$ at the maximum of the PSD, determined from Eqs. (S10) as a function of $\sqrt{\bar{\chi} \bar{\beta}}$, for fixed $\kappa$. The black dashed line corresponds to Eq. (4.18). Markers are from 200 different populations, each with 5 susceptible and 3 infected subgroups, and with random choices of $\left\{p_{i}, \chi_{i}, q_{a}, \beta_{a}\right\}$. The values of $\chi_{i}$ and $\beta_{a}$ were chosen from the interval $1.7 \pm 1.6999995 ; q_{a}$ and $p_{i}$ from a flat distribution. This resulted in values of $\bar{\chi}$ and $\bar{\beta}$ in the range 0.3 to 3.3, and for $\overline{\chi^{2}}$ and $\overline{\beta^{2}}$ in the range 0.1 to 10. (b) PSD of the total infected population of different random distributions of $\left\{p_{i}, \chi_{i}, q_{a}, \beta_{a}\right\}$, with equal values for $\bar{\chi}$ and $\bar{\beta}$, but different values of $\overline{\chi^{2}}$ and $\overline{\beta^{2}}$. As a consequence of Eqs. (4.18) and (4.19), the characteristic frequency is the same for all such samples, but the height of the peak in the PSD varies considerably (the amplitude of the oscillations changes with the square root of the amplitude of the power spectra). The dashed grey line correspond to the homogeneous model, i.e. $K=M=1$. The vertical dotted line is a visual aid.
4.5 Verification of approximation (4.19) for the peak-height of the spectral densities. Horizontal axes show the prediction of Eqs. (4.19) for susceptibles (a), and infectives (b). On the vertical axis we show the height at the peak of the spectra, as determined numerically from Eqs. (4.31) in Section 4.8. Black dashed lines are the diagonal (' $y=x$ '), and markers represent the populations described in Fig. 4.4
4.6 Sharpness of the power spectra as a function of the product of the mean susceptibilities and infectivities at birth/infection. Data is for the populations described in Fig. 4.4.
4.7 Stochastic cycles in subgroups of susceptibles and infectives. We show the same simulation run as in Fig. 4.2, but now split up into the different subgroups. Panels (a) and (b) show the number of individuals in each susceptible and infective subgroup normalised by the total population $(N)$. In panels (c) and (d), we show the number of individuals in each subgroup divided by the total number of susceptible or infected individuals, respectively ( $N S$ and $N I$ ). Lines labelled $A$ to $E$ refer to points in the cycles of the aggregate variables $S, I$ shown in Fig. 4.2.
4.8 Power spectra of fluctuations for different subclasses of susceptibles and infectives. We use the same sample of the model parameters $\left\{\chi_{i}, p_{i}, \beta_{a}, q_{a}\right\}$ as in Fig. 4.3. Simulations are averaged over multiple realizations of the stochastic dynamics, at fixed model parameters. The vertical dotted lines are for later purposes and mark the locations at which the power spectra take values approximately equal to half the maximum amplitude.

### 4.9 Phase-lag of time series between different subgroups of sus-

 ceptibles. Data is for the same setup as in Fig. 4.7. We show the phase-lag between subgroups $i$ and reference subgroup 1. Panel (a) depicts the case in which time series are normalized with respect to the total population, $N$; in panel (b) input time series are normalized with respect to the total number of susceptibles $N S$. As in Fig. 4.8, the vertical dotted lines mark the half-width of the peaks in the corresponding power spectra5.1 Sample trajectories and stationary distribution. Panels (a), (b), (d) and (e) show single realizations of the model dynamics; the distributions in panels (c) and (f) are from an average over many realizations. Panels (a) and (d) are for $m=2$; (b) and (e) for $m=5$; (c) and (f) for $m=3$. The upper panels (a)-(c) are for a population size of $N=50$; the system is frequently in states of full consensus. In the lower panels (d)-(f) $N=500$, and diversity of opinions is observed; states of consensus are rarely visited. The imitation and mutation rates are uniform across species; we use $r=1$ and $\varepsilon=10^{-2} /(m-1)$.

### 5.2 Illustration of the concepts of arrival and switching time. We

 show the time line of a model with $m \geq 4$ opinion states. Times at which the system reaches a consensus state are marked above the time axis by circled numbers. Times during which the system resides at a consensus state are indicated as filled bars on the time axis. Between these times the population is in mixed states. Arrivals at a new consensus state, as defined in the text, are marked by stars below the time axis. The switching time $\tau$ is the mean time between subsequent arrivals at new consensus states.5.3 Stationary distribution of the model with homogeneous rates across species. Panel (a) is for $m=2$; panel (b) shows the marginal distribution for single species for the model with $m=5$. The different curves are for different population sizes in the range $N=50$ (top) to $N=900$ (bottom). Markers are from simulations; lines show the analytical predicitions from the theory described in the text. Remaining model parameters are $r=1$, and $\epsilon=10^{-2} /(m-1)$. . . . . . . . . . . . 173
5.4 Phase diagram for the model with homogeneous rates. The critical system size is plotted as a function of the number of strategies. The continuous blue line is $N_{L}$ as calculated from Eq. (5.15), and the purple continuous line shows $N_{R}$ as obtained from Eq. (5.16). The remaining lines are from a diffusion approximation to the model, as discussed in Appendix 5.7. Markers show results from simulations. Mutation rates are $\varepsilon=10^{-2}$ in panel (a), and $\varepsilon=10^{-2} /(m-1)$ in panel (b). We set $r=1$ in both panels.
5.5 Switching times in the model with homogeneous imitation and mutation rates. The figure shows the switching time $\tau$ between consensus states for different choices of the number of species $m$. Lines are from Eq. (5.17), markers show simulation results. In all cases $N=100$ and $r=1$.
5.6 Marginals of the stationary distribution for the heterogeneous multi-state noisy voter model. We show the distributions $\mathcal{P}_{i}\left(x_{i}\right)$ for the different individual species in a model with $m=5$ for different population sizes, as indicated in the figure. Markers represent simulation results; lines are evaluations of Eq. (5.7), using the rates in Eq. (5.18) with the approximation in Eq. (5.20). The choice of mutation and imitation rates is as described in the text (see Sec. 5.5.2), using $r=1$, $(m-1) \varepsilon=10^{-2}$, and $\delta=0.05$
5.7 Phase diagram of the model with $m=5$ species and heterogeneous rates. Upper and lower dashed lines show $N_{L}^{\max }$ and $N_{R}^{\max }$, respectively; upper and lower dotted lines are $N_{L}^{\min }$ and $N_{R}^{\min }$. Solid lines are $N_{L}^{\text {hom }}$ and $N_{R}^{\text {hom }}$ (see text for definitions). Markers are from simulations (with $\mathbf{\nabla}, \mathbf{\Delta}, \nabla, \Delta$ showing $N_{L}^{\max }, N_{L}^{\min }, N_{R}^{\max }, N_{R}^{\min }$, respectively). Mutation and imitation rates for each species are chosen as described in the text (see Sec. 5.5.2).

### 5.8 Switching times in the noisy voter model with heterogeneous

 rates. Panel (a) shows the quantities $t_{i}^{0 \rightarrow N}$ for the different species $i=1, \ldots, 5$ (bottom to top) in the model with $m=5$. Panel (b) shows the resulting switching time $\tau$ for models with $m=2,3,4,5$ species, from top to bottom. Lines are from the analytical approximation [Eq. (5.13) with the rates as approximated in Eq. (5.20)]; markers are from simulations. In all cases, $N=100, \delta=0.05$; imitation and mutation rates are distributed as described in Sec. 5.5.2, using $r=1$ and $\varepsilon$ as indicated on the horizontal axis.6.1 Stationary probability distribution for each opinion in a multistate ranked noisy voter model. Sample stationary distributions of a ranked noisy voter model are shown. In the model, 5 opinions are possible. Individuals only transition from and to 'neighbouring' opinions $i \pm 1$. Each line shows the probability with which the system is found in a state in which $N x_{i}$ individuals are of opinion $i$. From left to right, the panels correspond to simulations with $N=20,100$ and 500. A noise induced transition is observed. However, the dynamics of the system are clearly different. The central species (orange), contains a higher proportion of the population. The model is symmetric, so that the species contiguous to the central one (green and blue) are equally abundant to each other, but more so than the extremal opinions (red and purple). In all panels, the mutation rate is $\varepsilon=0.01$ for all species, and the imitation rate is set to $r=1$.
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#### Abstract

Noise has come to be accepted as a quintessential part of social and biological processes. It has transcended the misconception of being an obstacle, which hinders our understanding of 'true mechanisms' hiding behind the randomness, and is now recognised as the cause of many important phenomena. Different sources of noise exist, and their combined effect is not trivial to understand. In this thesis, we contribute by studying models which combine intrinsic and extrinsic noise. We consider systems with discrete interacting components; as a consequence, they are subject to intrinsic noise. At the same time, we explore how two sources of extrinsic noise modify the time evolution of these models: motion, and agent-to-agent heterogeneity.

We investigate motion of individuals in a two dimensional setting. Members of the population take positions in space and are moved by an external flow. The position of agents defines an interaction graph, so the population is structured. The interaction network is modified as the flow advects individuals in space. We choose an evolutionary dynamics setting, and study how the changing population structure alters the probability with which a mutant invades a population of wild-type individuals. We find that seemingly subtle changes in the mechanics of evolution, which implement birth and death events, can lead to significant changes in the mutant's chances of success. Therefore, we propose these differences can be used to identify the underlying mechanism in a given experimental setting. Furthermore, we debate that the commonly used term to describe the invasion process in unstructured populations, 'well-mixed', is a misnomer, which must be used with care.

To study agent-to-agent heterogeneity we use models of epidemics and opinion dynamics. For the latter we explore how the achievement, maintenance or alternation of consensus are affected by the presence of more than two co-evolving opinions, with potentially different conviction strengths. In the model of disease spread, we study how heterogeneity in the susceptibility and infectiousness of individuals influences the frequency and amplitude of outbreaks. In both models heterogeneity is represented by an arbitrary number of compartments that describe the 'type' of the agents. To be able to simplify the mathematical description of these systems, we approach them by aggregating these compartments into bigger groups. In both cases, we find that this marginalised description provides a good approximation of the model dynamics. We are able to characterise the recurrence and severity of outbreaks using the aggregated components; similarly, we provide an analytical description of the simplified opinion dynamics, which is an approximation when conviction strengths differ, and exact when they are homogeneous.
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## Chapter 1

## Introduction

All of the work presented in this thesis has the common goal of modelling social or biological processes. We consider systems composed of discrete entities, such as molecules, cells, or animals, which interact with one another. The discrete and probabilistic nature of these interactions gives rise to 'noisy' dynamics. For instance, the encounters between predators and their prey are inherently random. Similarly, changes in the concentration of the proteins that regulate gene transcription, the exchange of opinions in social networks, mutations in cellular division, the spread of diseases, and the evolution of language, for example, all happen in a non-deterministic fashion.

The mathematical tool with which these 'noisy' dynamics are described has come to be known as 'stochastic processes', and has been a lively area of research since the end of the 19th century. At that time, the interest focused on understanding the behaviour and properties of gases and the random movement of pollen particles floating on water [1, 2]. Since then, however, stochastic processes have found widely varying applications, from finance to medicine, telecommunications and many others [3-7].

Describing these processes in full is often impossible due to their complexity. To study them, therefore, we conceive of a simple representation of the system which approximately reproduces the real-world dynamics, which we call models.

In this introduction, we outline the general principles that guide our choice of model components, starting with the importance of including noise in the description of these systems. Then, a brief overview of the technical tools needed for their mathematical analysis is given. Finally, we introduce the specific models studied in the following chapters, and make some comments on the structure and format of this thesis.

### 1.1 The simpler the better

Statistical physics was born from the need to describe phenomena that are so complex that a detailed and exact description of the entire system becomes impossible. To be able to study them one must take a step back and, instead of being interested in the microscopic detail of the behaviour of each molecule, describe the system as a whole and characterize it through its macroscopic properties. After all, it is the latter that we experience in day-to-day life; while standing in a room, we do not worry about how many molecules bounce on our bodies or how fast, but we do feel the temperature around us. The approach is successful when macroscopic quantities, such as temperature, can be described using a simple microscopic model, like the Maxwell-Boltzmann distribution.

One of the main tasks in statistical physics is to decide which elements are essential in the description of a complex system. It is not always easy to see, however, which macroscopic quantities are important and which are not. Similarly, it can be difficult to choose microscopic components that can explain the phenomena we want to describe, and to discard those which are less relevant. A good model needs to contain sufficient detail to reproduce the desired dynamics, but at the same time be simple enough to be mathematically tractable.

The dynamics of social and biological processes in which this thesis focus are particularly complex. In order for a model to be simple, then, certain assumptions and simplifications must be made. These assumptions are not always to the detriment of a theory; in fact, they can be quite the opposite. In many cases, the simpler the model the more insight is gained about the basic principles behind the process.

The success of this approach speaks for itself. Mechanistic models as the above have allowed the scientific comunity to gain insight into the nature of financial markets [8], the spread of diseases [9], and even biological evolution [10]. These are not merely theoretical achievements; such models have proved crucial in the design and planning of, for example, vaccination policies [11-14], public transport and traffic networks [15, $16]$, or crime prevention and patrolling programs [17, 18].

### 1.2 The key ingredient: noise

When the system is composed of very large populations, the noise of stochastic processes is typically so small that a deterministic description is all that is required. Models in biology were only considered deterministically for many decades, and useful insights have been obtained from them. The predator-prey Lotka-Volterra equations [19], for example, have proved useful in modelling ecological systems, but in many cases they fall short. For instance, they are unable to capture extinctions; particularly when populations are small, predators can drive their prey to non-existence, even when the deterministic model would lead one to believe that a stable equilibrium is attainable [20, 21].

This thesis focuses on studying dynamics that arise due to the presence of noise. Therefore, it is intentionally included in all our models and analysis. Noise is commonly classified in two categories [22]:

Intrinsic noise reflects the stochastic dynamics that arise from the discrete nature of the elements that make up the system. It is considered inalienable to the dynamics, as it is introduced in the very definition of the process. Examples include the death and birth of individuals, mutation, imitation, infenction and recovery. Intrinsic noise has been shown to be useful in understanding many important phenomena, such as sustained oscillations due to stochastic amplification [23-25], noise-induced transitions [26-29], and extinction or evolution [10, 20, 30].

Extrinsic noise is, broadly, 'the rest' of the noise. It is often characterised as an external or additional characteristic of the system. An example of this is a change in the environment that controls the parameters of the model; when modelling bacteria, for instance, applying antibiotics or changing the concentration of nutrients can modify the reproduction and death rates of the model. The difference in the results between 'identical' experiments with variation in these external parameters is characterized as extrinsic noise.

In the models studied in this thesis we explore the interplay between these two types of noise. Extrinsic noise comes from many sources, but this work shall be restricted to only two: agent-to-agent heterogeneity, and motion. While we will treat these as extrinsic, the line that divides what is inherently part of the dynamics and what is an
added component is naturally not as sharp as the categories above suggest. Part of the aim of the work presented in the following chapters is to determine whether treating these two characteristics as secondary is justifiable, or if they must be considered more carefully.

Both motion and heterogeneity are ubiquitous in nature. At the same time, however, how either of them influence stochastic dynamics is not well understood.

Heterogeneity. Broadly, two types of heterogeneity have received attention in the literature. One of them is parametric heterogeneity; it describes variation accross experiments in model parameters which are universal to all agents in the system (see Fig. 1.1 (a)). This type of heterogeneity has been the focus of many studies (e.g. refs. [31-36]), particularly in models of gene transcription. It allows one to explore models where environments have different parameters, but where the environment is the same for all the members of the population in each experiment.

Global changes in the model parameters are relevant for some particular applications, but in many biological systems parameter variation is more localized. For example, individual variations in factors such as host susceptibility and virus reproduction have been observed [37]. For the modelling of epidemics, therefore, it is essential to determine how this heterogeneity across individuals affects the dynamics. In other contexts, we may consider that some individuals seek more actively to convince others of their opinions, or that resistance to antibiotics varies among different strains of bacteria.

These examples are cases of a second type of heterogeneity, often referred to as agent-to-agent heterogeneity. This describes variation at the level of individuals [see Fig. 1.1 (b)]. Some studies do exist exploring heterogeneity in this form [38, 39], but the overwhelming majority of research on the subject have been conducted in a deterministic setting.

It may not be immediately obvious why agent-to-agent heterogeneity is considered 'external' to the system. To understand why this is the case, let us consider modelling the spread of a disease in a population conformed by discrete entities. In order to do this, one must take into account that two individuals have to meet in order for the pathogen to spread. Therefore, the random encounters are considered intrinsic to the model. One can assume, however, that all individuals get sick, spread the disease and


Figure 1.1: Two types of heterogeneity. Parametric heterogeneity is shown in panel (a); the environment that controls the model parameters changes from one experiment to the next, but all agents observe the same environment. Agent-to-agent heterogeneity is shown in panel (b); individuals have varying characteristics in a single experiment.
recover with similar probabilities to one another. In other words, that the population is homogeneous. Heterogeneity, then, is considered an added component to the basic model, and so it is regarded as extrinsic.

Other examples of added heterogeneity in models include the stochastic Kuramoto model in the context of coupled oscillators [40-42]; this introduces noise on the order parameter of the synchronization of different oscillators, which leads to metastable states of full-synchronicity of the ensamble. Similarly, populations with a continuous distribution of a trait, such as particle sizes, are studied as polydisperse systems [43-45]; this effectively introduces an infinite number of species, and leads to particular states of order and mixing, known as phase equilibria. In the context of ecology, Random Matrix Theory has also been successfully used [46-49], where the interaction rates of different species in a food network are drawn from random distributions; the stability of the system to extinction of one or more species is then studied.

Motion In social and biological processes individuals are, more often than not, in motion. For example, our social circles are dynamic, plankton swims and is moved by flows, animals migrate in search of mates, and commercial flights transport pathogens across the world. Just as with heterogeneity, it is not always immediately obvious why motion should be considered external to a system. Let us use an individual-based model of evolution to exemplify why this is the case. For such a model one must take into account that individuals attempting to reproduce need to interact with others, both in competition for resources and because of the necessity of finding a mate.


Figure 1.2: Examples of options for the implementation of motion. Migration is shown in panel (a); an individual moves to a neighbouring site, therefore changing the interaction network. An adaptive network is shown in panel (b); one end of a link is moved to a different individual. Movement in space is shown in panels (c); individuals take positions in space, and their interaction radius determines which individuals are connected to each other. They then move in space, and the interaction network is updated accordingly.

These interactions are then considered intrinsic to the model. The choice of which individuals interact, however, can be assumed to be random. In other words, one can assume that the population is unstructured. For movement to be considered there has to be an underlying population structure, i.e., an interaction network that specifies which individuals can interact with one another. This structure, and the possibility of individuals to dynamically generate an interaction network through movement, are considered an addition to the process; they are therefore thought of as extrinsic.

In models, motion can be implemented in several ways. A common way in which it is included is in the form of 'migration' of individuals to neighbouring sites in the network [50-52]. In these models the interaction network is static; individuals hop from one node to another and in this way modify the events possible in the model dynamics (see Fig. 1.2 (a)). An alternative that has also been considered is the use of adaptive networks [53-56]. In this case it is not the individuals that move, but rather the links connecting them that change (see Fig. 1.2 (b)).

The above models of motion can provide significant insight; however, they fall short of describing the complexities and implications of individuals' motion. Notably, they neglect the finite interaction radius of agents. For example, the evolution of language is constrained by the range with which the words can be spoken. Similarly, predators can only look so far for their prey, and bacteria can only sense the concentration of nutrients in their close surroundings.

In the study of motion, networks generated by the positions in space of the agents of the model have, until recent years, received little attention [57-60]. In this context, individuals are linked to each other if they are within the given interaction radius. Motion changes the spatial location of the individuals, which in turn modifies the interaction network (see Fig. 1.2 (c)).

This thesis addresses the above highlighted issues in the present state of the art. We examine the implementation and implications of models with agent-to-agent heterogeneity in two chapters, and two more chapters are dedicated to investigating the consequences of motion in populations with finite interaction radius. The key set of tools and techniques required to perform these studies are outlined in the next section.

### 1.3 Technical introduction

In this section we provide a brief overview of the mathematical tools we use throughout this thesis. First, we look into the exact description of the stochastic processes and the methods with which they can be directly studied. Then, we explore how and why approximations to this exact description can be obtained. Finally, we outline the terminology used for the description of interaction networks. Whenever more specific mathematical tools are used, their description is given within each chapter.

### 1.3.1 Master equations

In this thesis we study individual-based models. That is, we study systems which are composed of discrete entities, and whose states are determined by the composition of the population and its interaction network. We assume for all our models that the dynamics are Markovian [61, 62]; i.e., we approximate the systems as being completely free of memory, such that the state into which they will evolve depends only on the present state.

The systems described above can be mathematically described by a 'master equation' [21, 63, 64]. A master equation describes the time evolution of the probabilities with which each discrete state of the system occurs.

For a system with states described by $\underline{n}$, the forward master equation is given by

$$
\begin{equation*}
\frac{\partial}{\partial t} P\left(\underline{\mathrm{n}}, t \mid \underline{\mathrm{n}}_{0}\right)=\sum_{\underline{\mathrm{n}}^{\prime}} T_{\underline{\mathrm{n}}^{\prime} \rightarrow \underline{\mathrm{n}}} P\left(\underline{\mathrm{n}}^{\prime}, t \mid \underline{\mathrm{n}}_{0}\right)-\sum_{\underline{\mathrm{n}}^{\prime}} T_{\underline{\mathrm{n}} \rightarrow \underline{\mathrm{n}}^{\prime}} P\left(\underline{\mathrm{n}}, t \mid \underline{\mathrm{n}}_{0}\right), \tag{1.1}
\end{equation*}
$$

where $P\left(\underline{\mathrm{n}}, t \mid \underline{\mathrm{n}}_{0}\right)$ describes the probability that the system is in state $\underline{\mathrm{n}}$ at time $t$, given that it started at $\underline{\mathrm{n}}_{0}$ at $t=0$. The sums are, respectively, contributions to the inflow and outflow of probability from and to the other states $\underline{\mathrm{n}}^{\prime}$. The forward master equation is written in form of sums over the possible 'destinations' of the system. Its elements describe where the system can go.

Alternatively, the same system can be represented using the backward master equation, given by

$$
\begin{equation*}
\frac{\partial}{\partial t} P\left(\underline{\mathrm{n}}, t \mid \underline{\mathrm{n}}_{0}\right)=\sum_{\underline{\mathrm{n}}^{\prime}} T_{\underline{\mathrm{n}}_{0} \rightarrow \underline{\mathrm{n}}^{\prime}}\left[P\left(\underline{\mathrm{n}}, t \mid \underline{\mathrm{n}}^{\prime}\right)-P\left(\underline{\mathrm{n}}, t \mid \underline{\mathrm{n}}_{0}\right)\right] . \tag{1.2}
\end{equation*}
$$

In the backward master equation $P$ increases if by moving from state $\underline{\mathrm{n}}_{0}$ into state $\underline{\mathrm{n}}^{\prime}$ the system is more likely to reach $\underline{n}$ from there, than if it had stayed in state $\underline{\mathrm{n}}$. The backward master equation is written in form of sums over the possible 'origins' of the system. Its elements describe where the system can start from.

Both equations above describe the same dynamics, but are generally used with different objectives in mind. The backward equation is most useful to determine, for example, fixation probabilities or first-passage times. We will use this form in Chapters 2, 3, and 5. The forward master equation, on the other hand, is used when one intends to study a stationary probability distribution, or a system that equilibrates around a fixed state. We will use this form in Chapters 4 and 5.

## Exact solutions

Ideally, the solution to the master equation would be obtained directly. For many systems this is not possible; only the simplest models are amenable to exact analytical solution [21, 63, 64]. In these simple cases one can find the solution by inspection of a recursion equation of the state space $[21,65]$.

As an example, let us consider a two-species birth-death process with fixed population size $N$. The state space is defined by the number of individuals $i$ of one of the two species; the other species is composed of $N-i$ individuals. Let $T_{i}^{ \pm}$describe the probability with which the system transitions from state $i$ to state $i \pm 1$. Furthermore,
let the states $i=0$ and $i=N$ be absorbing, so that $T_{0}^{ \pm}=0, T_{N}^{ \pm}=0$. That is, once these states are reached, the dynamics stop; if $i=N$, we say that the species has reached fixation. Two questions are then commonly asked, namely, how likely this is to happen, and how long it takes. We illustrate the answer to these questions below.

Fixation probability. We denote with $\phi_{i}$ the probability that the system will reach fixation if it is currently in state $i$. The recursive equation that describes this process is then ${ }^{1}$

$$
\begin{equation*}
\phi_{i}=\phi_{i-1} T_{i}^{-}+\left(1-T_{i}^{+}+T_{i}^{-}\right) \phi_{i}+\phi_{i+1} T_{i}^{+} \tag{1.3}
\end{equation*}
$$

and given that the boundary states are absorbing, one has $\phi_{0}=0$ and $\phi_{N}=1$. Using these conditions one can solve the above equation for $\phi_{i+1}$, for example, and write a few terms explicitly to determine a pattern, thereby obtaining a closed form solution. For the current example we find [66]

$$
\begin{equation*}
\phi_{i}=\frac{1+\sum_{j=1}^{i-1} \prod_{k=1}^{j} \frac{T_{k}^{-}}{T_{k}^{+}}}{1+\sum_{j=1}^{N-1} \prod_{k=1}^{j} \frac{T_{k}^{-}}{T_{k}^{+}}} . \tag{1.4}
\end{equation*}
$$

This equation is the exact solution of the master equation; it involves no approximations.
Time to fixation. In a similar way, we could ask how many evolutionary steps are needed (in average) to reach fixation. Using $t_{i}$ to denote the number of events necessary to go from a state with $i>0$ mutants to a fixed state $i=N$ or $i=0$, we can write for the master equation

$$
\begin{equation*}
t_{i}=1+t_{i-1} T_{i}^{-}+t_{i+1} T_{i}^{+}+\left(1-T_{i}^{+}+T_{i}^{-}\right) t_{i} \tag{1.5}
\end{equation*}
$$

which after rewriting in terms of $\theta_{i}=t_{i}-t_{i-1}$ (the average transition time from the state $i-1$ to $i$ ) and rearranging leads to the recursive equation

$$
\begin{equation*}
\theta_{i+1}=\frac{\theta_{i} T_{i}^{-}-1}{T_{i}^{+}} \tag{1.6}
\end{equation*}
$$

Using $t_{0}=t_{N}=0$, and therefore $\theta_{1}=t_{1}$, we can obtain a closed form solution for $\theta_{i}$. Since the sum of this transition times amounts to the time to fixation, we also obtain the solution for $t_{i}$, which is given by [67]

$$
\begin{equation*}
t_{i}=-\sum_{j=i+1}^{N} \theta_{j}=\sum_{j=i}^{N-1}\left(-t_{1} \prod_{k=1}^{j} \frac{T_{j}^{-}}{T_{j}^{+}}+\sum_{k=1}^{j} \frac{1}{T_{k}^{+}} \prod_{m=k+1}^{j} \frac{T_{m}^{-}}{T_{m}^{+}}\right) \tag{1.7}
\end{equation*}
$$

[^0]This equation again does not involve approximations, and is therefore an exact solution of the master equation.

Stationary distribution. Another common question when studying Markov processes is what the stationary distribution is; that is, if the system is permitted to evolve for a long time, what state is it likely to be found in? For the example above the answer is simple: it is fixed in of the two species. If, however, random mutations are added to the model, for example, transition between the two species without the need of an interaction partner are possible; the absorbing states are thus eliminated and the above question then becomes more meaningful.

To address this problem, the forward form of the master equation is used. The stationary distribution $\underline{P}=\left\{P_{i}\right\}$ is found by setting the left hand side of Eq. (1.1) to zero. For the current example, we then obtain

$$
\begin{equation*}
P_{i}\left(T_{i}^{-}+T_{i}^{+}\right)=P_{i+1} T_{i+1}^{-}+P_{i-1} T_{i-1}^{+} . \tag{1.8}
\end{equation*}
$$

As with the fixation probability and time, this can be re-arranged into a recursive equation, which leads to the identification of the exact solution. Taking into account that $P_{-1}=0, T_{0}^{-}=0, T_{N}^{+}=0, P_{N+1}=0$ and $\sum P_{i}=1$, we obtain

$$
\begin{equation*}
P_{i}=\left(1+\sum_{i=1}^{N} \prod_{j=1}^{i} \frac{T_{j-1}^{+}}{T_{j}^{-}}\right)^{-1} \prod_{j=1}^{i} \frac{T_{j-1}^{+}}{T_{j}^{-}} . \tag{1.9}
\end{equation*}
$$

Importantly, $T_{0}^{+}$and $T_{N}^{-}$are non-zero due to the random mutations.
As in the other two cases, this solution is exact and valid for any population size.

Many systems result in recursive equations that cannot be closed, and this type of approach is not possible. However, the systems studied in Chapters 2 and 5 are such that they allow for these simple representations, and so we will use an approach similar to the one described above.

### 1.3.2 Approximating the master equation

Under certain assumptions one can approximate the master equation using existing mathematical methods. This can lead to analytical solutions, which facilitate insight into the process at hand. Furthermore, even if the resulting expressions need to be numerically solved, this tends to be less computationally intensive than directly solving
the master equation; the stochastic differential equations that one can obtain from these approximations can be approached using, for example, the Euler-Maruyama method [68].

The approximations rely on the assumption that although the population is composed of discrete individuals, there are many of them. Changes in the composition of the population occur through single individuals, i.e., the size of a jump in the state of the system is $\pm 1$; in contrast, the number of bacteria in a Petri dish, for example, is overwhelming. The proportion of individuals $x_{i}=\mathrm{n}_{i} / N$ in each state can then be treated as a continuous quantity ${ }^{2}$.

The assumption of large system sizes may be completely reasonable; when describing epidemics, for example, one deals with cities or even countries, which imply large populations. One must be careful, however, when attempting to extrapolate results and use them on a local level.

## Kramers-Moyal expansion

In the spirit of approximating population densities as a continuum, the Kramers-Moyal expansion $[21,63,64]$ is perhaps the most natural approach. It consists of a truncated Taylor expansion of the master equation in powers of the inverse system size. In what follows, we restrict the analysis to systems in which the transition between states $T_{\underline{n}^{\prime} \rightarrow \underline{\mathrm{n}}}$ correspond to a decrease in $\mathrm{n}_{j}$ and increase $\mathrm{n}_{i}$; we therefore use $T_{i j}$ to denote the transition rates. Writing the master equation as a function of the proportion of individuals we then have

$$
\begin{equation*}
\frac{\partial}{\partial t} P(\underline{x}, t)=\left[\sum_{i} \sum_{j}\left(\mathbb{E}_{i}^{-} \mathbb{E}_{j}^{+}-1\right) T_{i j}\right] P(\underline{x}, t), \tag{1.10}
\end{equation*}
$$

where we defined the step operators $\mathbb{E}_{i}^{ \pm}$by their action $\mathbb{E}_{i}^{ \pm} P\left(x_{1}, \ldots, x_{i}, \ldots, x_{n}, t\right)=$ $P\left(x_{1}, \ldots, x_{i} \pm \frac{1}{N}, \ldots, x_{n}, t\right)$. Therefore, $\mathbb{E}_{i}^{-} \mathbb{E}_{j}^{+} P(\underline{x}, t)$ describes a state with one less individual of strategy $i$ and one extra individual of strategy $j$ compared to $P(\underline{x}, t)$.

The approximation proceeds by assuming that $N \gg 1$, and so these operators can be expanded in powers of $\frac{1}{N}$,

$$
\begin{equation*}
\mathbb{E}_{i}^{ \pm}=1 \pm \frac{1}{N} \partial_{x_{i}}+\frac{1}{2} \frac{1}{N^{2}} \partial_{x_{i}}^{2} \pm \frac{1}{3!} \frac{1}{N^{3}} \partial_{x_{i}}^{3}+\ldots \tag{1.11}
\end{equation*}
$$

[^1]Introducing the above expansion into Eq. (1.10) leads to

$$
\begin{equation*}
\frac{\partial}{\partial t} P(\underline{x}, t) \approx\left\{\sum_{i} \sum_{j}\left[\frac{1}{N}\left(\partial_{x_{j}}-\partial_{x_{i}}\right)+\frac{1}{2} \frac{1}{N^{2}}\left(\partial_{x_{i}}-\partial_{x_{j}}\right)^{2}+\mathcal{O}\left(\frac{1}{N^{3}}\right)\right] T_{i j}\right\} P(\underline{x}, t) \tag{1.12}
\end{equation*}
$$

If the series is truncated to leading order one obtains a Liouville equation, which leads to the mean-field equations,

$$
\begin{equation*}
\underline{\dot{x}}=\underline{f}(\underline{x}, t), \tag{1.13}
\end{equation*}
$$

where $\underline{f} \propto \lim _{N \rightarrow \infty} T^{ \pm}(\underline{\mathrm{n}}) / N$, and describes the deterministic drift of the system.
In the sub-leading order, a Fokker-Planck equation is obtained

$$
\begin{equation*}
\frac{\partial}{\partial t} P(\underline{x}, t)=-\sum_{i=1}^{N} \frac{\partial}{\partial x_{i}}\left[f_{i}(\underline{x}) P(\underline{x}, t)\right]+\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{\partial^{2}}{\partial x_{i} x_{j}}\left[B_{i j}(\underline{x}) P(\underline{x}, t)\right], \tag{1.14}
\end{equation*}
$$

where $f_{i}(x)$ is again the drift term, and $B_{i j}$ is known as the diffusion matrix; with $f_{i}(x)=0$ and constant $B_{i j}$, the above equation describes a diffusive system. It is $B_{i j}$ which interests us, as it describes the noise of the process. In general, the KramersMoyal expansion produces a Fokker-Planck equation with multiplicative noise; that is, the noise can be a function of $\underline{x}$.

Eq. (1.14) can be of use directly if, for example, one is interested in the stationary probability distribution of the system. As in the case for the exact solution, this is obtained by setting the left hand side of the equation to zero. For a one dimensional system, like the one used as an example to obtain Eq. (1.9), this results in

$$
\begin{equation*}
0=-2 f P_{s t}+\frac{\partial}{\partial x}\left[B P_{s t}\right] \tag{1.15}
\end{equation*}
$$

which is satisfied by $P_{s t}=\exp \left[\int_{x} \frac{2 f-\partial_{x}[B]}{B}\right]$, where the integral is not necessarily trivial. As opposed to Eq. (1.9), this solution is only valid for large system sizes.

## Van Kampen expansion

An alternative, related approximation, is known as the van Kampen system-size expansion [21, 63, 64]. The method consists on approximating the dynamics by making an ansatz of the form

$$
\begin{equation*}
\underline{x}=\underline{f}(\underline{x}, t)+\frac{1}{\sqrt{N}} \underline{\xi}(t) . \tag{1.16}
\end{equation*}
$$

where $\underline{\xi}$ is independent of $\underline{x}$. The ansatz considers noise in the dynamics by including a noise term $(\xi)$ with an appropriate scaling of the population size $\left(N^{-1 / 2}\right)$. This ensures that the variance of the stochastic variable is finite, but not vanishing. The approximation is also known as the linear noise approximation.

One proceeds to write the master equation in terms of the new coordinates $\xi_{i}$. Writing $\partial \xi_{i} / \partial t=-\sqrt{N} \dot{x}_{i}$, we have

$$
\begin{equation*}
N \frac{\partial}{\partial t} P(\underline{x}, t)=\frac{\partial}{\partial t} \Pi(\underline{\xi}, t)-\sqrt{N} \sum_{i} \dot{x}_{i} \frac{\partial}{\partial \xi_{i}} \Pi(\underline{\xi}, t) \tag{1.17}
\end{equation*}
$$

where we used $\Pi$ to make the change of variable more explicit. Using Eq. (1.10) as a start point, we first realise that the action of the step operators on the new variables is $\mathbb{E}_{i}^{ \pm} \Pi\left(\xi_{1}, \ldots, \xi_{i}, \ldots, \xi_{n}, t\right)=\Pi\left(\xi_{1}, \ldots, \xi_{i} \pm \frac{1}{\sqrt{N}}, \ldots, \xi_{n}, t\right)$. Expanding this in powers of $N^{1 / 2}$ leads to

$$
\begin{equation*}
\mathbb{E}_{i}^{ \pm}=1 \pm \frac{1}{\sqrt{N}} \partial_{\xi_{i}}+\frac{1}{2} \frac{1}{N} \partial_{\xi_{i}}^{2} \pm \frac{1}{3!} \frac{1}{N^{3 / 2}} \partial_{\xi_{i}}^{3}+\ldots \tag{1.18}
\end{equation*}
$$

Introducing the above equations into Eq. (1.10) we find

$$
\begin{align*}
\frac{1}{N} \frac{\partial}{\partial t} \Pi(\underline{\xi}, t) & -\frac{1}{\sqrt{N}} \sum_{i} \dot{x}_{i} \frac{\partial}{\partial \xi_{i}} \Pi(\underline{\xi}, t) \approx  \tag{1.19}\\
& \left\{\sum_{i} \sum_{j}\left[\frac{1}{\sqrt{N}}\left(\partial_{x_{j}}-\partial_{x_{i}}\right)+\frac{1}{2} \frac{1}{N}\left(\partial_{x_{i}}-\partial_{x_{j}}\right)^{2}+\mathcal{O}\left(\frac{1}{N^{3 / 2}}\right)\right] T_{i j}\right\} \Pi(\underline{\xi}, t)
\end{align*}
$$

As in the Kramers-Moyal expansion, collecting the leading-order terms one can extract the mean-field equations, and collecting the subleading-order terms results in a Fokker-Planck equation. However, the van Kampen expansion results in Fokker-Planck equations that contain additive noise only.

In many cases this linear-noise approximation is sufficient to describe the dynamics and, if the original model contains additive noise only, both expansions result in the same equations. In some ocasions, however, this is not the case, and details are lost by doing the van Kampen expansion [21, 69].

## Langevin equations

It is useful to remark the fact that the Fokker-Planck equation corresponds to a set of stochastic differential equations, known as Langevin equations; these are of the form

$$
\begin{equation*}
\underline{\dot{x}}(t)=\underline{f}(\underline{x}, t)+\underline{\eta}(t) \tag{1.20}
\end{equation*}
$$

where the correlation of the noise terms $\eta_{i}$ is given by

$$
\begin{equation*}
\left\langle\eta_{i}(t) \eta_{j}\left(t^{\prime}\right)\right\rangle=B_{i j} \delta\left(t-t^{\prime}\right) . \tag{1.21}
\end{equation*}
$$

The Langevin equations encapsulate a continuous stochastic process which approximates the original dynamics, described by the master equation. These permit the analytical study of the noise terms. In the system studied in Chapter 4, for example, the intrinsic noise produces stochastic quasi-cycles around the fixed point. Using the Langevin equations, one can obtain analytical expressions that help us to determine the periodicity and amplitude of these cycles.

## Numerical solutions

If analytically solving the master equations is not possible, numerical solutions can be obtained emplying Euler forward or other Runge-Kutta methods [70, 71]. However, for large system sizes these methods can be computationally intensive, and also entail approximations due to the implementation of the algorithms [71].

Another option is to explore the dynamics of the model through Monte Carlo methods. The Gillespie algorithm and similar approaches [72-75] efficiently generate individual trajectories of stochastic processes. The statistics of these trajectories can help in understanding the model. However, one needs a large ensemble of realizations in order to obtain useful information. Even if generating an individual trajectory is very efficient, running thousands or millions of them makes the process very time consuming.

Nonetheless, these methods involve no approximations to the dynamics and can be particularly illuminating; visualization of single trajectories can provide some physical intuition about the evolution of the system. Therefore, we will use them to test our analytical results.

### 1.3.3 Networks

To be able to represent motion the use of interaction networks is necessary. In this section we introduce the terminology relevant for this thesis, and illustrate it in Fig. 1.3. Network/Graph. We will use these two words interchangeably. They are constituted of nodes, and links that connect pairs of nodes.


Figure 1.3: A network and its elements. The terminology used to describe networks is exemplified.

Node. Individuals in our models are represented in a network by nodes. We assume they are point-like; as such, there is no spatial restriction for their positions. In all diagrams, we represent nodes as circles. Two nodes are said to be neighbours if there is a link connecting them.

Link. The purpose of graphs in this thesis is to describe which pairs of individuals can interact. This is graphically represented by lines connecting pairs of nodes, termed links. Throughout this thesis links are considered undirected; interactions can occur between a connected pair of nodes, regardless of their order. For the sake of simplicity, we also assume equal weights throughout; that is, events are equally likely to occur in all links.

Degree. The degree $k$ of a node describes the number of immediate neighbours of an individual, i.e., how many links it has.

Temperature. The temperature $s$ of a node is a measure of how potentially 'active' it is. Since we only consider undirected, unweighted graphs, it can be defined as the sum of the inverse degree of its immediate neighbours, i.e., $s=\sum_{i} 1 / k_{i}$, where $i$ enumerates the node's neighbours, and $k_{i}$ is the degree of neighbour $i$.

Component. If there is at least one 'path' to connect every pair of nodes in a group, the group of nodes and the links between them are collectively called a component. This is sometimes emphasised by referring to them as connected components. A graph may be composed of one or more components.

### 1.3.4 Time scales of motion and mixing

In chapters 2 and 3 we will study populations stirred by flows, and how the speed of the motion affects the evolution of the system. Two separate time scales interact in this case: the rate of 'interaction' between individuals, and their 'speed' of movement. Each of these time scales are not completely meaningful by themselves; rather, the ratio of the two is the relevant quantity.

In-line with the literature we will describe this by the so-called Damköhler number Da [76-78]; in the context of our model, the Damköhler number describes the ratio of the time scales of the flow and the evolutionary process. The flows we use to stir the population in space are periodic (up to a random phase), and so we use this period to specify the time scale of the flow. The time interval between evolutionary events sets the reaction rate, so we use a generation ( $N$ events, where $N$ is the population size) as an indicator of the time scale of the evolutionary process. The Damköhler number is then given by

$$
\begin{equation*}
\mathrm{Da}=\frac{T}{N \Delta t} \tag{1.22}
\end{equation*}
$$

Large values of Da indicate that the flow is slow compared to evolution. With everything else fixed, decreasing values of Da are equivalent to increasing the displacement of individuals in space between evolutionary events.

The focus of this thesis is on flows that mimic chaotic motion; the correlation of the position of two particles then decreases with time (see Fig. 2.2). This amounts to effectively mixing the population. For very small Da, enough time elapses between evolutionary events to completely re-shuffle the positions of the whole population. We characterise this by a mixing time $\tau$, which depends on the interaction radius of individuals and the parameters of the flow (see Sec. 2.2.3).

The time scale $\tau$ describes the time needed to completely de-correlate the interaction network of the population. That is, after flowing for $\tau$ units of time, the neighbours of an individual are effectively sampled uniformly from the whole population, regardless of who it was neighbours with before. For a fixed Da, increasing the interaction radius of the individuals results on an increased mixing time $\tau$. Alternatively, for fixed interaction radii the mixing time increases as Da is also increased.

The relevance of this mixing time scale will become more evident in Chapter 2, where
'well-stirred' populations are studied, and the effect of mixing is explicitly explored.

### 1.4 Structure and format

This thesis follows the 'journal format' of the University of Manchester. The contents of Chapters 2-5 are therefore in the form of papers. The articles in Chapters 2 and 4 have been reviewed and published by Nature Scientific Reports [79, 80]. The contents of Chapters 3 and 5 have been submitted to PLOS Computational Biology and Physical Review E, respectively. Both are also publicly available on arXiv [81, 82].

The contents of each chapter are as close to their published/pre-print versions as possible. However, they have been typeset to be in line with the format of the rest of the thesis. This simplifies pagination, and will hopefully improve the reading experience.

The papers are not presented in order of publication, but rather are arranged to provide a logical progression across the material. Two of them address motion as a source of extrinsic noise, while the other two focus on heterogeneity. We here briefly summarize the contents in each of the following chapters.

Chapter 2: Stirring does not make populations well mixed [79]. Individualbased models commonly assume that any individual can interact with any other at all times because this greatly simplifies the mathematical description of models [21, 63]. In evolutionary dynamics, this set-up is commonly known as 'well-mixed populations' [83-85]. In more realistic models, however, the assumption of all-to-all interaction is relaxed by the use of an interaction graph. If the interaction network connects all nodes with every other node, it is said to be 'complete'; this is the formal way of recovering the all-to-all interaction. If the network is not complete, however, but is generated by connecting nodes if they are within a given interaction radius, then one could naturally ask how the movement of individuals changes the dynamics of the system. One could wonder, for example, if the term 'well-mixed' used to describe complete interaction graphs can actually be related to the movement of the population.

In this chapter we use this question as motivation, but we are also able to draw more general conclusions. We use a simple evolutionary dynamics description of an
invasion process; a single mutant, with a different 'fitness' from the resident population, competes to reproduce (and not die), eventually either going extinct or reaching fixation. At the same time, the population is moved by a flow. We assume that the flow is very fast compared to the time between reproduction/death events, so that the system can be considered 'well-mixed'. The interaction graph for each evolutionary event is then assumed to be generated by individuals taking random positions in space. Using this, we obtain a mathematical description of the model in closed form. From our analytical result, we extract an 'effective' fitness, which simplifies the equations describing the model to the ones that would be obtained if the interaction graph was complete. However, this effective fitness contains information about the particular type of evolutionary process in use, which is lost when the analysis is done assuming a complete-interaction graph.

Chapter 3: Motion, fixation probability and the choice of an evolutionary process [81]. This chapter provides a logical continuation of the ideas of the previous chapter. The same model is used, but the focus here is directly on the role of the speed of the motion and how it may change the outcome of the evolutionary process. We thereby abandon the assumption of very fast flows, but as a consequence our possibility of giving a formal mathematical description of the process is hindered.

We therefore resort to exploring the model dynamics by means of Monte Carlo simulations. Roughly, three flow-speed regimes can be identified. In the fast-flow limit, the results obtained in the previous chapter are recovered. We compare the results in the slow-flow limit with what is known from previous studies of evolutionary dynamics on static networks. We find that the outcome of the invasion process in this regime is strongly affected by the order of birth and death events. In order to understand the results obtained at intermediate speeds, we further the results of ref. [86]; we justify our argument both numerically and through an example set of graphs.

Chapter 4: The effects of heterogeneity on stochastic cycles in epidemics [80]. This chapter marks a change of direction. While we still explore how extrinsic noise interacts with intrinsically noisy systems, we now focus on individual-to-individual heterogeneity, rather than motion. The field of epidemics provides an interesting framework for this. Host heterogeneity has been reported [37], and the dynamics of
infection and recovery are, as we have mentioned, intrinsically noisy.
In this article we use the well-known Susceptible-Infected-Recovered model [87], or SIR for short. The original model takes its name from the fact that a population is divided into those three categories; each individual transitions from one stage to the next sequentially. Individuals may also die at any point, in which case they are replaced by a new susceptible individual. Models like this are known to give rise to so-called 'stochastic quasi-cycles' [88]; the system equilibrates around a certain distribution of the population in the three groups, and oscillates around this fixed point.

We introduce heterogeneity to the model by subdividing both the susceptible and infected groups into sub-groups; each of these sub-groups gets infected or spreads the disease at different rates. In reality, however, only the macroscopic groups are observable; One can count the number of infected individuals, but measuring the susceptibility or infectiousness of every individual in the population is impossible. Therefore, we build our mathematical description around the aggregate of the subgroups, i.e., the total number of susceptible or infected individuals. We perform a van Kampen system-size expansion to make the model dynamics analytically tractable, and characterize stochastic quasi-cycles around the fixed point. We then use these analytic results to explore which statistical properties of the original sub-groups are most important for the description of the aggregate dynamics. For example, we ask whether the frequency or amplitude of the cycles can be approximately described with the mean susceptibility or infectiousness of individuals, or whether they depend on the dynamic state of the system. In this way, we evaluate the importance of heterogeneity as an ingredient in models of phenomena with stochastic quasi-cycles.

Chapter 5: Consensus and diversity in multi-state noisy voter models [82]. In this chapter we build upon the so called 'noisy voter model' [89]. In its original formulation, the noisy voter model consists of a population in which individuals can be of two types, which represent opinions, political alignments or spins, for example. Members of the population interact in a pairwise manner; in each interaction one individual imitates the type of the other. Additionally, random changes of the type of an individual can occur, hence the term 'noisy'. These systems are characterised by multiplicative noise, which gives rise to a so-called 'noise-driven transition'; as the
population size is increased, the system moves from a bimodal to a unimodal stationary distribution.

In our extension to this model we allow for multiple types; This allows multiple opinions to compete at the same time, or multiple species to co-evolve. The characteristic noise-driven transition observed in the two-state model are still seen in the multi-state system. In order to be able to study this expanded model we construct an effective system that reproduces the system dynamics from the point of view of a single type; the members of all the other types are considered as a 'the other' group. We then consider two cases. First, we assume that the imitation and mutation rates of all types are equal. The effective model constructed from this homogeneous case is simple enough to be solved exactly, and analytical expressions to characterize the transition can be obtained. In the other case we consider a heterogeneous model, where the different types have different imitation or mutation rates. To address this we approximate the model by taking a weighted average of the characteristics that make the different types heterogeneous, so that 'the others' can be considered as a single type. We show that this approximation is sufficient to describe the overall behaviour of the system to good accuracy. Most importantly, it enables us to get insight into the effect of heterogeneity in this multi-state expansion of the noisy voter model.

The strategy used in this chapter is consistent with the one used in the previous chapter; we describe a heterogeneous model through its aggregated sub-groups. However, it differs in a few key aspects. For instance, the model we use in this chapter allows us to use exact methods for the solution of the master equation, which was not possible for the epidemics model. We also focus on a different aspect of the dynamics; in this case, we look at noise-induced transitions [27, 69]. Furthermore, since we need not rely on a system-size expansion, we are able to study populations of just a handful of individuals. For small population sizes, intrinsic noise can completely dominate the dynamics; as a consequence, the system may not tend to a stable fixed point. We continue, however, in our aim to determine how important individual-to-individual heterogeneity may be for stochastic population dynamics.

Chapter 6, Conclusions. Finally, here we provide a summary of the salient features of Chapters 2, 3, 4, and 5 . It is important to remark that because these are
in the format of journal articles, each of them has its own conclusions. To prevent repetition, in this final chapter we do not exhaustively list the findings of each of them. Rather, we remark on the most relevant ones, and concentrate on the opportunities for further work, for which the research presented here paves the way.
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## Chapter 2

## Stirring does not make populations well mixed
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#### Abstract

In evolutionary dynamics, the notion of a 'well-mixed' population is usually associated with all-to-all interactions at all times. This assumption simplifies the mathematics of evolutionary processes, and makes analytical solutions possible. At the same time the term 'well-mixed' suggests that this situation can be achieved by physically stirring the population. Using simulations of populations in chaotic flows, we show that in most cases this is not true: conventional well-mixed theories do not predict fixation probabilities correctly, regardless of how fast or thorough the stirring is. We propose a new analytical description in the fast-flow limit. This approach is valid for processes with global and local selection, and accurately predicts the suppression of selection as competition becomes more local. It provides a modelling tool for biological or social systems with individuals in motion.


### 2.1 Introduction

Population dynamics describes the changes of the composition of a group of individuals over time. Broadly speaking, there are two modelling approaches. One involves wellmixed populations, implying an all-to-all interaction. This is contrasted with structured populations, or populations on networks. Mathematically, the interaction network of well-mixed populations is often assumed to be a 'complete graph' (see e.g. [1-4]), i.e., a network in which interaction links exist between any two individuals at all times. In the context of epidemics, for example, an infection event can affect any of the susceptible individuals in the population; in evolutionary dynamics, it indicates that competition occurs between all members of the population. This effectively means that there is no spatial structure at all, or at least that interaction is sufficiently long-range that spatial structure is not relevant for the evolutionary process.

Assume we place a population of discrete individuals in a container and stir the system. In an experimental situation this could be a bacterial population in a stirredtank reactor for example, or swimmers who move on their own accord [5-8]. One would naturally think that a well-mixed system can be obtained in this way, provided the stirring is sufficiently thorough, and that one waits long enough. We use computer
simulations and analytical theory to study this scenario. We take a finite population and immerse it in different chaotic flows to mimic stirring. We focus on the situation in which a single mutant invades this population, and ask when the theory for well-mixed populations quantitatively predicts its chances of success. In the language of population genetics, we study the probability of fixation [9].

Work has been done studying the fixation probability on fixed random graphs [1, 10] or adaptive networks $[11,12]$, where links are rewired to benefit individuals. Our model is different, in that the changes of the interaction network are solely induced by the flow, and cannot be controlled by the individuals at the nodes of the graph. This is closer to what is studied in [13]. In the present paper, however, we focus on frequency-independent selection, so our results cannot directly be compared to those of [13].

Our simulations and analysis show that the predictions of the conventional theory for well-mixed populations do not always capture the outcome of evolutionary processes in stirred environments. Its validity seems not to be primarily a question of the nature or speed of the stirring; instead, it is determined by the interaction range and the type of evolutionary process. As a consequence we think the term 'well-mixed', which at least suggests external stirring, needs to be used with care.

We present an analytical approach to describe stirred populations, in which we abandon the assumption that the interaction graph is complete at all times. Instead, we rely on a broader definition: a population is well mixed if every pair of individuals interacts with the same probability [14-16]. This does not imply, however, that competition occurs among all individuals at all times. At any one time particles take positions in space and compete within an interaction radius. Any given individual therefore competes only against a subset of individuals in the population. If the population is stirred at sufficiently high rates, and if the flow is such that it 'mixes' all parts of the system, the positions of the particles are random at each evolutionary step. The possible interaction partners of a given individual are then effectively sampled uniformly from the entire population, and any two individuals are equally likely to interact. This process can be described analytically, and fixation probabilities can be obtained. In contrast to the conventional theory for well-mixed populations, this method accurately reproduces simulation results for stirred systems.

We show that the conventional theory is only valid for processes in which selection is global, i.e., it occurs between all individuals in the population. The method presented here, on the other hand, is also valid for local selection, or a combination of the two. Since the details of the evolutionary dynamics in real-world systems are rarely known with certainty, this flexibility makes our approach relevant for the modelling of experiments where the interacting individuals are in motion.

### 2.2 Results and methods

### 2.2.1 Mathematical definition of well-mixed populations

It is fair to say that there is a consensus on what constitutes a well-mixed population in mathematical models of evolutionary dynamics. In order to illustrate this, we focus on stochastic dynamics in finite populations, and use a discrete-time process with frequency-independent fitness. In the first instance we choose a so-called death-birth update; this is sufficient to present our results. Other mechanics of evolution (for example birth-death processes) are considered in Sections 2.4 and 2.5.

The population consists of $N$ individuals; we assume that its size is constant over time. Each individual can either be a mutant or a wildtype. The state of the population at any point in time is characterised by the number of mutants, $m$; the number of wildtypes is $N-m$. In a traditional well-mixed approach the actual positions of the individuals in space are irrelevant, as everyone can interact with everyone else at all times. There is then nothing else to know about the state of the population. In the Moran model, evolution occurs through combined death-birth events. In each event, one individual is picked at random, regardless of its type, and is removed from the population. One of the remaining individuals is then selected for reproduction and generates an offspring. Selection is based on fitness, and the offspring is of the same species as its parent. We assume frequency-independent selection, and set the fitness of wildtype individuals to one. The invading mutant has fitness $r$, which can be smaller than one (for disadvantageous mutations) or greater than one (for advantageous mutations). For $r=1$ the process is neutral.

The dynamics proceed through a sequence of death-birth events until the mutants have either gone extinct $(m=0)$, or reached fixation $(m=N)$. When either has
occurred the dynamics stop, as there is only one type of individual left in the population. We focus on the probability, $\phi$, for a single invading mutant to reach fixation. Using the theory of Markov processes, an explicit mathematical expression can be found for the fixation probability (see e.g. [9, 17-19]). The fixation probability depends on the fitness of the mutant species, $r$, and the population size, $N$. For the death-birth process one has [3, 20]

$$
\begin{equation*}
\phi=c \frac{1-r^{-1}}{1-r^{-c N}}, \tag{2.1}
\end{equation*}
$$

where $c=(N-1) / N$ for the process described above. We will refer to this as the prediction of the conventional theory for well-mixed populations. If asked how to calculate fixation probabilities in well-mixed populations, most evolutionary theorists would likely point to results such as the one in Eq. (2.1). The details of the mathematical expression may vary for different processes (for example $c=1$ if self-replacement is included, or if the selection is global), but they are all derived from the assumption of an all-to-all interaction at all times.

## Can this be achieved by stirring?

Despite the consensus on what constitutes a well-mixed population (mathematically), it is in practice difficult to determine if a particular biological or social system is well mixed. The term is used in the literature without much specificity. Common verbal characterisations include the requirement that 'all pairs of individuals interact with the same probability' (see e.g. [14-16, 21]), but how precisely this is to be interpreted is often not said. For example, do all individuals have to be able to interact with each other at all times? Or it is sufficient if all pairs interact with equal frequency over time? In most cases no detailed explanation is offered how the complete interaction graph leading to Eq. (2.1) would arise. The term attributed to this formalism-evolutionary dynamics in 'well-mixed' populations-at the very least suggests that this all-to-all interaction can be achieved through some type of external stirring or agitation. It is this assumption that we challenge in this paper.

### 2.2.2 Models of stirred populations

In order to model the effects of external stirring we assume that the population is subject to a continuous-time flow, moving the individuals around in space [22-30]. For example, one may imagine a population of bacteria in an aqueous environment, which is being shaken or stirred mechanically [5-8]. We focus on two-dimensional systems; this is sufficient to develop the main points we would like to make.

Each evolutionary death-birth event of the Moran process is executed as follows. First, one individual in the population is chosen at random for removal; each individual with equal probability $1 / N$. Then, its 'neighbours' (individuals within interaction range $R$ ) compete to reproduce and fill the vacancy. This competition is decided by fitness: assuming that $n$ wildtypes and $m$ mutants compete, the probability that the reproducing individual is a wildtype is $n /(n+m r)$, and the probability that a mutant reproduces is $m r /(n+m r)$. The offspring is created with the same type as the parent, and is placed at the position of the individual that has been removed.

It remains to say how often evolutionary events take place relative to the timescale of the flow. In-line with the literature we will describe this by the so-called Damköhler number, Da (see e.g. [30-33]); in the context of our model, the Damköhler number characterises the ratio of the time scales of the flow and the evolutionary process. In our simulations, one evolutionary event occurs every $1 /(N \mathrm{Da})$ time units. If Da is very large, the flow is slow compared to evolution. The extreme case $\mathrm{Da} \rightarrow \infty$ describes the 'no-flow' limit; on the timescale of the evolutionary dynamics, the positions of the individuals are then static. A very small Damköhler number ( $\mathrm{Da} \ll 1$ ) indicates that the flow is fast compared to evolution. If the conventional theory for well-mixed populations is to apply to populations in a flow, then one would expect it to be in this limit.

We performed simulations of the evolutionary process in different chaotic flows. The velocity fields we use have a periodic time dependency. The time units are expressed in units of the period of the flows, which we set to unity throughout. As an initial example, we focus on the so-called periodic parallel-shear flow [34, 35] in two dimensions. In this flow, particles move horizontally during the first half of the period, subject to shear. In the second half, the motion is in vertical direction, again subject to shear. A random phase, drawn every half period, leads to chaotic motion [34, 35]. We will
discuss further flows below. Details of the flows, including the numerical methods we used to simulate them, are described in Section 2.6.

Results of the simulations for the parallel shear flow are shown in the main panel of Fig. 2.1. The thick purple line is the prediction of the conventional theory for well-mixed systems. The markers represent simulation results for different Damköhler numbers. For fixed mutant fitness, the data suggests that the fixation probability approaches a limiting value as Da is decreased (the flow made faster). However, this limiting value is not the one predicted by Eq. (2.1). This indicates that the conventional well-mixed theory is not applicable, even for fast chaotic flows. As seen in Fig. 2.1 the approach to fast-flow limit can be non-trivial. A more detailed study shows that the nature of this approach depends on the exact nature of the evolutionary process and on the initial conditions, among other things. The current paper focuses on the fast-flow limit itself, but not on the details of how exactly this limit is approached. We next return


Figure 2.1: Fixation probability of a single mutant in a population stirred by a chaotic flow. The conventional theory for well-mixed systems [Eq. (2.1)] is shown as a thick purple line. Markers represent simulation results. In the main panel, these are shown for different Damköhler numbers. Reducing Da increases the flow speed relative to the evolutionary process. The thin continuous lines represent results from the analytical approach for fast flows [Eq. (2.2)]. The inset shows simulations for different interaction radii. Smaller interaction ranges makes selection increasingly more local, and the fixation probability approaches that of neutral selection, $1 / N$, shown for reference (dashed gray line). (Population size $N=100 ; R=0.1$ in main panel; $\mathrm{Da}=0.1$ in the inset; interaction radius varies from $R=0.025$ to $R=0.175$ in inset. See Section 2.6 for a description of the (parallel-shear) flow.)


Figure 2.2: Mixing properties of different planar flows. The first column shows a graphical representation of the flow field for a selection of two-dimensional flows (see Section 2.6). Velocity fields are periodic (modulo a random phase), and we use a period of one throughout. Green and blue arrows represent this periodic switching. The second column shows the stationary density of particles in space, as measured from simulations. The fraction of time each pair of particles spend within interaction radius from each other is shown as a connectivity matrix in the third column. Results are from simulations. The fourth column shows the measured link persistence, $q_{1}(t)$, as well as $q_{0}(t)$ and the asymptotic connectivity $q$ (see text). Convergence of $q_{1}$ and $q_{0}$ to a common value $q$ indicates that the flow mixes the system.
to the commonly used verbal description of well-mixed populations, and determine whether any pair of individuals interact with the same probability. Labelling particles and tracking them as the flow proceeds we determine, for each pair, the proportion of time they are within interaction range from each other. This yields a symmetric connectivity matrix, shown in Fig. 2.2. Results indicate that, averaged over time, the parallel-shear flow meets the verbal criterion of good mixing; each individual is equally likely to interact with any other. Now, consider the sequence of times at which a specific individual participates in evolutionary events, i.e., it is chosen to compete or


Figure 2.3: Sets of neighbours of an individual at different moments in time. The illustration shows the position of a group of particles as they are moved by the flow. We highlight the time-dependent set of neighbours of one particle. The sets of neighbours remain correlated in the frames shown in the upper row. In the lower row, however, the sets of neighbours are uncorrelated from frame to frame.
to be replaced. In order for a system to be 'well-mixed' it is reasonable to require that the sets of neighbours at the time of an event are uncorrelated from those at earlier events. If this is not the case, the system has not been 'mixed' between the two events. We illustrate this in Fig. 2.3. The top row shows snapshots taken at short intervals, and demonstrates that the sets of neighbours of a particle remain correlated from one frame to the next. If evolutionary steps were to happen on these timescales the system cannot be said to be well mixed. If, on the other hand, evolutionary events occur with lower frequency, the neighbours of a particle at the time of an event are uncorrelated to those at earlier events. This is illustrated in the lower row. To characterise this in more detail, we have measured the probability, $q_{1}(t)$, that two particles who were within interaction radius at time $t_{0}$ are also connected at time $t_{0}+t$. In the stationary state, this is independent of $t_{0}$. We refer to this quantity as the link persistence. We also measured the probability that two particles who are not connected at an earlier time are connected $t$ units of time later, and denote this quantity by $q_{0}(t)$. Results are shown in Fig. 2.2.

We write $q$ for probability that two randomly selected individuals are within interaction radius of each other, and refer to this as the connectivity. If a flow mixes
the population well we expect that, eventually, the neighbours of a particle become independent of its earlier neighbours. Then $q_{0}(t)$ and $q_{1}(t)$ both tend to $q$ for large enough $t$. Simulations indicate that this is the case for the parallel-shear flow (see Fig. 2.2). This again confirms that the flow is mixing.

The timescale $t_{x}$ on which this regime is reached can be obtained from the simulation data shown in Fig. 2.2. It is the point in time when $q_{0}$ and $q_{1}$ have converged to their common asymptotic value, $q$. For the parallel-shear flow, as a broad order-of-magnitude estimate, we use $t_{x} \approx 5$. Mixing thus occurs after approximately five periods with our choice of parameters (see Section 2.6). The stationary particle density is uniform for this flow and, therefore, the stationary value of $q$ can readily be calculated. We expect $q=\pi R^{2} / A$, where $A$ is the total area of the two-dimensional system and $R$ the interaction radius. In the parallel-shear flow example shown in Fig. 2.2 we have $A=1$ and $R=0.15$, consistent with the stationary value of $q \approx 0.07$ observed in the figure.

### 2.2.3 Analytical description

If the typical time elapsing between evolutionary events involving a fixed particle is larger than $t_{x}$, we can assume that the neighbours of the particle are uncorrelated to those in earlier events. This is not dissimilar to the approach of annealed random networks [36, 37]. However, in our case, the interaction network is a random geometric graph [38]. Based on the assumption of uncorrelated neighbourhoods an analytical description can be constructed. In any evolutionary event, one particle is chosen at random for removal. The neighbours of this particle are obtained by randomly sampling the entire population; each particle is in the neighbourhood of the focal individual with probability $q$. Those neighbours then compete to fill the vacancy. This allows us to derive rates with which mutants replace wildtype individuals or vice-versa. From these rates we then compute the probability for a single mutant to reach fixation; for completeness we also compute times to fixation. Details of these calculations can be found in Section 2.5.5. For $r$ close to one (weak selection) we find

$$
\begin{equation*}
\phi=\frac{1-\widetilde{r}^{-1}}{1-\widetilde{r}^{-N}}, \tag{2.2}
\end{equation*}
$$

with $\widetilde{r}=r+\langle 1 / k\rangle_{c}(1-r)$, and where $\langle 1 / k\rangle_{c}$ is the mean inverse degree among individuals who have at least one neighbour. This object depends on the connectivity
$q$, which in turn depends on the interaction radius $R$. The weak-selection limit of the result for the complete graph [Eq. (2.1)] is recovered for $q=1$. If the interaction radius is small, and hence the interaction graph sparse $(q \rightarrow 0)$, one finds $\langle 1 / k\rangle_{c} \approx 1$, and $\tilde{r}=1$, i.e., neutral selection. The finite connectivity of the dynamic interaction graph acts as a suppressor of selection.

The prediction of Eq. (2.2) is shown in the main panel of Fig. 2.1 (solid black line), and agrees with simulations for small Damköhler numbers (fast flows). In the inset of the figure, we show the probability of fixation for different choices of the interaction radius $R$ for fast flows. In all cases, Eq. (2.2) is seen to describe simulations well. The data demonstrates that, depending on the interaction radius, the fixation probability can take any value between the result for neutral selection and the one predicted by the conventional well-mixed theory.

It is important to ask how fast the flow must be for Eq. (2.2) to be valid. Our approach requires that each individual experiences a newly sampled set of neighbours at each event, uncorrelated from its interaction partners at earlier events. Broadly speaking, our approach applies when the typical time $\tau$ between events involving a particular individual is larger than the mixing time $t_{x}$. The probability that any particular individual is involved in a given evolutionary event can be estimated as $1 / N+(1-1 / N) q$. This means that any individual typically participates in an event every $\tau=[\mathrm{Da}(1+q(N-1))]^{-1}$ units of time. In the example of the parallel-shear flow $q \approx 0.07$. For a system with $N=100$ individuals, $\tau>t_{x}$ when $\mathrm{Da} \lesssim 0.025$. If this condition is met we expect Eq. (2.2) to apply. This is consistent with the data in Fig. 2.1.

### 2.2.4 Robustness and applicability to different flow fields

In order to test our approach further we have simulated a range of different flows, as illustrated in Fig. 2.2 and detailed further in Section 2.6. Similar to the parallel-shear flow, the double-gyre flow mixes the system at sufficiently small Damköhler numbers (uniform entries in the connectivity matrix; $q_{0}, q_{1} \rightarrow q$ ). The chaotic blinking-vortex flow is approximately mixing. The non-chaotic blinking-vortex flow and the vortex-sink flow are not mixing, as can be seen in Fig. 2.2. The connectivity matrix resulting from these flows indicates clusters of particles which travel the system together; the set of
neighbours of any one particle can remain correlated indefinitely.
Results for the different flows are shown in Fig. 2.4. Different data points correspond to different choices of the interaction radius, resulting in different connectivities $q$. The conventional well-mixed theory is represented by the point $q=1$; our approach interpolates between this value and the one for neutral selection in the dilute limit $q \rightarrow 0$. The data in the figure demonstrates that Eq. (2.2) describes the fixation probability accurately for the flows that are mixing. Even for the non-chaotic blinking-vortex and vortex-sink flows it provides a good approximation.


Figure 2.4: Fixation probability as a function of connectivity. Varying the interaction radius interpolates between neutral selection and the theory based on complete graphs. The fast-flow theory applies throughout, provided the flow mixes the particles well. The markers represent simulation results for different flows and different interaction radii, resulting in different connectivities, $q$. Predictions of the fast-flow theory [Eq. (2.2)] are shown as the solid black line. The conventional well-mixed theory [complete graph, Eq. (2.1)] is indicated by the filled circle at $q=1$. The dashed gray line is for guidance only, and shows the result for neutral selection, $\phi=1 / N$. (Mutant fitness $r=1.05$, population size $N=100$ ).

### 2.2.5 Dependence on the size of the population

We show the fixation probability for different population sizes in Fig. 2.5. In the left panel we keep the connectivity $q$ fixed; the average number of neighbours of each individual is then $\langle k\rangle=(N-1) q$. Interestingly, this produces non-monotonic behaviour as a function of $N$, with minimal fixation probability at a certain population size. For small populations, the sampled neighbourhoods are so small that there is


Figure 2.5: Fixation probability as a function of population size. On the lefthand panel, the interaction radius $R$ is fixed as the population size is varied. This results in fixed connectivities, $q$, but the average number of neighbours of each particle increases with $N$. On the right-hand panel, the average number of neighbours, $\langle k\rangle$, was fixed by reducing the interaction radius as the population size increases. Markers are simulations for the parallel-shear flow. The conventional theory is shown as the thick purple line. Dashed coloured lines are the predictions of the fast-flow approach. The dashed gray line shows the result for neutral selection. ( $r=1.05, \mathrm{Da}=0.01$ in both panels.)
virtually no competition. The outcome of evolutionary events is dominated by the random composition of the set of neighbours of the removed individual, rather than by fitness. Effectively this results in neutral selection. In this regime, fixation of a single mutant becomes more difficult as $N$ increases, and the fixation probability $\phi$ is a decreasing function of $N$. For larger populations, neighbourhoods become large enough to provide a statistically more representative sample of the entire population. Selection becomes increasingly relevant, and the fixation probability of an advantageous mutation increases. In the limit of very large populations, the neighbourhoods are a statistically accurate sample of the entire population. Therefore, the traditional well-mixed theory, based on complete graphs, is recovered. We note that $\langle 1 / k\rangle_{c}$ tends to zero in this limit, so that $\tilde{r}=r$; the predictions of Eqs. (2.1) and (2.2) then agree. In the right panel of Fig. 2.5 the average number of neighbours, $\langle k\rangle$, is kept fixed instead. Interactions are then always within local neighbourhoods, and the conventional complete-graph theory does not apply, even in large populations.

### 2.3 Discussion

In the existing literature, well-mixed populations are almost always associated with complete interaction graphs. Every member of the population is connected to every
other member at all times. Competition and selection in an evolutionary event then take place among all individuals. The term 'well-mixed' suggests that these conditions can be achieved by stirring spatial systems. As we have shown, this is often not the case. Quantitative differences between the predictions of the conventional theory and simulations of stirred populations can be observed, even when the stirring is fast and when all pairs of individuals are equally likely to interact. We have presented an alternative approach, based on the assumption that any individual, at any one time, interacts with a randomly selected subset of the population. We have demonstrated that our analytical description accurately predicts simulation results, including situations where the conventional theory does not.

So far we have only discussed one type of evolutionary dynamics: a death-birth process. In the model we have described, no competition takes place when the individual for removal is determined. The reproducing individual is selected from the neighbours of the removed and proportional to fitness. This is known as 'local selection' and the process is referred to as a local death-birth process [3, 20, 39]. We write $\mathbf{d B}$ where the sequence of letters indicates that the death event occurs first and then the birth event, and where the capital letter indicates that selection takes place when the reproducing individual is chosen. Other variants are possible; for example, death-birth processes in which selection only acts when the individual for removal is chosen. This is known as a global death-birth process (Db). In very much the same way there are global and local birth-death processes (Bd, bD) [20, 40]. Similarly selection can act at both the death and birth stages (death-birth process with dual selection (DB) or birth-death process with dual selection BD). We have tested the applicability of the conventional theory and of our approach to all six different types of processes (see Section 2.5.4). We find that the conventional theory for well-mixed systems is accurate for processes in which selection only acts globally; a description based on a complete interaction graph is then appropriate. The conventional theory becomes invalid, however, when selection acts locally. As summarised in Fig. 2.6, the fast-flow approach we have developed applies in all cases. If the interaction range is limited, individuals do not compete against the entire population at any one time. Our analysis shows that this limited connectivity suppresses selection. Therefore, the conventional theory for well-mixed systems overestimates the fixation probability of advantageous mutants. Our results


Figure 2.6: Applicability of the conventional well-mixed theory and the fast-flow theory. Evolutionary processes (see text and Section 2.5.4) and indication whether the predictions of the conventional theory for well-mixed systems and of our fast-flow approach agree with simulations. Capital letters in the acronyms for the different processes indicate the presence of selection in the birth or death step. In Bd and Db competition is in the first step and therefore global. The conventional theory for well-mixed systems applies. In $\mathbf{b D}$ and $\mathbf{d B}$ competition is in the second step and therefore selection is local. In BD and DB competition takes place in both steps (dual selection). In the latter four cases the conventional theory fails. The fast-flow theory predicts simulation results in all six cases.
also suggest that a disadvantageous mutant is more likely to reach fixation when it has a small interaction radius. Similar results have recently been reported by Krieger et al. [29] for structured populations with mobile individuals.

The exact mechanics of evolution and the interaction range of individuals in biological or social systems are often difficult to determine. Mathematical modelling approaches frequently rely on well-mixed populations, due to the fact that these have analytical solutions. In some systems interaction may indeed occur over long distances, for example through signalling, chemical trails or the production of public goods [41-44]. Established approaches based on complete interaction graphs are then appropriate. Most systems, however, have a limited interaction range [21, 45], and as consequence conventional well-mixed theories may not apply.

There is considerable theoretical work on the effects of local interactions in static structured populations [2, 14, 21, 45, 46]. Expressions for the fixation probability of invading mutants are known. However, populations in many social or biological systems are moving and the interaction network is dynamic. The fast-flow approach provides a tool that should prove useful for the modelling of situations in which individuals are in motion.

### 2.4 Appendix A: Evolutionary processes

Two types of processes are widely used in the literature to model evolutionary dynamics: birth-death processes and death-birth processes. A birth-death process in a spatial system or network occurs in two steps: first, an individual is chosen for reproduction from the entire population; then, one of its neighbours is chosen, and is replaced by an offspring of the first individual. In the second type of process, death-birth, the individual chosen in step one is removed from the population, and one of its neighbours is chosen to produce an offspring in the 'vacant' place. For clarity we stress again that two particles in the spatial system are considered to be 'neighbours' if their distance is less than the interaction radius.

Each of these steps may or may not include an element of selection. Selection indicates that the choice of individual is based on fitness. Throughout our paper, we focus only on frequency-independent selection, i.e., the fitness of each type of individual only depends on the species it belongs to (mutant or wildtype), but not on the composition of its neighbourhood. In the literature, the most widely used update processes only include selection in the reproduction step. In principle, however, each individual can carry two types of fitness [20]. One is reproductive fitness; when competition occurs in the reproduction stage, it determines the probability that an individual is picked. If selection occurs during the choice of an individual for removal, we think of the resilience (against removal) as a 'death fitness'. It plays the same role as the reproduction fitness, but in the removal stage. Individuals with a higher 'death fitness' are less likely to be chosen for removal. Without loss of generality, we set both fitnesses of the wildtype to one. We write $r$ for the mutant's reproductive fitness, and $1 / d$ for its death fitness. The quantity $d$ then describes a propensity to die.

Six possible processes can then be considered. The first three are birth-death processes. Selection can occur only in the birth step (Bd), only in the removal step (bD), or in both (BD). Similarly, for death-birth processes one has Db, dB and DB. Capital letters indicate that the step involves selection, and lower case letters indicate the absence of selection.

It is important to stress that the first individual in each birth-death or death-birth event is chosen from the entire population. If selection occurs at this step, this selection
is global. The second individual is chosen among the neighbours of the first. Therefore, if selection occurs in this phase, it is local selection.

The most general birth-death process involves selection in both steps ( $\mathbf{B D}, r \neq 1$, $d \neq 1$ ). If $d=1$, the birth-death process is of the type $\mathbf{B d}$. Selection takes place when individuals are chosen from the entire population, and it is hence global selection. For this reason, the process is also referred to as a global birth-death process. A dynamics of the type $\mathbf{b D}$ is a local birth-death process process $(r=1)$. The nomenclature for global and local death-birth processes is similar ( $\mathbf{D b}$ denotes the global death-birth process, and $\mathbf{d B}$ the local death-birth process, respectively).

### 2.5 Appendix B: The limit of fast flows

### 2.5.1 Setup and notation

A focal individual is chosen in step one of a birth-death or death-birth process. Interaction then occurs with one of its neighbours (particles within its interaction radius $R)$. In the limit of fast flow, we assume that this neighbourhood is sampled from the entire population at random (excluding the focal individual). Each individual is in the neighbourhood with probability $q$, and it is not a neighbour with probability $1-q$.

The connectivity $q$ will depend on the interaction radius. The parallel-shear flow, for example, generates a uniform stationary density of particles. Therefore, any randomly chosen individual will be a neighbour of the focal individual with probability $q=\pi R^{2} / A$, where $A$ is the total area of the system. This assumes $0<R<(A \pi)^{-1 / 2}$ and periodic boundary conditions. For $R \geq(A \pi)^{-1 / 2}$ the network is fully connected ( $q=1$ ).

With these assumptions the degree distribution is binomial; the probability that the focal individual has exactly $k$ neighbours is

$$
\begin{equation*}
P_{k}=\binom{N-1}{k} q^{k}(1-q)^{N-1-k} \tag{2.3}
\end{equation*}
$$

Assume now that there are $m$ mutants in the population and $N-m$ wildtypes. If the focal individual is a mutant, the probability that there are $l$ mutants among its $k$ neighbours is

$$
\begin{equation*}
P^{(m)}(l \mid k)=\binom{k}{l}\left(\frac{m-1}{N-1}\right)^{l}\left(1-\frac{m-1}{N-1}\right)^{k-l} . \tag{2.4}
\end{equation*}
$$

Instead, if the focal individual is a wildtype the probability that $l$ of its $k$ neighbours are mutants is

$$
\begin{equation*}
P^{(w)}(l \mid k)=\binom{k}{l}\left(\frac{m}{N-1}\right)^{l}\left(1-\frac{m}{N-1}\right)^{k-l} . \tag{2.5}
\end{equation*}
$$

We next consider the situation in which $k$ individuals compete (for example to replace a removed individual). Assuming that $l$ of the $k$ individuals are mutants (with fitness $r$ ) and $k-l$ are wildtypes (with fitness one) we write $g_{k l}(r)$ for the probability that a mutant is selected. We have

$$
\begin{equation*}
g_{k l}(r)=\frac{l r}{(k-l)+l r} . \tag{2.6}
\end{equation*}
$$

The quantity $1-g_{k l}(r)$ is the probability that a wildtype is selected in this situation. If selection acts during the removal step, the probability that the individual chosen for removal is a mutant is $g_{k l}(d)$.

It is also useful to define

$$
\begin{align*}
H^{(m)}(r) & =\sum_{k=1}^{N-1} \sum_{l=0}^{k} P_{k} P^{(m)}(l \mid k)\left[1-g_{k l}(r)\right], \\
H^{(w)}(r) & =\sum_{k=1}^{N-1} \sum_{l=0}^{k} P_{k} P^{(w)}(l \mid k) g_{k l}(r), \tag{2.7}
\end{align*}
$$

where the double sums run over all neighbourhood compositions of the focal individual. The quantity $H^{(m)}$ describes the probability with which a wildtype is selected among the neighbours of a mutant focal individual, and $H^{(w)}$ the probability that a mutant is selected from the neighbourhood of a wildtype.

In each death-birth or birth-death event, the number of mutants in the population may increase by one ( $m \rightarrow m+1$ ), decrease by one ( $m \rightarrow m-1$ ), or remain unchanged. We write $T_{m}^{+}$for the probability that $m$ increases by one, and $T_{m}^{-}$for the probability that $m$ decreases by one. For birth-death processes we have

$$
\begin{align*}
T_{m}^{+} & =\frac{m r}{m r+N-m} \times H^{(m)}(d) \\
T_{m}^{-} & =\frac{N-m}{m r+N-m} \times H^{(w)}(d) \tag{2.8}
\end{align*}
$$

where the fraction on the right-hand side in the expression for $T_{m}^{+}$is the probability that the individual selected for birth is a mutant, or that it is a wildtype in the expression for $T_{m}^{-}$.

For death-birth processes we have

$$
\begin{align*}
T_{m}^{+} & =\frac{N-m}{m d+N-m} \times H^{(w)}(r) \\
T_{m}^{-} & =\frac{m d}{m d+N-m} \times H^{(m)}(r) \tag{2.9}
\end{align*}
$$

### 2.5.2 Fixation probability

For any one-step process, the probability of fixation of a single mutant in a population of size $N$ can be written as [19]

$$
\begin{equation*}
\phi=\frac{1}{1+\sum_{j=1}^{N-1} \prod_{m=1}^{j} \gamma_{m}}, \tag{2.10}
\end{equation*}
$$

where $\gamma_{m}=T_{m}^{-} / T_{m}^{+}$, sometimes known as the evolutionary drift.
For the $\mathbf{B D}$ and $\mathbf{D B}$ processes we have, respectively,

$$
\begin{align*}
\gamma_{m}^{B D}(r, d) & =\frac{N-m}{m r} \frac{H^{(w)}(d)}{H^{(m)}(d)} \\
\gamma_{m}^{D B}(r, d) & =\frac{m d}{N-m} \frac{H^{(m)}(r)}{H^{(w)}(r)} \tag{2.11}
\end{align*}
$$

We note that $\gamma_{m}^{B D}(r, d)=\left[\gamma_{m}^{D B}(d, r)\right]^{-1}$.
Substituting Eqs. (2.11) into Eq. (2.10) yields the fixation probability for the two types of processes:

$$
\begin{align*}
& \phi_{B D}(r, d)=\frac{1}{1+\sum_{j=1}^{N-1} \prod_{m=1}^{j} \frac{N-m}{m r} \frac{H^{(w)}(d)}{H^{(m)}(d)}}  \tag{2.12}\\
& \phi_{D B}(d, r)=\frac{1}{1+\sum_{j=1}^{N-1} \prod_{m=1}^{j} \frac{m d}{N-m} \frac{H^{(m)}(r)}{H^{(w)}(r)}} \tag{2.13}
\end{align*}
$$

These closed-form expressions can readily be evaluated numerically.
For the global processes, there is no selection in the second step of evolutionary events, and so the expressions for $H^{(m)}$ and $H^{(w)}$ simplify considerably. If followed through, Eqs. (2.12) and (2.13) can be reduced to

$$
\begin{align*}
& \phi_{B D}(r, d=1)=\phi_{B d} \equiv \frac{1-r^{-1}}{1-r^{-N}} \\
& \phi_{D B}(r=1, d)=\phi_{D b} \equiv \frac{1-d}{1-d^{N}} \tag{2.14}
\end{align*}
$$

which are the well-known results for the complete graph [19]. It is important to note that these equations are for processes in which selection acts in the first stage of the birth-death or death-birth events. This means that selection acts globally, and that all $N$ individuals in the population are in competition. The $\mathbf{d B}$ process used in the main text is slightly different. In that model, selection does not act in the first stage of each event, it acts in the second. Therefore, unless self-replacement is allowed, selection is made among $N-1$ individuals even if the interaction graph is complete (the entire population, except the individual chosen in the first stage). This leads to a slightly different expression, see e.g. Eq. (2.1), even though both processes have selection only in the birth stage. As the system size increases, however, the difference between $\mathbf{d B}$ and $\mathbf{B d}$ on a complete graph becomes small, and so the result in Eq. (2.1) tends to that in the first equation of (2.14).

The predictions for the local birth-death and death-birth processes ( $\mathbf{b D}$ and $\mathbf{d B}$ ) do not reduce to expressions as simple as those in Eqs. (2.14). This is perhaps to be expected from previous studies of local processes on static networks, which have shown that the traditional well-mixed theory is only valid for a very narrow set of graphs [46].

### 2.5.3 Approximation in the limit of weak selection

We now proceed to simplify the expressions in Eqs. (2.12) and (2.13). We will focus on the case of the $\mathbf{D B}$ process, but similar expressions can be obtained for BD upon replacing $d$ by $r$. We begin by simplifying the expressions for $H^{(m)}$ and $H^{(w)}$ in Eqs. (2.7),

$$
\begin{align*}
H^{(m)}(d) & =\sum_{k=1}^{N-1} P_{k} \sum_{l=0}^{k}\binom{k}{l}\left(\frac{m-1}{N-1}\right)^{l}\left(1-\frac{m-1}{N-1}\right)^{k-l}\left(\frac{k-l}{l d+k-l}\right), \\
H^{(w)}(d) & =\sum_{k=1}^{N-1} P_{k} \sum_{l=0}^{k}\binom{k}{l}\left(\frac{m}{N-1}\right)^{l}\left(1-\frac{m}{N-1}\right)^{k-l}\left(\frac{l d}{l d+k-l}\right) . \tag{2.15}
\end{align*}
$$

Since $\frac{k-l}{l d+k-l}=1-\frac{l d}{l d+k-l}$, we only need to compute objects of the type $\sum_{l=0}^{k}\binom{k}{l} x^{l}(1-x)^{k-l}\left(\frac{l d}{l d+k-l}\right)$. We expand in powers of $1-d$, and keeping only terms to first order we obtain (after re-arranging terms)

$$
\begin{align*}
\frac{l d}{l d+k-l} & =1+\left(\frac{l}{k}-1\right) \sum_{i=0}^{\infty}\left(\frac{l}{k}(1-d)\right)^{i} \\
& =\frac{l}{k} d+\left(\frac{l}{k}\right)^{2}(1-d)+\mathcal{O}\left((1-d)^{2}\right) \tag{2.16}
\end{align*}
$$

Using this approximation we find

$$
\begin{align*}
\sum_{l=0}^{k}\binom{k}{l} x^{l}(1-x)^{k-l} & \left(\frac{l d}{l d+k-l}\right) \\
& =\sum_{l=0}^{k}\binom{k}{l} x^{l}(1-x)^{k-l}\left[d \frac{l}{k}+\left(\frac{l}{k}\right)^{2}(1-d)\right]+\mathcal{O}\left((1-d)^{2}\right) \\
& =d x+(1-d)\left(\frac{x}{k}+\frac{x^{2}(k-1)}{k}\right)+\mathcal{O}\left((1-d)^{2}\right) \\
& =d x+(1-d) x^{2}+\frac{(1-d)\left(x-x^{2}\right)}{k}+\mathcal{O}\left((1-d)^{2}\right) \tag{2.17}
\end{align*}
$$

The expressions in Eqs. (2.15) can therefore be approximated as

$$
\begin{align*}
H^{(m)}(d) \approx & \sum_{k=1}^{N-1} P_{k}\left[1-d\left(\frac{m-1}{N-1}\right)-(1-d)\left(\frac{m-1}{N-1}\right)^{2}\right. \\
& \left.-\frac{1}{k}(1-d)\left(\left(\frac{m-1}{N-1}\right)-\left(\frac{m-1}{N-1}\right)^{2}\right)+\ldots\right] \\
= & \left(\frac{N-m}{N-1}\right)\left[\left(\sum_{k=1}^{N-1} P_{k}\right)+(1-d)\left(\frac{m-1}{N-1}\right)\left(\sum_{k=1}^{N-1} P_{k} \frac{k-1}{k}\right)\right]+\mathcal{O}\left((1-d)^{2}\right) \\
= & \left(\frac{N-m}{N-1}\right) q_{c}\left[1+(1-d)\left(\frac{m-1}{N-1}\right)\left(1-\left\langle\frac{1}{k}\right\rangle_{c}\right)\right]+\mathcal{O}\left((1-d)^{2}\right), \\
H^{(w)}(d) \approx & \sum_{k=1}^{N-1} P_{k}\left[d\left(\frac{m}{N-1}\right)+(1-d)\left(\frac{m}{N-1}\right)^{2}+\frac{(1-d)\left(\left(\frac{m}{N-1}\right)-\left(\frac{m}{N-1}\right)^{2}\right)}{k}+\ldots\right] \\
= & \left(\frac{m}{N-1}\right)\left[\left(\sum_{k=1}^{N-1} P_{k}\right)-(1-d)\left(\frac{N-m-1}{N-1}\right)\left(\sum_{k=1}^{N-1} P_{k} \frac{k-1}{k}\right)\right]+\mathcal{O}\left((1-d)^{2}\right) \\
= & \left(\frac{m}{N-1}\right) q_{c}\left[1+(1-d)\left(\frac{N-m-1}{N-1}\right)\left(1-\left\langle\frac{1}{k}\right\rangle_{c}\right)\right]+\mathcal{O}\left((1-d)^{2}\right) . \tag{2.18}
\end{align*}
$$

In these expressions we have written

$$
\begin{equation*}
q_{c} \equiv \sum_{k=1}^{N-1} P_{k}=1-P_{0} \tag{2.19}
\end{equation*}
$$

for the probability that a randomly chosen individual has at least one neighbour, and

$$
\begin{equation*}
\left\langle\frac{1}{k}\right\rangle_{c} \equiv \frac{1}{q_{c}} \sum_{k=1}^{N-1} \frac{P_{k}}{k} . \tag{2.20}
\end{equation*}
$$

This expression describes the average inverse degree of all nodes with at least one neighbour.

Substituting Eqs. (2.18) into Eqs. (2.11), and again expanding in powers of $d-1$ and $r-1$, respectively, yields

$$
\begin{align*}
\gamma^{B D}(r, d) & =\frac{1}{r}\left[1-(1-d)\left(1-\langle 1 / k\rangle_{c}\right)\right]+\mathcal{O}\left((1-d)^{2}\right) \\
\gamma^{D B}(d, r) & =d\left[\frac{1}{1-(1-r)\left(1-\langle 1 / k\rangle_{c}\right)}\right]+\mathcal{O}\left((1-r)^{2}\right) \tag{2.21}
\end{align*}
$$

In contrast with Eqs. (2.11), the first-order expressions on the right-hand side are now independent of $m$. It is therefore straightforward to evaluate the general expression for the fixation probability of a single mutant [Eq. (2.10)]. For the BD process this leads to

$$
\begin{align*}
\phi_{B D}(r, d) & =\frac{1}{1+\sum_{j=1}^{N-1} \prod_{m=1}^{j} \frac{1}{r}\left[1-(1-d)\left(1-\langle 1 / k\rangle_{c}\right)\right]} \\
& =\frac{1-\left(\frac{d+\langle 1 / k\rangle_{c}(1-d)}{r}\right)}{1-\left(\frac{d+\langle 1 / k\rangle_{c}(1-d)}{r}\right)^{N}}, \tag{2.22}
\end{align*}
$$

where we have neglected contributions of order $(1-d)^{2}$ and higher.
In the case of the global process $(\mathbf{B d}, d=1)$, this reduces to Eq. (2.14). For the local process (bD) we have $r=1$, and so Eq. (2.22) reduces to

$$
\begin{equation*}
\phi_{B D}(r=1, d)=\phi_{b D}=\frac{1-\tilde{d}}{1-\widetilde{d}^{N}}, \tag{2.23}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{d}=d+\langle 1 / k\rangle_{c}(1-d) \tag{2.24}
\end{equation*}
$$

Similarly, for the DB process we have (disregarding corrections of order $(1-r)^{2}$ and higher)

$$
\begin{align*}
\phi_{D B}(d, r) & =\frac{1}{1+\sum_{j=1}^{N-1} \prod_{m=1}^{j} d\left(\frac{1}{1-(1-r)\left(1-\langle 1 / k\rangle_{c}\right)}\right)} \\
& =\frac{1-\left(\frac{d}{r+\langle 1 / k\rangle_{c}(1-r)}\right)}{1-\left(\frac{d}{r+\langle 1 / k\rangle_{c}(1-r)}\right)^{N}} . \tag{2.25}
\end{align*}
$$

Setting $r=1$ recovers the result for the global death-birth process (Db) in Eq. (2.14). For the local process ( $\mathbf{d B}$ ) we have $d=1$, and so Eq. (2.25) reduces to

$$
\begin{equation*}
\phi_{D B}(1, r)=\phi_{d B}=\frac{1-\widetilde{r}^{-1}}{1-\widetilde{r}^{-N}}, \tag{2.26}
\end{equation*}
$$

with

$$
\begin{equation*}
\widetilde{r}=r+\langle 1 / k\rangle_{c}(1-r) . \tag{2.27}
\end{equation*}
$$

This corresponds to the local death-birth process ( $\mathbf{d B}$ ), and is the focus of the main text [see Eq. (2.2)].

To test the accuracy of the weak-selection approximation leading to Eq. (2.26) we compare its predictions against that of the full expression of Eq. (2.13) in Fig. 2.7. In the left-most pane, we plot the fixation probability as a function of the connectivity for different mutant fitnesses. Since the approximation requires weak-selection, deviations are expected when $r$ is significantly different from one. In the other two panels, we show the fixation probability as a function of the population size (see also Fig. 2.5), keeping the connectivity $q$ constant (central panel), or fixing the average number of neighbours $\langle k\rangle$ instead (panel on the right). As can be seen in the figure, the approximation remains valid for any system size.


Figure 2.7: Test of the weak-selection approximation. The left panel shows the fixation probability as a function of the connectivity $q$ for different mutant fitnesses. The central and right panel show the fixation probability of a mutant with fitness $r=1.05$ as a function of the population size ( $q$ fixed in central panel, average degree $\langle k\rangle$ fixed on the right). Continuous lines show the equations prior to the approximation [Eq. (2.13)], and dashed lines show the equations after the approximation [Eq. (2.26)]. As can be seen, the approximation is valid for all system sizes, but is sensitive at large fitnesses.

### 2.5.4 Validity of well-mixed and fast-flow theories for the different evolutionary processes

In this section we comment on the applicability of the conventional well-mixed theory and that of our approach to the six types of birth-death and death-birth processes briefly discussed in the main text. Two individuals directly participate in each evolutionary event. The first is chosen from the entire population, and the second from the neighbours of the first individual. Two particles are 'neighbours' when the distance between them is at most $R$ (the interaction radius). The ordering (birth-death versus death-birth)
indicates whether the individual that is chosen first is removed from the population (death-birth) or whether it reproduces (birth-death). Capital letters in the acronyms indicate whether selection takes place in each of the two steps, i.e., in BD and DB processes, both steps involve selection, in $\mathbf{D b}$ and $\mathbf{B d}$ only the first step (global selection), and in $\mathbf{d B}$ and $\mathbf{b D}$ only the second step (local selection).

## Global processes: Db and Bd

The global processes are obtained by setting $r=1$ in a general death-birth process (resulting in $\mathbf{D b}$ ), or setting $d=1$ in a general birth-death process (resulting in Bd). Our approach for the fast-flow limit then reduces to the conventional well-mixed theory, and the predictions for the fixation probability of a single mutant are those in Eqs. (2.14). These agree well with simulations, as shown in Fig. 2.8 (compare crosses and dark purple line). For simplicity we use $d=1 / r$; in this case the two equations in Eqs. (2.14) are identical.

## Local processes: dB and bD

The local processes are obtained by setting $d=1$ in a general death-birth process (resulting in $\mathbf{d B}$ ), or setting $r=1$ in a general birth-death process (resulting in $\mathbf{b D}$ ). For weak selection, the predictions from our theoretical approach for the fixation probability of a single mutant is then given by Eq. (2.23) for bD, and Eq. (2.26) for dB. These are different from the predictions of the conventional theory for well-mixed systems, Eqs. (2.14). The simulation data (empty squares and circles) in Fig. 2.8 agree with the predictions of Eqs. $(2.23,2.26)$, shown as a dashed blue line (for $d=1 / r$ the predictions of these two equations are indistinguishable on the scale of the graph). The conventional theory (dark purple line) deviates from the simulation data.

## Selection in both steps: DB and BD

In the $\mathbf{D B}$ and $\mathbf{B D}$ processes selection takes place in both steps. The predictions of our approach are those of Eqs. (2.22) and (2.25) and are shown as a dashed red line in Fig. 2.8 (for $d=1 / r$ the predictions of the two equations are again indistinguishable on the scale of the figre). They agree with the simulation results (solid triangles and pentagons). The predictions of the complete-graph theory for the processes with dual selection is also shown for comparison (light purple line).



Figure 2.8: Fixation probability as a function of fitness for the different update processes. Continuous thick lines show the conventional well-mixed theory for processes with dual selection (light purple) or selection in only one step (dark purple). Dashed lines show the fast-flow theory for dual selection (red), or local selection (blue). We use $d=1 / r$. The theoretical predictions for $\mathbf{B D}$ and $\mathbf{D B}$ are then indistinguishable on the scale of the figure, and similarly for the pairs $\mathbf{B d}-\mathbf{D b}$, and $\mathbf{b D}-\mathrm{dB}$ respectively. Simulation results are for the parallel-shear flow, with $\mathrm{Da}=0.01, R=0.1$ and $N=100$.

### 2.5.5 Times to fixation

Another quantity of interest is the time it takes for a single mutant to reach fixation. This is known as the conditional time to fixation, and is described in general by [47]

$$
\begin{equation*}
\tau=\sum_{j=1}^{N-1} \sum_{i=1}^{j} \frac{\phi_{i}}{T_{i}^{+}} \prod_{m=i+1}^{j} \gamma_{m} \tag{2.28}
\end{equation*}
$$

where $\phi_{i}$ is the probability of fixation from state $i$, in turn given by

$$
\begin{equation*}
\phi_{i}=\frac{1+\sum_{k=1}^{i-1} \prod_{l=1}^{k} \gamma_{l}}{1+\sum_{k=1}^{N-1} \prod_{l=1}^{k} \gamma_{l}} \tag{2.29}
\end{equation*}
$$

Using $\gamma_{m}$ as defined in Eqs. (2.11), the expression in Eq. (2.28) can be written explicitly as

$$
\begin{align*}
\tau_{B D}= & \sum_{j=1}^{N-1} \sum_{i=1}^{j} \frac{1+\sum_{k=1}^{i-1} \prod_{l=1}^{k} \frac{N-l}{l r} \frac{H^{(w)}(d)}{H^{(m)}(d)}}{1+\sum_{k=1}^{N-1} \prod_{l=1}^{k} \frac{N-l}{l r} \frac{H^{(w)}(d)}{H^{(m)}(d)} \frac{\prod_{m=i+1}^{j} \frac{N-m}{m r} \frac{H^{(w)}(d)}{H^{(m)}(d)}}{\frac{i r}{i r+N-i} \times H^{(m)}(d)},} \\
\tau_{D B}= & \sum_{j=1}^{N-1} \sum_{i=1}^{j} \frac{1+\sum_{k=1}^{i-1} \prod_{l=1}^{k} \frac{l d}{N-l} \frac{H^{(m)}(r)}{H^{(w)}(r)}}{1+\sum_{k=1}^{N-1} \prod_{l=1}^{k} \frac{l d}{N-l} \frac{H^{(m)}(r)}{H^{(w)}(r)}} \frac{\prod_{m=i+1}^{j} \frac{m d}{N-m} \frac{H^{(m)}(r)}{H^{(w)}(r)}}{\frac{N-i}{i d+N-i} \times H^{(w)}(r)}, \tag{2.30}
\end{align*}
$$

with $H^{(m)}$ and $H^{(w)}$ defined as in Eqs. (2.7). These equations can be readily evaluated numerically.

As with the fixation probabilities, we note that these expressions greatly simplify for the global processes. Since competition takes place among the whole population, the evolutionary drifts are simply given by $\gamma_{m}^{B d}(r, 1)=1 / r$ and $\gamma_{m}^{D b}(1, r)=d$, which results in conditional times to fixation of

$$
\begin{align*}
\tau_{B d} & =\frac{(N-1)}{q_{c} r\left(1-r^{-N}\right)} \sum_{j=1}^{N-1} \sum_{i=1}^{j} \frac{(i r+N-i)\left(r^{i-j}-r^{-j}\right)}{i(N-i)}, \\
\tau_{D b} & =\frac{(N-1)}{q_{c}\left(1-d^{N}\right)} \sum_{j=1}^{N-1} \sum_{i=1}^{j} \frac{(i d+N-i)\left(d^{j-i}-d^{j}\right)}{i(N-i)}, \tag{2.31}
\end{align*}
$$

with $q_{c}$ as defined in Eq. (2.19). A similar simplification is not possible for the local processes, but we can make use of the weak selection approximation obtained for the fixation probabilities.

Inserting Eqs. (2.18) and (2.21) into Eqs. (2.30) leads to

$$
\begin{align*}
& \tau_{B D}=\frac{(N-1)}{q_{c} r\left[1-\left(\frac{\tilde{d}}{r}\right)^{N}\right]} \sum_{j=1}^{N-1} \sum_{i=1}^{j} \frac{(i r+N-i)\left[\left(\frac{\tilde{d}}{r}\right)^{j-i}-\left(\frac{\tilde{d}}{r}\right)^{j}\right]}{i(N-i)\left[1+\frac{(1-\tilde{d})(i-1)}{N-1}\right]}, \\
& \tau_{D B}=\frac{(N-1)}{q_{c}\left[1-\left(\frac{d}{\tilde{r}}\right)^{N}\right]} \sum_{j=1}^{N-1} \sum_{i=1}^{j} \frac{(i d+N-i)\left[\left(\frac{d}{\tilde{r}}\right)^{j-i}-\left(\frac{d}{\tilde{r}}\right)^{j}\right]}{i(N-i)\left[1+\frac{(1-\tilde{r})(N-i-1)}{N-1}\right]}, \tag{2.32}
\end{align*}
$$

where we used the same notation of $\tilde{r}$ and $\tilde{d}$ as in Eqs. (2.27,2.24). It is straightforward to see that the equations for the global processes are recovered by setting $d=1$ (therefore $\tilde{d}=1$ ) for the $B D$ process, and $r=1$ (therefore $\tilde{r}=1$ ) for the $D B$ process.

The predictions of Eqs. (2.30) and (2.32) are compared with simulation results in Fig. 2.9. The conditional fixation times before the approximation are shown as thick continuous lines. Note that since we set $d=r^{-1}$, birth-death and death-birth processes are indistinguishable in the scale of the graph. The dashed lines represent the weak selection approximation. Note that $\tilde{d}=\tilde{r}^{-1}+\mathcal{O}\left[(r-1)^{2}\right]$, and that the last term of the denominator is different for birth-death and death-birth processes. Therefore, the two update choices do not completely overlap for local and dual selection. For the global processes the approximation recovers Eqs. (2.30), as expected.


Figure 2.9: Fixation time as a function of fitness for the different update processes. Thick continuous lines represent the fixation times prior to the approximation [Eqs. (2.30)]. We use $d=1 / r$ and so db and bd processes overlap. Dashed lines show the weak selection approximation for birth-death processes, and dash-dotted lines for the death-birth processes [Eqs. (2.32)]. The traditional complete-graph approach overlaps with the global processes. Simulation results are plotted with circles for birth-death processes, and triangles for death-birth processes, and were obtained using the parallelshear flow, with $\mathrm{Da}=0.01, R=0.1$ and $N=100$.

### 2.6 Appendix C: Description of the flows

To test our analytic predictions we have used a selection of different flows, as summarised in Fig. 2.2. These are all planar flows and, as a consequence, an explicit time dependence is necessary to allow for chaotic motion. Each flow is defined by a flow field, $v_{x}(x, y, t)$ and $v_{y}(x, y, t)$. We treat the individuals in the population as Lagrangian particles; their motion is governed by $\dot{x}=v_{x}(x, y, t), \dot{y}=v_{y}(x, y, t)$. We write $\mathbf{v}=\left(v_{x}, v_{y}\right)$

All flows we have used are periodic $\mathbf{v}(x, y, t+T)=\mathbf{v}(x, y, t)$, where $T$ is the period (we use $T=1$ throughout). The only exception is the parallel-shear flow, which additionally involves a phase, randomly chosen at the beginning of each half period. Details of the flows can be found in the literature [34, 35, 48-50]. We briefly describe their main features below.

### 2.6.1 Parallel-Shear

In this flow, particles move in the domain $0 \leq x, y \leq 1$, with periodic boundary conditions.

For the first half of the period ( $n T \leq t<n T+T / 2$ ), the particles move horizontally,
with a velocity which depends on their vertical position. Specifically

$$
\begin{align*}
& v_{x}(x, y, t)=V_{\max } \sin \left(2 \pi y_{t}+\phi\right) \\
& v_{y}(x, y, t)=0 \tag{2.33}
\end{align*}
$$

The constant pre-factor $V_{\max }$ sets the overall magnitude of the flow. We use $V_{\max }=1.4$. The phase $\phi$ is drawn randomly from the interval $[0,2 \pi)$ at the beginning of each half period.

During the second half of each period $[n T+T / 2 \leq t<(n+1) T]$, the particles move vertically, with a velocity that depends on their horizontal position,

$$
\begin{align*}
& v_{x}(x, y, t)=0 \\
& v_{y}(x, y, t)=V_{\max } \sin \left(2 \pi x_{t}+\phi\right) \tag{2.34}
\end{align*}
$$

Within each half period the velocity of each particle is constant. In the first half of each period numerical integration can therefore be carried out using

$$
\begin{equation*}
x(t+\Delta t)=x(t)+\Delta t V_{\max } \sin \left[2 \pi y_{t}+\phi\right] \tag{2.35}
\end{equation*}
$$

and in a similar way for the second half of each period.
The time step $\Delta t$ does not need to be kept small, so long as the end of the half-period is not reached. In practice it is convenient to first schedule the times at which evolutionary events occur (they occur at fixed intervals, calculated based on the Damköhler number). At any one time, the time step $\Delta t$ can then be chosen as the remaining time until the next evolutionary event or the end of the next half-period (whichever is shorter). This generates a very efficient numerical integration scheme.

### 2.6.2 Double-Gyre

The spatial domain is now given by $0 \leq x \leq 2$ and $0 \leq y \leq 1$. No particular boundary conditions apply, as particles cannot leave the domain.

A clock-wise rotating gyre is centred on ( $0.5,0.5$ ), and a counter-clock-wise rotating gyre on $(1.5,0.5)$. Each gyre rotates the particles in a spiral motion. In the absence of further external driving there is no flow of particles across the line $x=1$. However, if the transport barrier between the two gyres is driven back and forth, particles can move between the two spirals.

The flow field is given by

$$
\begin{align*}
& v_{x}(x, y, t)=\pi M \sin \left[\pi a(t) x^{2}+\pi b(t) x\right] \cos (\pi y) \\
& v_{y}(x, y, t)=\pi M[2 a(t) x+b(t)] \cos \left[\pi a(t) x^{2}+\pi b(t) x\right] \sin (\pi y) \tag{2.36}
\end{align*}
$$

where

$$
\begin{align*}
a(t) & =u_{0} \sin \frac{2 \pi t}{T} \\
b(t) & =1-2 u_{0} \sin \frac{2 \pi t}{T} \tag{2.37}
\end{align*}
$$

The parameter $M$ sets the amplitude of the flow around the gyres, and $u_{0}$ controls the movement of the barrier between the two gyres. We use $M=1.4$ and $u_{0}=0.4$.

We simulate the flow using an Euler scheme, with time step $\Delta t=0.001$.

### 2.6.3 Blinking Vortex-Vortex

The blinking vortex-vortex flow describes motion around two vortices which are 'active' during alternating times. For the first half of the period the particles rotate around a vortex located at $x_{c}=-b$, and for the second half of the period the centre of rotation takes the position $x_{c}=b$. In the simulations we use $b=0.25$.

We first describe the motion of particles around a vortex with fixed centre at $\left(x_{c}, 0\right)$. In this case the equations of motion are[35]

$$
\begin{align*}
& v_{x}(x, y)=-\frac{\Gamma y}{\tilde{x}+y^{2}} \\
& v_{y}(x, y)=\frac{\Gamma \tilde{x}}{\tilde{x}^{2}+y^{2}} \tag{2.38}
\end{align*}
$$

where $\tilde{x}(t)=x(t)-x_{c}$. This motion keeps the distance from the centre of the vortex constant ( $r^{2} \equiv \tilde{x}^{2}+y^{2}=$ const), and results in an angular velocity $\omega=\Gamma / r^{2}$ which is constant for each particle, but which depends on the distance from the vortex centre. The tangential component of the velocity $\mathbf{v}$ is proportional to $1 / r$. The constant $\Gamma$ sets the scale of the flow velocity.

During each half-period (i.e., during rotations about a fixed vortex) the radial distance from the vortex centre remains constant. The motion is implemented conveniently through application of a rotation matrix,

$$
\binom{\tilde{x}(t+\Delta t)}{y(t+\Delta t)}=\left(\begin{array}{cc}
\cos (\Delta \theta) & -\sin (\Delta \theta)  \tag{2.39}\\
\sin (\Delta \theta) & \cos (\Delta \theta)
\end{array}\right)\binom{\tilde{x}(t)}{y(t)},
$$

where

$$
\begin{equation*}
\Delta \theta=\frac{\Gamma}{\tilde{x}^{2}(t)+y^{2}(t)} \Delta t \tag{2.40}
\end{equation*}
$$

is the rotation angle in time the interval $\Delta t$. As in the parallel-shear flow, there is no requirement to use a small time step $\Delta t$; it can be chosen as the time until the end of the next half-period or the time until the next evolutionary event (whichever comes sooner).

Depending on the choice of parameters and the initial conditions, the blinking vortex-vortex flow can either be chaotic or non-chaotic:

Chaotic For $\Gamma \gtrsim \Gamma_{c}=0.14$ the flow is chaotic[34]. The simulations for the chaotic case shown in the main text correspond to $\Gamma \approx 0.2$.

Non-Chaotic If $\Gamma$ is below the critical value, the flow is not chaotic. Instead domains separated by transport barriers are obtained[35]. The flow can then not be expected to be well mixing. Simulations shown in the main text correspond to $\Gamma \approx 0.01$.

Initially we place all particles in the region $-0.24 \leq x, y \leq 0.24$. The domain in which the particles move is in principle not bounded. However, at long times all particles in our simulations are found within a fixed bounded area.

### 2.6.4 Blinking Vortex-Sink

This flow is very similar to the blinking vortex-vortex flow, but one of the vortices is replaced by a sink. When the sink is active particles are attracted towards its centre, and there is no angular motion. Specifically, in polar coordinates this is of the form

$$
\begin{align*}
\dot{\theta} & =0, \\
\dot{r} & =\frac{m}{2 \pi r}, \tag{2.41}
\end{align*}
$$

where $r$ is the distance from the sink. This translates into $\frac{d}{d t} r^{2}=m / \pi$.
The position of the particles is updated in the same way as in the blinking vortexvortex flow for the first half of the period. When the sink is active (second half of each period), the numerical scheme involves resizing the radial distance from the sink by a
factor $\lambda$. We write $\tilde{x}(t)=x(t)-x_{s}$, where $x_{s}$ is the location of the sink. We then have

$$
\begin{align*}
\tilde{x}(t+\Delta t) & =\lambda \tilde{x}(t) \\
y(t+\Delta t) & =\lambda y(t) \tag{2.42}
\end{align*}
$$

The scale factor is

$$
\begin{equation*}
\lambda=\sqrt{1-\frac{\Delta t m}{\pi\left(\tilde{x}^{2}(t)+y^{2}(t)\right)}}, \tag{2.43}
\end{equation*}
$$

if $\Delta t m \leq \pi\left[\tilde{x}^{2}(t)+y^{2}(t)\right]$, and $\lambda=0$ otherwise. The time step does not necessarily need to be small; it can be chosen in the same way as in the parallel-shear and blinking vortex-vortex flows.

The parameter $m$ is the 'pull' strength of the sink. If $m$ is very large, every node will be inevitably pulled to the sink during the half period in which the sink is active. The entire population will then be concentrated at $\left(x_{s}, 0\right)$. For sufficiently small $m$, more interesting dynamics are obtained. In our simulations we use $m=0.03$ and $x_{s}=0.25$.

As in the Blinking Vortex-Vortex flow, the domain in which the particles move is not bounded. However, we find that the stationary density is restricted to a finite area.
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#### Abstract

Different evolutionary models are known to make disparate predictions for the success of an invading mutant in some situations. For example, some evolutionary mechanics lead to amplification of selection in structured populations, while others suppress it. Here, we use computer simulations to study evolutionary populations moved by flows, and show how the speed of this motion impacts the fixation probability of an invading mutant. Flows of different speeds interpolate between evolutionary dynamics on fixed heterogeneous graphs and in well-stirred populations. We find that the motion has an active role in amplifying or suppressing selection, accomplished by fragmenting and reconnecting the interaction graph. While increasing flow speeds suppress selection for most evolutionary models, we identify characteristic responses to flow for the different update rules we test. We suggest these responses as a potential aid for choosing the most suitable update rule for a given biological system.


### 3.1 Introduction

Over the years, different models have been proposed to describe evolutionary dynamics; they all describe how populations composed of members of different species change with time. These changes occur through death and birth events, and typically involve competition between individuals [1-3]. The models differ in the order in which these events are implemented and how competition takes place. For example, one distinguishes between 'birth-death' and 'death-birth' processes, or between global and local selection [3-5]. Even though these seem to be relatively minor details, under certain circumstances they can lead to rather disparate outcomes [4-6]. Choosing the right evolutionary model for a given biological system is therefore of great importance, but it is not a simple task.

There appears to be some tendency in the literature to simply choose one model and not argue in detail whether, for example, a birth-death or a death-birth process is better suited for the particular application at hand. While one could argue that most of these models are so stylised that the subtle differences between them are
unimportant, significant differences in their predicted outcomes make it desirable to be able to distinguish between the options. This would enable one to make a more informed choice, and to identify the model which best captures the known behaviour of a given biological system.

In this paper we propose that such a possibility may exist if the members of the population are advected by an external flow. Specifically, we focus on the stochastic dynamics of a population initially composed only of wildtype individuals and a single invading mutant. The mutant will either be eliminated or its offspring will take over the population. We are interested in the latter outcome, and study the rate of successful fixation. We show that the response of the fixation probability to the flow speed can be very different for each evolutionary process. We speculate that this may be used to discriminate between different stylised models. In some experimental settings flow can be controlled externally, or situations without flow can be compared to those with fast flows. Differences in fixation probabilities have been found in static versus stirred populations of Escherichia coli for example [7-9]. If such data is available, systematically studying the behaviour of different computational models of evolution in flowing populations can help to select the update mechanism which best captures the features of the biological system at hand.

The simplest approach to modelling stochastic evolution dispenses entirely with the notion of space and population structure, and assumes that the only relevant factors are the frequencies with which the different types of individuals are found in the population [1-3]. Each individual in such an unstructured population can interact with all other individuals at all times. To further simplify matters, birth and death events are usually coupled, so that one is immediately followed by the other; this facilitates the mathematical analysis, as it keeps the size of the population constant [1-3].

If individuals are distributed in space, and have a limited range of interaction, the population becomes structured. Not every individual can interact with every other individual at all times. It is then helpful to consider the interaction graph of the population [10-29]. Nodes of these networks represent individuals, and links between nodes stand for potential interactions. Birth and death events take place between neighbouring nodes, that is, pairs of individuals connected by a link. The case of an unstructured population is recovered if links exist between any two individuals at all
times; the interaction graph is then said to be complete.
Population structure has the potential to change the dynamics of evolutionary processes [10-29]. For example, species that would be selected against in an unstructured population are found to organise in clusters on networks, and in this way they can coexist with fitter types, or even eradicate the resident species. The time it takes for a species to reach fixation can be reduced or increased on networks. Evolution on simple graphs has been characterised mathematically (see for instance [28-33] and references therein), but on more complicated networks the dynamics become much harder to describe analytically.

Further complication arises if the members of the populations are in motion. The interaction graph then becomes dynamic, making mathematical approaches more difficult. At the same time motion is a ubiquitous feature of biological systems, for example due to self-propulsion of microswimmers by means of flagella [34], or advection of bacteria in a fluid environment [35].

Common ways of implementing motion in computer models include migration; in such models individuals move to neighbouring sites on the interaction graph [36-42]. Alternatively, adaptive networks have been considered; in these the link connecting two individuals is re-wired to a different individual, usually with preference for links between individuals of similar types [43-47]. For further examples see also ref. [17] and references therein. In this work, instead, we focus on populations that are not selfpropelled, and use the type of motion one could expect in dynamic gaseous or aqueous environments. Specifically, the motion is due to a flow of the medium in which the population resides. The movement is not constrained by the current interaction network, and the interaction graph itself is dynamic. Evolutionary systems with this type of motion have been studied comparatively little; existing work includes refs. [42, 48-55]. In ref. [56] we investigated stirred populations, and presented analytical solutions for the limit of very fast flows. Naively, one would expect that the success of a mutant under fast stirring is the same as the one on a complete graph, a situation also referred to as 'well mixed' [13-15]. However, the results of ref. [56] showed that the fixation probability of an invading mutant approaches a different limiting value for very fast flows.

In this paper we investigate in more detail the effect of the flow speed on the
fixation probability of invading mutants. In particular we also focus on intermediate and slow flows. We find that the way in which the flow affects the success of mutants depends on the choice of the evolutionary update rules. We identify three main contributing factors: how well connected the initial mutant is with the rest of the population, the opportunities mutants have to organise in clustered groups, and how long individuals remain connected for as the flow moves them in space. These factors are influenced by the speed of the flow and, depending on the evolutionary update rule, they can either amplify or suppress selection relative to unstructured populations. This suggests the response of the fixation probability to flow speed as an indicator of the underlying evolutionary process. We think this can be a useful aid for choosing the most appropriate evolutionary model for given biological applications.

### 3.2 Methods

We use the same setup as ref. [56], and consider a population of fixed size $N$ composed of individuals of two species (wildtype and mutant). Unless specified otherwise, we use $N=100$. Individuals take positions in space within the two-dimensional domain $0 \leq x, y<1$ with periodic boundary conditions. Particles are subject to a continuoustime flow, moving them around in space, and to evolutionary dynamics, which change the frequencies of the two species in the population.

The motion of the particles is simulated through the so-called parallel shear flow [57, 58]; we discuss the validity of our results for different flow fields in Sec. 3.4. The velocity field of this flow is periodic in time, except for a random phase described below. During the first half of each period particles are moved vertically; the speed of each individual depends on the horizontal component of their position. During the second half of the period individuals move horizontally, with speeds dependent on their vertical positions. We write $v_{x}(x, y, t)$ and $v_{y}(x, y, t)$ for the velocity components of a particle at position $(x, y)$ at time $t$. Specifically, we use

$$
\begin{aligned}
& v_{y}(x, y, t)=0, v_{x}(x, y, t)=V_{\max } \sin [2 \pi y+\psi], \text { for } t \in[n T, n T+T / 2), \\
& v_{x}(x, y, t)=0, v_{y}(x, y, t)=V_{\max } \sin [2 \pi x+\psi], \text { for } t \in[n T+T / 2,(n+1) T),
\end{aligned}
$$

with $n=0,1,2, \ldots$ The constant $V_{\max }$ sets the amplitude of the flow, and $T$ the period. The phase $\psi$ is drawn randomly from the interval $[0,2 \pi)$ at the beginning of each
half-period. Due to this random phase, the flow mimics chaotic motion; the trajectories of individuals who are initially close to each other diverge over time. At long times, the distribution of individuals moved by this flow is uniform in space [57, 58].

The evolutionary process is implemented through coupled birth and death events. The order in which reproduction and removal take place is important, and so we will distinguish between birth-death and death-birth processes. The evolutionary dynamics occur on an undirected interaction graph, dynamically generated by the flow. Specifically, we will say that one individual is a neighbour of another if they are within a distance $R$ of each other.

Individuals are in continuous motion, but evolutionary events occur at discrete times, $t=\Delta t, 2 \Delta t, \ldots$ in our model. Simulations are then implemented as follows:

1. At $t=0$, a population of $N$ particles is placed into the spatial domain at designated initial positions. These define an initial interaction graph. Of these individuals, $N-1$ are wildtype and one is a mutant. The mutant is chosen uniformly at random from the population.
2. The individuals are moved by the flow for a time interval $\Delta t$, leading to a new interaction graph.
3. An individual is chosen from the entire population. In the case of a birth-death process, it is designated to reproduce; for death-birth processes it is designated to die.
4. One of the neighbours of this individual is chosen to be replaced (birth-death) or to reproduce (death-birth).
5. The individual chosen for death adopts the species (wildtype or mutant) of the reproducing individual.
6. Repeat from step 2.

In each evolutionary step two individuals are chosen. They can either be picked at random or selected proportional to fitness. For the latter case we focus on frequencyindependent selection; we set the wildtype fitness to one, and write $r$ for the fitness of the mutant species. Consider for example a group of $n_{w}$ wildtype individuals and $n_{m}$ mutants. A mutant would be selected to reproduce from this group with probability $r n_{m} /\left(r n_{m}+n_{w}\right)$, or a wildtype with probability $n_{w} /\left(r n_{m}+n_{w}\right)$. If selection is for death we proceed similarly, but with $r$ replaced by $1 / r$. In this way, mutants are less
likely to die than wildypes if $r>1$. For $r<1$ the mutant species is selected against. The simulation results shown in this paper focus on advantageous mutants; we set $r=1.05$ throughout.

Selection proportional to fitness can take place either in step 3 of the above algorithm (when an individual is chosen from the entire population) or in step 4 (when it is chosen from the neighbours of an individual). We refer to these cases as global and local selection, respectively. Since we distinguish between birth-death and death-birth processes, four combinations are possible: global birth-death (Bd), global death-birth (Db), local birth-death (bD) and local death-birth (dB). The capital letter in these acronyms indicates that selection dependent on fitness occurs in the respective step. In principle, one could also consider processes in which individuals are chosen proportional to fitness in both steps of the algorithm ( $\mathbf{B D}, \mathbf{D B}$ ) $[4,5]$. In order to be able to disentangle the effects that the flow has on fixation probabilities due to local or global selection, we limit the discussion in the main text to scenarios in which selection acts either globally or locally, but not both. The BD and DB processes are discussed in Sec. 3.7.

We illustrate the different evolutionary processes in Fig. 3.1. The upper two rows correspond to processes in which competition takes place among the entire population (global selection). In the lower two rows the first node is picked irrespective of fitness, and competition takes place only among the neighbours of this node (local selection). A step-by-step description of each of the processes can be found in the figure caption.

One important characteristic of the flow is the typical timescale over which the set of neighbours of a given individual is renewed. More precisely, the set of neighbours of a given individual at time $t$, and at a later time $t+\tau$, will be uncorrelated provided $\tau$ is sufficiently large (see ref. [56], and Sec. 3.5). This renewal time is in turn determined by the parameters $V_{\max }, T$ and $R$; following refs. [59, 60], we use $V_{\max }=1.4$ and $T=1$ throughout, and choose an interaction radius of $R=0.11$.

This choice of parameters leads to an estimate for the network renewal time of $\tau \approx 6.4$ (see Sec. 3.5 for details). That is, the set of neighbours of one individual at one time is uncorrelated from its set of neighbours approximately six and a half flow periods earlier. It remains to specify how frequent evolutionary events are, i.e. to define the time step $\Delta t$ in the simulation described above. We treat this as a model


Figure 3.1: Illustration of the update rules. Each row represents one of the different evolutionary update mechanisms. The columns indicate the different steps of each evolutionary event. In column a) an individual is chosen from the whole population; it can be 'selected' through competition by fitness (red shading), or 'picked' at random, irrespective of its species (blue shading). This node is destined to either reproduce (pink shading), or to be replaced (brown shading), as shown in column b). Column c) indicates that one neighbour of this node is either selected (red), or picked (blue). This second node is destined to reproduce (pink), or to be replaced (brown), shown in column d). Column e) shows the result of the evolutionary event; the node chosen to reproduce places an offspring in place of the node chosen to die. Each row is composed of one box of each colour; the sequence of the colours distinguishes the different processes. From top to bottom, the rows correspond to: (i) global birth-death process (Bd): an individual is selected from the whole population to reproduce, and one of its neighbours is picked to be replaced by the first individual's offspring; (ii) global death-birth process (Db): an individual is selected to die from the whole population, and one of its neighbours is picked to place an offspring in its place; (iii) local birth-death process (bD): an individual is picked from the whole population to reproduce, and one of its neighbours is selected to die; (iv) local death-birth process (dB): an individual is picked from the whole population to die, and one of its neighbours is selected to reproduce.
parameter, and use $S=N \Delta t / T$ to quantify the number of generations elapsed in one flow period. Thus, $S$ indicates the speed of the flow relative to that of evolution. For small $S$, individuals move relatively little between evolutionary events ('slow flow'). Large values of $S$ describe fast flows. From here on, we will refer to $S$ as the speed of the flow, and investigate the outcome of evolution for different choices of this parameter.
The flow speed $S$ is understood throughout as relative to the rate of evolutionary
events. We note that the inverse of $S$ is related to the Damköhler number in fluid dynamics [61-63].

### 3.3 Results

### 3.3.1 Effects of the flow speed on the fixation probability

We first address the case in which the initial coordinates of each individual are drawn from a uniform distribution on the domain $0 \leq x, y<1$. The initial interaction graph is then a random geometric graph (RGG) [64].

For any non-zero flow rate $(S>0)$ any member of the population can eventually interact with any other individual, even if they were not connected on the initial interaction graph. This is due to the mixing properties of the flow, and means that no individual can indefinitely remain isolated from the rest of the population. As a consequence, the final outcome of the evolutionary process is either fixation or extinction of the mutant.

The fixation probability, $\phi$, for a beneficial mutation is depicted in Fig. 3.2 as a function of the flow speed, $S$. We show simulation results for the four different evolutionary processes $\mathbf{b D}, \mathbf{d B}, \mathbf{B d}$, and $\mathbf{D b}$. Each data point is obtained from an ensemble of realisations. For comparison, we also show the fixation probability on a complete graph, $\phi_{\mathrm{CG}}$. By definition, $\phi_{\mathrm{CG}}$ is independent of the flow speed, as all individuals interact with all others at all times. On complete graphs the fixation probability for global and local selection processes differ by a small amount [5].

Several interesting features can be observed in Fig. 3.2: For slow flows, the order of reproduction and removal is found to have a strong effect on the fixation probability, and it is less relevant whether selection takes place in the first or the second step of each evolutionary event. For the local and global death-birth processes $(\mathbf{d B}, \mathbf{D b})$ the fixation probability is lower than on a complete graph, as shown by the green and blue lines in Fig. 3.2. Conversely, both $\mathbf{B d}$ and $\mathbf{b D}$ show a higher fixation probability than on complete graphs (red and purple lines).

In the limit of fast flows, however, the outcome of evolution is mostly determined by whether selection is global or local, and not by the order of the reproduction and removal events (birth-death vs. death-birth). Specifically, when selection acts locally


Figure 3.2: Fixation probability as a function of the flow speed for unrestricted random initial positions (random geometric graphs, RGGs). For the global death-birth process, increasing the flow speed increases the fixation probability. The reverse is found for the remaining three processes. Circle markers show fixation probabilities in the fast-flow limit; square markers are results for fixed connected random geometric graphs (CRGGs); see text for further details. The fixation probabilities on a complete graph are shown for reference.
the fixation probability of the mutant is lower than on a complete graph (purple and blue lines). In contrast, when selection is global the fixation probability is the same as on a complete graph (red and green lines).

These observations indicate unique responses of the fixation probability to the flow speed for the different processes. For the $\mathbf{D b}$ process (continuous green line in Fig. 3.2) the mutant's probability of success increases with the speed of the flow. For the Bd process (continuous red line), the fixation probability decreases with increased flow speed, but is always greater than or equal to the one on a complete graph, $\phi \geq \phi_{\mathrm{C} G}$. In contrast, the fixation probability for a dB process (dashed blue line) is always smaller than $\phi_{\mathrm{C} G}$. Finally, for the $\mathbf{b D}$ process (dashed purple line) the fixation probability is higher than on a complete graph when the flow is very slow, but decreases at higher flow speeds and eventually becomes lower than on the complete graph. The $\mathbf{b D}$ process is the only case in which we observe a transition from amplification to suppression of selection (relative to the complete graph) as the flow speed is increased.

In order to gain some insight into these observations, we first describe the dynamics
in the limit of fast flows, summarising the results of ref. [56]. Then we discuss the noflow limit, and subsequently the transition between the two extremes, at intermediate flow speeds.

## Fast-flow limit: evolution of well-stirred populations

When the flow is sufficiently fast the probability that any two particles are neighbours at the time of an evolutionary event is the same, irrespective of whether they were neighbours at the previous event or not [56]. In global processes selection takes place when the first individual is chosen, i.e., competition acts amongst the whole population. Then, a second individual is picked at random from the neighbours of this first individual. Since any individual is equally likely to be neighbours of the individual selected in the initial step, the second, random pick, is equivalent to a random pick from the entire population. Therefore, in the limit of fast flows the fixation probability of global processes coincides with the one on complete graphs, as observed in Fig. 3.2.

For local processes, on the other hand, in each evolutionary event the first individual is chosen at random from the entire population, irrespective of fitness. Competition then takes place between the neighbours of this individual. Although all members of the population are equally likely to be part of this neighbourhood, at any one time the group of neighbours is a random subset of the population. This subset may not reflect the composition of the population as a whole, which can be shown to lead to suppression of selection [56]. We briefly illustrate this for the case of a very small interaction radius; the majority of individuals then have at most one neighbour at any given time. Since this neighbour is the only contestant in local selection, fitness is irrelevant. Therefore, as the interaction radius becomes small the fixation probability of the mutant approaches the limit of neutral selection. When the interaction radius is large, however, it is more likely that the group of neighbours is large as well, and that population-wide frequencies are accurately represented. Therefore, the suppression effect relative to the complete graph is reduced. If the interaction range is so large that all individuals are connected with all other individuals at all times, a complete interaction graph is recovered.

Analytical results can be obtained for all four processes in the limit of very fast flows [56]. Predictions from this theoretical approach are shown as filled circles on the
right edge of Fig. 3.2.

## No-flow limit: evolution on static heterogeneous graphs

On the left-hand side of Fig. 3.2 the flow is so slow that the evolutionary dynamics effectively take place on fixed graphs. Evolutionary processes on static graphs have been widely discussed in the literature (see e.g. [15, 23, 29] and references therein). The focus is often on characterizing specific graphs or graph structures, which either amplify or suppress selection [65-67]. Notably, the authors of ref. [6] report that most undirected graphs amplify selection for birth-death processes, but suppress selection for death-birth processes. However, these findings are only given for relatively small networks, and only for processes in which selection acts in the reproduction step ( Bd and dB ).

In order to obtain a more complete picture, we measured in simulations the fixation probability of a single mutant on networks of different sizes, averaged over different static heterogeneous graphs. Each graph is generated by placing individuals at random in the spatial domain (see Sec. 3.2), resulting in a random geometric interaction graph. It is possible that a graph generated in this way consists of several disconnected components. In the absence of flow, the mutant then cannot reach fixation. We therefore restrict simulations to graphs with a single connected component and henceforth use the term connected random geometric graphs (CRGGs). We present results for the different evolutionary processes as a function of the size of the graph in Fig. 3.3.

The data shows that the average fixation probability of a single mutant on CRGGs is higher than on the complete graph for birth-death processes, $\phi \geq \phi_{\mathrm{C} G}$. For death-birth processes, on the other hand, $\phi \leq \phi_{\mathrm{C} G}$. This is in line with the results reported in ref. [6] for small graphs. The data in Fig. 3.3 confirms that the amplification of selection (for birth-death processes) or suppression (for death-birth processes) is present regardless of the size of the network, if an average over many graphs is taken. The rightmost data points in Fig. 3.3 correspond to a population of the same size as the one in Fig. 3.2.

Intuition regarding the amplification or suppression of selection on static networks can be gained by studying the connectivity of the initial mutant (see refs. [20, 6871]). For death-birth processes, these studies find that the success of an advantageous mutant increases with its degree; for birth-death processes, its success decreases with


Figure 3.3: Fixed heterogeneous graphs amplify selection for birth-death processes and suppress it for death-birth processes. The figure shows the fixation probability of an invading mutant $(\phi)$, averaged over static CRGGs. Data is shown relative to the corresponding fixation probability on a complete graph ( $\phi_{C G}$ ). Regardless of the population size, selection is amplified for $\mathbf{B d}$ and $\mathbf{b D}$ processes, and suppressed for $\mathbf{D b}$ and $\mathbf{d B}$ processes.
connectivity. This can be understood in the following way: In each evolutionary event two individuals are chosen, the first from the entire population, and the second as a neighbour of the first. The degree of an individual does not affect its chances of being chosen in the first step, irrespective of whether selection acts in this step or not. However, the probability of being neighbours with the initial individual is higher for well connected individuals than for individuals with a low degree. Under birth-death processes, higher connectivity of the mutant therefore results in a higher chance of being replaced. For death-birth processes it results in a higher chance of reproduction.

In the literature these predictions have been tested for $\mathbf{B d}$ and $\mathbf{d B}$ processes [20, 68-71]. In the lower panel of Fig. 3.4 we verify that the argument extends to all four evolutionary update rules defined above. We show, for CRGGs, the fixation probability of a mutant, $\phi_{k}$, as a function of its degree, $k$. For the global and local death-birth processes ( $\mathbf{D b}, \mathbf{d B}$ ) the mutant's success is lower than on a complete graph when the mutant is sparsely connected, but larger if it is highly connected; the reverse is found for global and local birth-death processes (Bd, bD). These observations are consistent with the above reasoning.

In our model, the initial mutant is chosen uniformly at random from the members


Figure 3.4: Significance of the degree of the initial mutant. The upper panel shows the degree distribution, $p_{k}$, of the ensemble of connected random geometric graphs (CRGGs), obtained by placing $N=100$ individuals into the spatial domain $0 \leq x, y \leq 1$ with uniform distribution, and using an interaction radius $R=0.11$ and periodic boundary conditions. The lower panel shows the fixation probability obtained from simulating the evolutionary process on these graphs, as a function of the degree of the initial mutant. For the two death-birth processes the mutant's success is below the one on a complete graph if its degree is low, and above $\phi_{C G}$ at high connectivity. The reverse is found for the two birth-death processes. Data points have been connected as a visual guide.
of the population. The probability that it has degree $k$ is thus determined by the degree distribution of CRGGs. We write $p_{k}$ for the probability of a random node to have degree $k$ in such a graph, and show the degree distribution for networks of size $N=100$ in the upper panel of Fig. 3.4 for illustration. The overall probability of fixation of a single mutant is then $\phi=\sum_{k} p_{k} \phi_{k}$. Fixation probabilities obtained in this way are shown as square markers in Fig. 3.2 and 3.3. The results reproduce the amplification and suppression of selection (for birth-death or death-birth processes, respectively) in the limit of slow flows. We attribute quantitative differences between the markers and lines in Fig. 3.2 to effects of the non-zero flow and to the difference in initial conditions; the data shown as lines is obtained from simulations of slowly flowing populations in which the initial graph may consist of more than one component. In Sec. 3.3.2 we will discuss the difference due to initial positions in more detail.

## Transition between fast-flow and no-flow limits

As seen above, the outcome of evolution in rapidly stirred populations is very different to that on static interaction graphs. With fast flows, local competition leads to suppression of selection; on the other hand, the success of a mutant is the same as on a complete graph if selection is global. When there is no flow, the order of the birth and death events in the evolutionary process is crucial. In this case, selection is amplified for birth-death processes and suppressed for death-birth processes. At intermediate flow speeds, a crossover between these two regimes is seen. We will now discuss this transition in more detail.

On fixed heterogeneous graphs, the degree of the initial mutant determines whether its chances of success are greater or smaller than on a complete graph. In the presence of flow the interaction network constantly changes, and the number of neighbours of any one individual thus varies over time. Classifying a member of the population as highly or poorly connected is then at best possible over limited time windows. If the flow is slow relative to evolution, many evolutionary events occur in such a time window, and the evolutionary dynamics can conclude before the degrees of nodes undergo significant changes. Therefore the amplification or suppression effect due to the degree of the mutant can still be observed. For faster flows, however, the interaction network changes so quickly that there is no clearly defined notion of a degree of an individual on the time scale of evolution. The amplification or suppression effect set by the initial heterogeneous network is then washed out.

At very fast flow speeds, the set of neighbours of the individual chosen in the first step of an evolutionary update effectively becomes a group sampled at random from the entire population. Therefore, suppression of selection sets in for local processes. The fixation probability of global processes, on the other hand, approaches the one on a complete graph, as described previously.

The main effects leading to the transition between the no-flow and the fast-flow limits are thus the increasing variability (over time) of the degree of individuals, and the random sampling of the group of individuals taking part in evolutionary events. As a result of these two mechanisms, in Fig. 3.2 we see a smooth transition between the two limits. The different responses of the fixation probability to the speed are a consequence of the limiting behaviours for very slow and very fast flows.

Although it is not immediately transparent from the results in Fig. 3.2, the flow has further effects on the evolutionary process. For example, it removes the influence of the initial positions of the individuals in space. Another important feature, particularly at intermediate flow speeds, is that the evolutionary process takes place on slowly changing heterogeneous graphs. The dynamic network constantly splits into disconnected components, which later merge and form new components. This fragmentation promotes the formation of 'clusters' - groups of nodes which are of the same species. This gives rise to further amplification or suppression effects, depending on the details of the evolutionary mechanics. In the following section, we explore these effects further.

### 3.3.2 Effects of the initial positions of individuals

Our model describes a population in constant motion. It is then natural to assume that the positions of the individuals at the time the initial mutation occurs is drawn from the stationary distribution of the flow. For the periodic parallel shear flow this is the uniform distribution, used as an initial condition in the previous section. However, exploring different starting positions allows us to gain further insight into the effect of the flow on fixation probabilities.

## Connected random geometric graphs (CRGGs)

The data shown as lines in Fig. 3.2 was obtained from simulations with random initial positions (RGGs) and non-vanishing flows. For this setup the interaction graph may not be connected, but fixation or extinction will still occur, provided there is non-zero flow. In order to explore the no-flow limit, in Figs. 3.3 and 3.4 we focused on static heterogeneous graphs instead; studying fixation in the strict absence of flow only makes sense when the interaction graph consists of one single connected component, and so we restricted the discussion to connected random geometric graphs (CRGGs). As a result, comparison with the data in Fig. 3.2 is difficult; in particular, we note the quantitative differences between the square markers, obtained from static connected graphs, and the limiting values of the data shown as lines in Fig. 3.2, obtained from slowly moving populations started from RGGs.

For comparison, we show data obtained from mobile populations, but started on


Figure 3.5: Comparison of fixation probability for simulations started from unrestricted and connected random geometric graphs (RGGs and CRGGs, respectively). The fixation probability as a function of the flow speed is shown as thick lines for simulations started on connected graphs; thin lines are for unrestricted initial positions (some of this data is also shown in Fig. 3.2). Square markers indicate the fixation probabilities on static CRGGs; see text for details. The fixation probability on complete graphs is shown for reference. A minimum of $\phi$ is found for the $\mathbf{D b}$ process; maxima are discernible for $\mathbf{B d}$ and $\mathbf{b D}$ when the dynamics are started from connected graphs. The effect of amplification/suppression of selection at slow flow speeds is more pronounced for simulations initialized from RGGs than from CRGGs.

CRGGs, in Fig. 3.5. The limiting values of the fixation probabilities for very slow flows (end of the tick lines on the left-hand side of the figure) now agree quantitatively with those obtained from static CRGGs (square markers).

The simulation data from Fig. 3.2, from simulations with unrestricted random initial positions, is also shown in Fig. 3.5 (thin lines). If the flow is sufficiently fast, initial conditions are immaterial. On the contrary, for slow flows the fixation probability, $\phi$, for simulations started from unrestricted random graphs is different from that for connected initial conditions. For birth-death processes, $\phi$ is greater for the unrestricted case than for the connected one. The opposite is observed for death-birth processes. This indicates that the initial condition can have a significant effect on the outcome when then flow is slow.

As briefly mentioned before, the fragmented nature of the unrestricted setup can isolate groups of nodes from the rest of the population. As the evolutionary dynamics proceed, this promotes the formation of clusters, i.e. parts of the graph in which all


Figure 3.6: Fragmented initialization promotes the formation of clusters. The main panel shows the average proportion of active links as the evolutionary dynamics proceed. Thick lines correspond to simulations started from connected graphs (CRGGs); thin dotted lines to simulations initialized from unrestricted random positions (RGGs). The fraction of active links is lower for RGGs, regardless of the evolutionary process. Inset: Fixation probability of the mutant species, once there are $i$ mutants in the population. When mutants are a minority, a small increase in their frequency greatly increases their fixation probability. Conversely, reducing their numbers when they are a majority has only minor effects on their chances of success. Simulations in the inset are initialized from CRGGs.
individuals are of the same species. The degree of clustering can be quantified through the fraction of active links in the network, that is, the proportion of links between mutants and wildtypes among all links in the graph, $L_{\text {act }} / L_{\text {tot }}$. A small fraction of active links is an indicator of clustering. We show measurements of the fraction of active links in Fig. 3.6 for both unrestricted and restricted random initial conditions (thin dotted lines and thick continuous lines, respectively). The data indicates that the fraction of active links is significantly larger when simulations are initialised on CRGGs than when started on RGGs.

The amplification or suppression of selection (for birth-death and death-birth processes, respectively) can then be supported by a similar argument to the one presented for the degree of the initial mutant. A smaller number of active links has the same effect as poor connectivity of the initial mutant; it does not affect the probability that the individual chosen in the first step of the evolutionary process is a mutant or a wildtype, but it reduces the probability that the individual chosen in the second step
is of the opposite species (see also Sec. 3.6).
In the early stages of the evolutionary process mutants are a minority, and are therefore less likely to be chosen in the initial step. A large number of active links then increases the chances that the neighbour of the initial individual is a mutant. Under birth-death processes this means that mutants are more likely to die; for death-birth processes they have more opportunities to reproduce. Therefore, a connected initial configuration (CRGGs), leading to a larger fraction of active links than arbitrary RGGs, reduces the fixation probability of a mutant under birth-death processes, and increases it for death-birth processes. This is in line with the results on the left-hand side of Fig. 3.5; the fixation probabilities for RGGs (dotted lines) are higher than their counterparts on CRGGs for birth-death processes (red and purple lines), but lower for death-birth processes (green and blue lines).

This argument is only valid when mutants are less abundant than wildtypes. The effect is reversed at later stages of the evolutionary process (if mutants become a majority). However, the results presented in Fig. 3.5 suggest that there is a net advantage for the mutant in having fewer active links, for birth-death processes, or in having increased inter-species connectivity, for death-birth mechanics. The inset in Fig. 3.6 helps to understand this further. It shows the conditional fixation probability of the mutant species, given that a state with $i$ mutants has been reached. The shape of the curves indicates that increasing the number of mutants in the population has stronger repercussions on the fixation probability when mutants are a minority $(i / N \leq 0.5)$ than when they are the majority $(i / N \geq 0.5)$. For death-birth processes, the selective effect due to increased active links drives the population composition to states with approximately equal frequencies of the two species. However, the mutants have more to gain (in terms of fixation probability) when their numbers are small than what they may lose when they are abundant. For birth-death processes, on the other hand, a large number active links acts in the opposite way; it hinders the spread of the mutant species when they are a minority and encourages it once they are abundant. Since more is lost in the early invasion than what can be gained at later stages, the overall fixation probability is lower than when there are fewer active links. The net effect of fragmentation (i.e., a reduced number of active links) is therefore amplification of selection for birth-death processes, and suppression for death-birth update rules.

The amplification/suppression effect caused by the fragmented nature of the network can also be noticed at intermediate flow speeds. In this regime, the flow is sufficiently fast to disrupt the initial network structure before the evolutionary process reaches its conclusion (fixation or extinction of the mutant); disconnected components then develop. At the same time the flow is also slow enough to allow the formation of organised clusters of mutants and wildtypes through the evolutionary dynamics. Indeed, for simulations started on connected graphs a minimum in the fixation probability as a function of the flow speed is discernible for the $\mathbf{D b}$ process (thick green line in Fig. 3.5), and we also notice a shallow maximum for the $\mathbf{B d}$ and $\mathbf{b D}$ processes (thick red and purple lines, respectively). The fragmentation from an initially connected network increases the fixation probability for birth-death processes and decreases it for death-birth processes. Movement of the population, and the resulting mixing between evolutionary events counteracts this amplification or suppression, driving fixation probabilities to their fast-flow limits. The balance of these two effects leads to the extrema in Fig. 3.5.

## Square lattice

Regular lattices are particularly convenient for the study of fixation probabilities. The nodes are distributed equidistantly in space, and they all have the same number of neighbours. This means that analytical results can be obtained in the absence of flows. For example, the isothermal theorem [28] applies; the fixation probabilities of the global birth-death and death-processes are the same as those for complete graphs; only small deviations from $\phi_{C G}$ are expected for local-selection processes [5].

In order to relate the success of mutants in populations advected by flows to these benchmark results, we show the outcome of simulations in which individuals are initially placed on the nodes of a regular lattice in Fig. 3.7. Broadly, three different regimes can be distinguished:

Quasi-isothermal regime. On the left-hand side of Fig. 3.7 (slow flows) fixation probabilities for all processes are approximately the same as on complete graphs. This is to be expected; in the limit of slow flows the evolutionary process concludes before the lattice structure is modified. The interaction network remains regular and, in line


Figure 3.7: Fixation probability at different flow speeds for simulations started from a square lattice. For the global death-birth process a minimum of fixation probability is found at intermediate flow speeds; conversely, the global birth-death process shows a maximum. For the local processes no extrema are found; instead varying the flow speed interpolates monotonously between the behaviour on fixed lattices and the limit of fast flows.
with the isothermal theorem, the fixation probability for global processes (continuous lines) is the one known from complete graphs; results for local processes (dashed lines) only differ slightly from $\phi_{C G}$.

With the periodic parallel shear flow, this agreement extends to slow, but nonvanishing flows. As described in Sec. 3.2, during the first half of each period the flow moves the particles only vertically, with velocities dependent on their horizontal position. This means that some elements of the initial lattice remain intact; for example initial 'columns' of individuals (those with the same horizontal coordinate) move jointly. There is then only limited variation in the degree of the nodes in the network, and the interaction graph remains nearly regular. If fixation or extinction occurs before the flow disrupts this quasi-isothermal structure, the predictions of the isothermal theorem remain a good approximation. The flow speed above which this is no longer the case can be estimated from a comparison of the the time until the lattice structure is disrupted and the time-to-fixation; see Sec. 3.5 for further details.

Intermediate regime. At intermediate flow speeds the fixation probability for the $\mathbf{B d}$ process exhibits a maximum; a minimum is found for the $\mathbf{D b}$ process. These
features can be related to the amplification or suppression effects on heterogeneous graphs, discussed in the previous sections. For intermediate flow speeds, the individuals' motion is fast enough to distort the initial lattice structure before the evolutionary process concludes. On the other hand the flow is also sufficiently slow so that evolution has time to organise in clusters on the heterogeneous interaction network. Effectively evolution takes place on a slowly moving heterogeneous graph. This heterogeneity, in conjunction with the clustering of species, leads to amplification of selection for birth-death processes and suppression for death-birth processes. When selection is local this merely accelerates or delays the approach to the behaviour on complete graphs. When selection is global, however, the minimum (for $\mathbf{D b}$ ) and maximum (for $\mathbf{B d}$ ) are generated. A rough estimate for the flow speed at which the extrema are seen can be obtained by comparing the time-to-fixation of the mutant species with the network renewal time; details can be found in Sec. 3.5.

Fast flow. In this regime the positions of individuals in space at each evolutionary event are essentially random, and the set of neighbours of any one particle is uncorrelated from an evolutionary event to the next one. The population is then 'well-stirred', and the analytical predictions from ref. [56] apply.

### 3.4 Discussion

We studied evolutionary dynamics in populations immersed in flows. In computer simulations, we measured the effect that the speed of the motion has on the success of an invading mutant, and found that different evolutionary processes show distinct responses of the fixation probability to the flow speed. Our results highlight the importance of including motion in the modelling of evolutionary dynamics. Just as population structure can generate amplification or suppression of selection, we find that the flow can act against or in favour of mutant invasion. While the models we study are stylised, we can identify general emerging principles. For instance, for the majority of evolutionary processes we observe a decrease in fixation probability when populations are in motion. This observation could be useful, for example, in industries where mutations are detrimental for the desired product but beneficial to the mutant, such as in microalgae, bacteria, fungi and yeast, relevant for the production of biodiesel [72-75].

Another example are the features we found to dominate fixation probability in the limits of very slow or very fast flows. If populations are mostly static in an experiment, our results indicate that whether selection acts locally or globally is a more important factor than the order of birth and death events. If an experiment involves populations in motion, on the other hand, careful consideration has to be given whether to use a birth-death or a death-birth process as a model, and it is less important in what step of evolutionary events competition takes place.

We hypothesise that the characteristic responses to flow may be used as an aid for choosing the most adequate update mechanism to model a given biological system. Despite the fact that direct measurements of the success of a specific mutation are not necessarily easy to perform, there is experimental evidence of differences in fixation probabilities in static and in stirred populations [7-9]. In these studies, cultures of E. coli were grown in a continuously stirred liquid medium, on Petri dishes, mixed every 24 hours, and on static Petri dishes. The structure and cluster formation of the cultures were found to have different dynamics under the different mixing conditions. The authors of ref. [9], for example, find that the ability to adapt, as measured by reproduction rates, is greater in the continuously-stirred case than in the case of only occasional mixing. This suggests a lower fixation probability in the slowly moving medium. Comparing this with our results, we speculate that a $\mathbf{D b}$ process might best describe this biological system.

It is appropriate to briefly comment on the limitations of our study. For example, we focused on the periodic parallel shear flow in our simulations. However, we note that most features of the amplification or suppression of selection are not due to particulars of the flow field. Instead they arise from the mixing of the population and the heterogeneity of the interaction network. Both of these features can be expected in most real flows, and we believe that the essence of our findings is relevant beyond the exemplar of the shear flow. This is supported by observations in our earlier work [56], in which we obtained analytic results for limit of fast flows and demonstrated that these predictions are independent of many details of the flow field. Our study is also limited to frequency-independent selection; natural extensions would include more complex fitness functions to better model the experimental situation in ref. [8], where frequency-dependent fitness was identified for completely static conditions. We
are aware that our simulations are for relatively small populations; this is due to computational costs associated with numerical experiments on a larger scale. Further work may also be necessary to relax assumption of a fixed population size. This may be useful to explore the effects of demographic stochasticity. On the other hand, dilution techniques or resource-limited environments can be used in experiments to keep the population approximately constant without significantly modifying the mutants' chances of success [76].

Recent advances in technology make direct measurements of the fixation probability of a specific mutation feasible [77]. We believe that this, together with computational studies of different evolutionary models in varying conditions, can open up promising routes to more informed choices of evolutionary mechanics for systems in evolutionary biology.
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### 3.5 Appendix A: Identification of relevant timescales for simulations started from regular lattices

In Sec. 3.3.2 of the main text we discuss the behaviour of the population when the initial condition is a regular lattice. We identify three different regimes: fast flows, intermediate flow speeds, and the quasi-isothermal regime. Here we discuss how these regimes can be identified from the simulations, and show how the time scales for the network renewal and quasi-isothermal regimes can be obtained. Simulations in this section were all initialized from a square lattice. The flow is the periodic parallel shear flow, with parameters as given in the main text.

### 3.5.1 End of quasi-isothermal regime

Fig. 3.8 shows the average number of components in the interaction graph, the average size of each component, and the average degree in the network as a function of time.


Figure 3.8: Component formation as flow destroys initial lattice configuration. The average number of components (purple) and the average degree (green) are plotted on the left axis; the average component size (orange) is plotted on the right axis. The three phases of the motion described in Sec. 3.5.1 of the Supplementary Information are shaded in different colours. The grey dotted line at $t_{\mathrm{q}}$ marks the end of the phase in which the graph is quasi-isothermal.

We observe three different phases:
(i) At first, there is a very short interval $(t \lesssim 0.05)$, in which there is only one component of size $N$. The lattice interaction graph is still intact.
(ii) Next, for $0.05 \lesssim t \lesssim 0.55$ we see an oscillating number of components; this corresponds to a period in which movement is only vertical (for the most part). Links between individuals with the same horizontal coordinate, i.e., within a 'column' of the original lattice, are not modified. The interaction graph is nearly regular.
(iii) Following this, we see a sharp decline of the average degree. The network cannot be considered isothermal any more, as fragmentation into heterogeneous separate components has begun. All measured quantities approach their stationary asymptotic values (the figure shows an average over multiple runs). Initial positions are washed out and the individuals take random positions in space.

We refer to the two initial stages (i) and (ii) as the 'quasi-isothermal' period. If fixation (or extinction) is reached in most runs during this initial period, we expect fixation probabilities close to the one on the complete graph. For the model parameters in our simulations, phase (ii) ends at $t_{\mathrm{q}} \approx 0.55$, shortly after the first half period of the flow $(T / 2=0.5)$. This is marked with a dotted grey line in Fig. 3.8. We note that the notion of the quasi-isothermal regime relies on the conservation of elements of the regular lattice; this may not be the case in other flows, for example if the motion of particles is not strictly vertical or horizontal. However, regardless of the type of flow, a critical flow speed can be found, below which the evolutionary process concludes before the lattice structure is significantly modified. Therefore, distinction of the regimes remains broadly valid.

### 3.5.2 Network renewal time

The time needed for neighbourhoods of individuals to lose correlation defines the renewal time, $t_{\mathrm{r}}$. To measure this we have looked at the persistence of links in the network. As in ref. [56], we consider the probability that two nodes, connected at time $t_{0}$, are still connected at time $t_{0}+t$; we write $q_{1}$ for this probability. Similarly we also measure the probability that two individuals who are not connected at $t_{0}$, are neighbours at time $t_{0}+t$; we denote this probability by $q_{0}$. In the stationary state (i.e.
for large $t_{0}$ ), the time, $t$, at which $q_{0} \approx q_{1}$ is a good estimate for the time it takes for the network to be 'renewed'. Results are shown in Fig. 3.9. For the parameters used throughout this paper, we estimate the renewal time as $t_{\mathrm{r}} \approx 6.4$; this is the first time, $t$, for which both $q_{0}$ and $q_{1}$ are within $0.1 \%$ of their asymptotic value, $q$. Recalling that the flow period is $T=1$, this indicates that the set of neighbours of any one individual in the population is uncorrelated from the set of neighbours of the same individual approximately six and half periods earlier.


Figure 3.9: Network-renewal time measured from the persistence of links. Continuous lines show the probability that two nodes, connected (purple) or disconnected (green) at $t_{0}$ are still connected/disconnected at time $t_{0}+t$. The dashed grey line shows the asymptotic value; the time needed for both probabilities ( $q_{1}$ and $q_{0}$ ) to reach this value is the time it takes to renew the network. Both quantities are within $0.1 \%$ of their asymptotic value for the first time at $t_{r} \approx 6.4$, marked by a vertical dash-dotted grey line in the inset.

### 3.5.3 Conversion into characteristic flow speeds

The times $t_{\mathrm{q}}$ and $t_{\mathrm{r}}$ can be used to obtain estimates of the characteristic flow speeds separating the different regimes of dynamics described in the main text. These estimates are obtained by comparing $t_{\mathrm{q}}$ and $t_{\mathrm{r}}$ to the time-to-fixation for different flow speeds, $S$.

This is shown in Fig. 3.10, where we plot the the time, $t_{1}$, required for a single mutant to reach fixation. Data is shown as a function of $S$. The network renewal time $t_{\mathrm{r}}$ is marked with a dash-dotted line on the vertical axis of the main panel, and $t_{\mathrm{q}}$ is marked with a dotted line on the vertical axis of the inset. The flow speeds for which $t_{1}=t_{\mathrm{q}}$ and $t_{1}=t_{\mathrm{r}}$ define flow speeds $S_{\mathrm{q}}$ and $S_{\mathrm{r}}$, respectively. Due to differences in the mean fixation times, we note that the estimates for $S_{\mathrm{q}}$ and $S_{\mathrm{r}}$ vary between the


Figure 3.10: Identification of time scales and flow speeds for the different evolutionary regimes. The time to mutant fixation is plotted for the different evolutionary processes as a function of $S$. The flow speed at which the quasi-isothermal regime ends $\left(S_{q}\right)$ is identified as the speed at which the mean time to fixation coincides with the time needed to significantly disrupt the interaction network, obtained in Fig. 3.8. Similarly, $S_{r}$ is the flow speed at which the mean fixation time agrees with the network renewal time, obtained in Fig. 3.9.
different evolutionary update rules.
These flow speeds are shown in the context of the fixation probability at different flow speeds in Fig. 3.11. As expected, the $S_{\mathrm{q}}$ (grey dotted lines) marks the end of the quasi-isothermal regime. For flow speeds $S<S_{\mathrm{q}}$ the mean time to fixation is shorter than the time $t_{q}$ it takes the flow to significantly disrupt the initial lattice. This is the quasi-isothermal regime. For $S>S_{q}$ fixation is usually reached when the lattice has been significantly distorted.

The grey dash-dotted lines in Fig. 3.11 correspond to $S_{\mathrm{r}}$. The location of the extrema of the fixation probability for $\mathbf{B d}$ and $\mathbf{D b}$ processes are found at flow speeds of the same order of magnitude as $S_{r}$. Similar observations were made for the time-to-consensus in a voter model in [60].


Figure 3.11: Identification of time scales and flow speeds for the different evolutionary regimes. Fixation probability at different flow speeds for simulations started from a square lattice are shown. $S_{q}$ roughly corresponds to the speed marking the end of the quasi-isothermal regime; $S_{r}$ is found to be of the same order of magnitude as the speed at the extrema of fixation probability.

### 3.6 Appendix B: Relevance of the number of active

## links

The amplification or suppression of selection, observed when comparing the simulations initialized from connected and unrestricted graphs, can be understood using an argument analogous to the one in ref. [68]. The number of active links does not change the probability with which a node is picked in the initial step of an evolutionary event, but it does have an effect on the choice of the second individual.

Wheel graphs are convenient to illustrate this. They consist of a central node (hub), connected to $N-1$ nodes organized in a circle around it (leaves), where $N$ is the total size of the graph. The leaves are only connected to the hub and to their nearest neighbours on the rim of the wheel (see Fig. 3.12 A). If two mutants are placed on a graph of this type, their location affects the number of active links ( $L_{\text {act }}$ ), even though the total population size, the number of mutants and the degree of either mutants or wildtypes in the population remain unchanged. This is shown in Fig. 3.12 B and C.


Figure 3.12: Wheel graphs. A) A sample wheel graph of size 10; B) A portion of a wheel graph with two mutants on adjacent leaves, with $L_{\text {act }}=4$; C) A portion of a wheel graph with two mutants on non-adjacent leaves, with $L_{\text {act }}=6$. Active links are marked orange. For B and C, $N-6$ wildtype nodes are not shown.

When the two mutants are neighbours (B), the network has 4 active links. If they are not neighbours (C), $L_{\text {act }}=6$. To be able to have both settings one needs $N \geq 5$. In the two cases, both mutants have degree 3 , and there are $N-3$ wildtypes with degree 3 , and one with degree $N-1$. The probability that a mutant is replaced by a wildtype, however, is not the same for the two cases.

To see this, we focus on the case of neutral selection. We write $p_{m, w}$ for the probability that, in a single evolutionary event, a mutant is chosen first and a wildtype second. Similarly $p_{w, m}$ is the probability that a wildtype is chosen first and a mutant second. We then look at the ratio $Q=p_{m, w} / p_{w, m}$, to determine which one of these is more likely.

The probability that the individual picked in the first step is a mutant is $p_{m}=2 / N$; for a wildtype, $p_{w}=(N-2) / N$. This is the case in both configurations, B and C in Fig. 3.12. For configuration B we then have:

$$
\begin{aligned}
& p_{m, w}^{B}=\frac{2}{N}\left[\frac{1}{2}\left(\frac{2}{3}+\frac{2}{3}\right)\right]=\frac{4}{3 N}, \\
& p_{w, m}^{B}=\frac{N-2}{N}\left[\frac{1}{N-2}\left(\frac{2}{N-1}+2 \frac{1}{3}\right)\right]=\frac{2}{N} \frac{N+2}{3(N-1)} .
\end{aligned}
$$

From this we find

$$
\begin{equation*}
Q_{B}=\frac{\frac{4}{3 N}}{\frac{2}{N} \frac{N+2}{3(N-1)}}=\frac{2(N-1)}{N+2} \tag{3.1}
\end{equation*}
$$

For configuration C we find

$$
\begin{aligned}
& p_{m, w}^{C}=\frac{2}{N}\left[\frac{1}{2}\left(\frac{3}{3}+\frac{3}{3}\right)\right]=\frac{2}{N}, \\
& p_{w, m}^{C}=\frac{N-2}{N}\left[\frac{1}{N-2}\left(\frac{2}{N-1}+4 \frac{1}{3}\right)\right]=\frac{2}{N} \frac{2 N+1}{3(N-1)},
\end{aligned}
$$

and hence

$$
\begin{equation*}
Q_{C}=\frac{\frac{2}{N}}{\frac{2}{N} \frac{2 N+1}{3(N-1)}}=\frac{3(N-1)}{2 N+1} \tag{3.2}
\end{equation*}
$$

Comparing Eqs. (3.1) and (3.2), and assuming $N \geq 5$, we find $Q_{B}>Q_{C}$, i.e., the scenario with more active links (C) is more likely to result in events in which a wildtype is picked first and a mutant second. For a death-birth process, this means that mutants are more likely to reproduce, and for a birth-death process that they are more likely to die. This is in line with the results obtained in Fig. 3.5 of the main text.

A further configuration on a the wheel graphs is possible, placing one of the two mutants in the hub, which results in $L_{\text {act }}=N$. A similar analysis leads to $Q=(5 N-8) /[N(N-1)]$, which is even smaller than $Q_{C}$. We note however that the average degree of mutants and wildtypes in this scenario is different from those in the other two settings.

### 3.7 Appendix C: Dual selection processes

As mentioned in Sec. 3.2, the most general process of the birth-death or death-birth type is one that includes selection in both steps. In line with ref. [56], we call these 'dual-selection' processes; we label them BD and DB, respectively.

In this section, we present and discuss the simulation results for fixation probabilities at different flow speeds for both dual-selection processes. These are shown in Fig. 3.13 for all configurations of initial positions studied in the main text: RGGs, CRGGs, and the square lattice.

Naively, one could expect to be able to describe the response of the fixation probabilities to the flow speed in dual-selection processes through a combination of those observed for the corresponding global and local processes. That is, for BD one would expect to see similar features as in $\mathbf{B d}$ and $\mathbf{b D}$, and the behaviour of $\mathbf{D B}$ could be expected to show elements of that of $\mathbf{D b}$ and $\mathbf{d B}$. For example, both $\mathbf{B D}$ and DB involve local selection, and for fast flows we find that the resulting fixation


Figure 3.13: Fixation probability at different flow speeds for dual-selection processes. The result for the complete graph is plotted as a reference. Continuous lines correspond to simulations initialized from CRGGs, dotted lines to unrestricted RGGs, and dashed lines to simulations started from a lattice.
probability is lower than that of the complete graph, as is the case for both local processes, $\mathbf{b D}$ and $\mathbf{d B}$.

For slow flows we make the following observations:
Dual-selection birth-death process: For simulations initialized on RGGs and CRGGs, the fixation probability of the $\mathbf{B D}$ process (dotted and continuous green lines in Fig. 3.13) is above the one on complete graphs, as is the case for both $\mathbf{B d}$ and $\mathbf{b D}$ (see red and purple lines in Fig. 3.5).

If simulations are started from a lattice (dashed green line in Fig. 3.13), the fixation probability of the $\mathbf{B D}$ process is slightly below $\phi_{C G}$; this could also be expected, as the isothermal theorem does not hold due to the presence of local selection; we note that the fixation probability of the $\mathbf{b D}$ process is below that on a complete graph (see purple dashed line in Fig. 3.7).

Interestingly, at slow flow speeds random initial positions act as an amplifier of selection (compared to the complete graph) for the $\mathbf{B D}$ process, whereas suppression of selection is observed for lattice initial positions.

Dual-selection death-birth process: The fixation probability of the DB process in simulations started on RGGs and CRGGs (dotted and continuous magenta lines in Fig. 3.13) is well below $\phi_{C G}$; we note that the mutant's success for both $\mathbf{D b}$ and $\mathbf{d B}$ is below that on a complete graph (see green and blue lines in Fig. 3.5), so it is not surprising that the $\mathbf{D B}$ process shows this feature as well.

However, if simulations are started from a lattice (dashed magenta line in Fig. 3.13), the fixation probability of the $\mathbf{D B}$ process is above $\phi_{C G}$. This is different from both the $\mathbf{D b}$ or dB processes, who both lead to $\phi \leq \phi_{C G}$ (see green and blue lines in Fig. 3.7). This indicates that simple intuition may fail - features present in $\mathbf{D b}$ and in dB processes may be altered when selection acts in both the death and the birth step. This, we believe is an unexpected observation, which could be pursued in future work. In particular it would be interesting to test when exactly such counter-intuitive behaviour is found when combining local and global selection, i.e., for example, for what types of graphs does this occur, and what common features do these graphs have?

We also note that, in contrast to the $\mathbf{B D}$ process, we find amplification of selection for the $\mathbf{D B}$ process when starting from regular lattice and slow flow. For random initial positions we find suppressed selection.
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#### Abstract

Models of biological processes are often subject to different sources of noise. Developing an understanding of the combined effects of different types of uncertainty is an open challenge. In this paper, we study a variant of the susceptible-infectiverecovered model of epidemic spread, which combines both agent-to-agent heterogeneity and intrinsic noise. We focus on epidemic cycles, driven by the stochasticity of infection and recovery events, and study in detail how heterogeneity in susceptibilities and propensities to pass on the disease affects these quasi-cycles. While the system can only be described by a large hierarchical set of equations in the transient regime, we derive a reduced closed set of equations for population-level quantities in the stationary regime. We analytically obtain the spectra of quasi-cycles in the linear-noise approximation. We find that the characteristic frequency of these cycles is typically determined by population averages of susceptibilities and infectivities, but that their amplitude depends on higher-order moments of the heterogeneity. We also investigate the synchronisation properties and phase lag between different groups of susceptible and infected individuals.


### 4.1 Introduction

It is now widely recognised that noise and uncertainty play an important role in modelling biological systems. Traditional approaches to modelling phenomena in biology[1] are often based on deterministic ordinary or partial differential equations, and do not aim to describe stochasticity. In order to capture epistemic uncertainty, static or dynamic noise variables are introduced in more modern mathematical biology. This randomness reflects the lack of detailed knowledge about phenomena at finer scales than described by the model at hand; any modelling approach necessarily operates at a set scale (e.g. cell, individual, or population), and does not capture in detail the processes at smaller scales. These are 'emulated' through effective randomness. Different types of such noise are frequently found in models of biological phenomena, including intrinsic demographic noise, extrinsic stochasticity, parameter uncertainty or heterogeneity between different types of interacting entities [2, 3]. Some of these random
variables are static and do not evolve in time, others are described by dynamic timedependent noise. Intrinsic noise, due to the stochastic dynamics of a system has lately been the focus of many studies (see for example [4-6]). Extrinsic or parametric noise, due to variations, heterogeneity or uncertainties in the parameters or the environment surrounding the process, has received similar attention (e.g. [7-9]). To be able to adequately describe biological systems, however, it may be necessary to account for both these uncertainties which contribute to the noisy dynamics.

In the modelling of epidemics this is of particular importance. The infection process, driven by serendipitous contacts, is inherently stochastic, and heterogeneity in susceptibility to a disease or infectiousness of different individuals are known to exist and play a role in viral spread. Genetic differences that result in heterogeneous susceptibilities to a disease have been suggested to play an important role [10, 11], and variation in viral reproduction from host to host have been observed in [12]. Behavioural, structural or contact differences between individuals are inevitable, but we focus our study on the former type of heterogeneity. However, the better part of the existing work focusing on heterogeneity of this type, does not explicitly seek to capture demographic noise. Instead one often assumes infinite populations and deterministic dynamics. This approach is often taken outside epidemics as well. Much existing work studies individual sources of uncertainty, heterogeneity and noise in isolation, but not their interacting together. A notable exception is the modelling of gene regulatory networks, in which the interaction of intrinsic and extrinsic noise is actively studied, see e.g. [13-15].

The effects of intrinsic noise have been recognised in recent years. In models with demographic processes, for example, intrinsic stochasticity has been seen to lead to sustained quasi-cycles [16-19] in parameter regimes in which a deterministic model would converge to a stable fixed point. These quasi-cycles have been identified not only in models of epidemic spread, but also in other instances of population dynamics, including in genetic circuits, evolutionary systems and in game theory [2023]. Heterogeneity has been and is being considered in epidemics as well. Age structure is studied for example in $[24,25]$, seasonally changing infection rates in [26, 27], variation in infectivity and/or susceptibility are addressed in [28-32], spatial structure has been approached in [33-36], and epidemics on static and dynamic networks are studied
in $[7,37-41]$. Heterogeneity has been found to generate outbreaks that propagate hierarchically [38, 42], grow faster than in homogeneous populations [39], and have a lower total number of infected individuals [43, 44].

Much of this work, whether describing a well-mixed population, a compartmented or structured one, is based on variants of the celebrated susceptible-infective-recovered (SIR) model. They can be described either by deterministic differential equations, or as a stochastic process involving a population of discrete individuals. In the former approach the population is effectively assumed to be infinite, so that the timing of stochastic infection, recovery or birth-death events 'averages' out, and smooth laws for the time evolution of the population are obtained. The latter approach explicitly captures the intrinsic randomness of infection, recovery and demographics. The population is taken to be finite, and its state discrete. The model evolves through discrete events (e.g. infections). In the simplest case this defines a Markovian random process, which often can be analysed further mathematically, at least to a good approximation. Starting from the master equation in a well-mixed population a set of stochastic differential equations can be derived in the limit of large, but finite populations [45]. These can then be studied further within the 'linear-noise approximation' (LNA) [46]. The mathematics are tractable and the corresponding theory is now well established. While remarkably powerful, this approach so far has mostly been used for well-mixed populations. The linear-noise approximation has also been applied to networked systems with contact heterogeneity (see e.g. [19, 47]), but progress is then much harder and often relies on further moment-closure approximations.

The aim of our work is to introduce agent-to-agent heterogeneity into the SIR dynamics in a finite well-mixed population. This provides a middle ground between homogeneous well-mixed models and an explicitly networked population. At the same time, we maintain tractability and are able to characterise stochastic effects in finite populations via the linear-noise approximation. This allows us to systematically investigate the combination of parameter heterogeneity and demographic noise. We divide the population of agents into $K$ different groups of susceptible individuals, where members of different groups have different susceptibilities. Similarly, in our model there are $M$ classes of infective individuals, with each class representing a different propensity to pass on the disease. This follows the lines of [32], but we explicitly focus
on the combination of heterogeneity and intrinsic noise. Intrinsic stochasticity had not been included in [32].

Our paper is organised as follows: In Sec. 4.2 we describe our model in detail. As a baseline we then construct the deterministic rate equations in Sec. 4.3. They describe the deterministic dynamics in the limit of infinite populations, and are required to carry out the LNA. The most natural deterministic description will generally involve $K+M$ coupled non-linear equations (one for each subclass in the population). We discuss when and how these can be reduced to a smaller set of equations for aggregate quantities. In Sec. 4.4 we perform then the linear-noise approximation and use this approximation to characterise the fluctuations about deterministic fixed points. In particular we set up the theory to obtain the spectra of noise-driven quasi-cycles. Using this theory we then present our main results in Sec. 4.5, where we investigate in detail how the heterogeneity in the population affects the properties of stochastic outbreaks of the disease. Finally, in Sec. 4.6 we summarize our findings.

### 4.2 Model

We use an extension of the standard SIR model [48], in a population of fixed size $N$. Broadly, each individual can be of one of three types, susceptible (S), infective (I) or recovered ( R ). The spreading of the disease is described by infection events. These occur either through contact of a susceptible with an infective individual, as described below, or through spontaneous infection. Individuals recover at rate $\rho$, and they die at rate $\kappa$. The death rate is assumed to be independent of the disease status of an individual. To keep the number of individuals in the population constant, any death event is immediately followed by a birth of a new susceptible individual. This is of course an assumption, valid for large enough populations so that fluctuations in the overall size can be neglected. The assumption is mainly made for simplicity and is not uncommon (see e.g. [16, 49, 50]).

We introduce heterogeneity by dividing the groups of susceptibles and infectives into subclasses. We will write $S_{i}$ and $I_{a}$ for these, with $i=1, \ldots, K$ and $a=1, \ldots, M$. Individuals in subgroup $S_{i}$ have susceptibility $\chi_{i}$ to the disease, and infectives in class $I_{a}$ have infectiousness $\beta_{a}$, which describes the propensity of the infective to pass on the


Figure 4.1: SIR model with heterogeneous susceptibility and infectivity. The diagram illustrates the different processes described by the model. New (susceptible) individuals are born at a rate $\kappa$, and they are assigned a susceptibility of $\chi_{i}$ with probability $p_{i}$. Susceptible individuals transition to an infected state either by spontaneous infection or by contact with any of the infected classes. The former process occurs with rate $\xi \chi_{i}$, if the susceptible is of type $S_{i}$. Conact infection occurs at a rate $\chi_{i} N \mathcal{B}$, where $N \mathcal{B}$ is the total infective power of the population (see Eq. (4.3)). Once infected, the individual is assigned an infectiousness $\beta_{a}$ with probability $q_{a}$. All infected individuals recover at the same rate $\rho$. At any stage, individuals die with a rate $\kappa$. To keep the total population $N$ constant, deceased individuals are immediately replaced by a new susceptible individual.
disease to susceptible individuals. We write $n_{i}$ for the number of individuals of type $S_{i}$, and $m_{a}$ for the number of individuals in class $I_{a}$.

The dynamics are illustrated in Fig. 4.1, and can be summarised in the following reaction scheme:

$$
\begin{array}{rc}
\text { Spontaneous infection: } & S_{i} \xrightarrow{\underline{\xi \chi_{i} q_{a}}} I_{a} \\
\text { Infection by contact: } & S_{i}+I_{a} \xrightarrow{\beta_{a} \chi_{i} q_{b}} I_{a}+I_{b} \\
\text { Recovery: } & I_{a} \xrightarrow{\rho} R  \tag{4.1}\\
\text { Birth/Death: } & S_{j} \xrightarrow{p_{i} \kappa} S_{i} \\
& I_{a} \xrightarrow{p_{i} \kappa} S_{i} \\
& R \xrightarrow{p_{i} \kappa} S_{i},
\end{array}
$$

where $\left\{p_{i}\right\}$ and $\left\{q_{a}\right\}$ represent the probabilities of being assigned a susceptibility $\chi_{i}$ or infectiousness $\beta_{a}$ at birth or upon infection, respectively. The first of these reactions describes spontaneous infection, converting an individual in class $S_{i}$ into an individual of type $I_{a}$. The per-capita rate of events of this type is $\xi \chi_{i} q_{a}$, where $\xi$ is an overall inverse time scale for spontaneous infection, $\chi_{i}$ is the susceptibility of $S_{i}$ to the disease,
and $q_{a}$ is the probability that the newly infected individual is in class $I_{a}$. Similarly, the second reaction describes infection of an individual of type $S_{i}$ upon contact with an individual of type $I_{a}$. The newly infected individual is in class $I_{b}$. Events of this particular type occur with a rate proportional to $\beta_{a}$ (the propensity of $I_{a}$ to spread the disease), to $\chi_{i}$ (the susceptibility of $S_{i}$ ) and to $q_{b}$. The third reaction describes recovery, and the final three reactions are birth/death events. The newly born individual is assumed to be randomly placed into one of the classes $S_{i}(i=1, \ldots, K)$, occurring with respective probability $p_{i}$. We note that our model does not describe potential correlations between the susceptibility of an individual and its infectivity after they become infected; our focus is on heterogeneity of susceptibility due to physiological factors, and not primarily due to contact patterns. Extensions to include correlations can however be constructed among similar lines.

The model defines a continuous-time Markov process, and can be simulated straightforwardly using for example the celebrated Gillespie algorithm [51]. The starting point for the analytical study of the model is the master equation. Our analysis below will be based on approximating the solution to this master equation by performing a system-size expansion [46] and linear-noise approximation, leading to a stochastic differential equation describing the dynamics in the limit of large, but finite population size. In order to do this it is useful to first introduce

$$
\begin{equation*}
\bar{\chi}=\sum_{i} p_{i} \chi_{i}, \quad \text { and } \quad \mathfrak{X}=\frac{1}{N} \sum_{i} \chi_{i} n_{i} . \tag{4.2}
\end{equation*}
$$

The quantity $\bar{\chi}$ is the mean susceptibility of a newly born individual, whereas $N \mathfrak{X}$ describes the aggregate susceptibility of the population. Similarly we define

$$
\begin{equation*}
\bar{\beta}=\sum_{a} q_{a} \beta_{a} \quad \text { and } \quad \mathcal{B}=\frac{1}{N} \sum_{a} \beta_{a} m_{a} \tag{4.3}
\end{equation*}
$$

where $\bar{\beta}$ represents the mean infectivity of a newly infected individual, and $N \mathcal{B}$ the total 'infective power' in the population. We note that $\bar{\chi}$ and $\bar{\beta}$ are fixed in time, and are properties of the distributions $\left\{p_{i}, \chi_{i}\right\}$ and $\left\{q_{a}, \beta_{i}\right\}$. The quantities $\mathfrak{X}$ and $\mathcal{B}$, on the other hand, are time-dependent and evolve as the composition of the population changes.

### 4.3 Deterministic analysis

### 4.3.1 Dynamics

In the limit of an infinite population the dynamics can be described by deterministic equations for the quantities $x_{i}=\lim _{N \rightarrow \infty} n_{i} / N, y_{a}=\lim _{N \rightarrow \infty} m_{a} / N$. They are given by

$$
\begin{align*}
& \dot{x}_{i}=\kappa p_{i}-\kappa x_{i}-\xi \chi_{i} x_{i}-\chi_{i} x_{i} \mathcal{B}, \\
& \dot{y}_{a}=\xi q_{a} \mathfrak{X}+q_{a} \mathfrak{X B}-\rho y_{a}-\kappa y_{a} . \tag{4.4}
\end{align*}
$$

These ordinary differential equations can be derived either by using direct mass-action kinetics, or from the lowest-order expressions in an expansion of the master equation in the inverse system size [46].

Ultimately we will mostly be interested in aggregate quantities, i.e. the total density of susceptibles or infectives in the population, irrespective of what subclass they belong to. We therefore introduce

$$
\begin{equation*}
S=\sum_{i} x_{i} \quad \text { and } \quad I=\sum_{a} y_{a} . \tag{4.5}
\end{equation*}
$$

From Eqs. (4.4) we find

$$
\begin{align*}
\dot{S} & =\kappa-\kappa S-\xi \mathfrak{X}-\mathcal{B X}, \\
\dot{I} & =\xi \mathfrak{X}+\mathfrak{X B}-\rho I-\kappa I . \tag{4.6}
\end{align*}
$$

This system is not closed due to the presence of $\mathfrak{X}$ and $\mathcal{B}$ on the right-hand side. These quantities in turn evolve in time according to

$$
\begin{align*}
& \dot{\mathfrak{X}}=\kappa \bar{\chi}-\kappa \mathfrak{X}-(\xi+\mathcal{B}) \sum_{i} \chi_{i}^{2} x_{i}, \\
& \dot{\mathcal{B}}=\xi \mathfrak{X} \bar{\beta}+\bar{\beta} \mathfrak{X B}-(\rho+\kappa) \mathcal{B}, \tag{4.7}
\end{align*}
$$

which again does not close the set of equations, due to the presence of the term $\mathfrak{X}_{2}(t) \equiv \sum_{i} \chi_{i}^{2} x_{i}(t)$. Modulo normalisation and recalling that the $\left\{x_{i}\right\}$ are timedependent, this object is recognised as the second moment of the distribution of susceptibilities among the group of susceptibles at time $t$. It cannot be determined from Eqs. (4.6) and (4.7) alone. Instead we find

$$
\begin{equation*}
\dot{\mathfrak{X}}_{n}=\kappa \overline{\chi^{n}}-\kappa \mathfrak{X}_{n}-(\xi+\mathcal{B}) \mathfrak{X}_{n+1}, \tag{4.8}
\end{equation*}
$$

where we have introduced $\overline{\chi^{n}}=\sum_{i} p_{i} \chi_{i}^{n}$ and $\mathfrak{X}_{n}=\sum_{i} x_{i} \chi_{i}^{n}$. This indicates that the deterministic dynamics at the aggregate level is described by an infinite hierarchy of equations. This set of equations does not close in the transient regime. However, as we will see next, closure can be achieved assuming the system settles down to a fixed point in the long run.

### 4.3.2 Fixed point

We proceed by a brief analysis of the fixed points of the deterministic dynamics. We will label these by a star. They can be obtained by setting $\dot{x}_{i}=0$ and $\dot{y}_{a}=0$ in Eqs. (4.4), leading to

$$
\begin{align*}
x_{i}^{\star} & =\frac{\kappa p_{i}}{\kappa+\left(\xi+\mathcal{B}^{\star}\right) \chi_{i}}, \\
y_{a}^{\star} & =\frac{\left(\xi+\mathcal{B}^{\star}\right) \mathfrak{X}^{\star} q_{a}}{\rho+\kappa} . \tag{4.9}
\end{align*}
$$

Similarly, we find the fixed points of the aggregate quantities $S, I, \mathfrak{X}$ and $\mathcal{B}$ from Eqs. (4.6,4.7). After re-arranging and using Eqs. (4.9) we arrive at

$$
\begin{align*}
S^{\star} & =1-\frac{(\rho+\kappa)}{\kappa} \frac{\mathcal{B}^{\star}}{\bar{\beta}} \\
I^{\star} & =\frac{\mathcal{B}^{\star}}{\bar{\beta}}, \\
\mathfrak{X}^{\star} & =\frac{(\rho+\kappa) \mathcal{B}^{\star}}{\left(\xi+\mathcal{B}^{\star}\right)} \frac{\bar{\beta}}{\bar{\beta}} \\
\mathcal{B}^{\star} & =\frac{\bar{\beta} \kappa}{(\rho+\kappa)} \sum_{i}\left(\frac{\chi_{i} p_{i}}{\frac{\kappa}{\xi+\mathcal{B}^{\star}}+\chi_{i}}\right) . \tag{4.10}
\end{align*}
$$

which is a closed set of equations, for a given set of parameters $\left\{p_{i}, \chi_{i}, q_{a}, \beta_{a}\right\}$.
We highlight that while the transient dynamics of the system described in terms of the four macroscopic variables $S, I, \mathfrak{X}$ and $\mathcal{B}$ generates an infinite hierarchy of equations, potential fixed points can be uniquely described by a closed set of equations, assuming that the distribution of susceptibilities at birth and of the propensity of newly infected individuals to pass on the disease are known. In other words, the fixed point can be obtained in terms of the model parameters $\left\{q_{a}, \beta_{a}\right\}$ and $\left\{p_{i}, \chi_{i}\right\}$. While we cannot provide an analytical proof that the deterministic system will always converge to a fixed point, we note that, for the range of parameter used, we have not detected a single case in which numerically integrating Eqs. (4.4) did not lead to a fixed point. In
this context it is useful to point out that, in a homogeneous model, any combination of susceptibility and infectivity within the range of parameters used here would lead to a basic reproductive number above unity. For such models it is known that stable fixed points are eventually reached [52].

### 4.4 Linear-noise approximation

We now proceed to analyse the effects of stochasticity in the model, with a particular focus on the interaction between heterogeneity of individuals in the population and the noise induced by the demographics of the finite system.

We illustrate these effects in Fig. 4.2, and show an example of both the deterministic time-evolution of the system (thick continuous lines) and a realization of an individualbased simulation (thin dashed lines); the latter illustrates the intrinsic stochasticity of the process. Even after the deterministic model has reached a fixed point, the individual-based model shows sustained oscillations around it. These oscillations arise from a combination of complex eigenvalues of the underlying deterministic dynamics and the presence of intrinsic noise coming from the Poissonian jump process of the master equation. We will focus our attention on these stochasticity-driven periodic outbreaks in the remainder of this article, and build on the mathematical analysis via the linear-noise approximation [20]. In particular we will study how the heterogeneity in the population affects the properties of these cycles.


Figure 4.2: Population dynamics. Time series of the population density of total susceptible (panel (a)) and total infected individuals (panel (b)). Noise-sustained oscillations are clearly seen. The insets show a zoom in on the cycles. Labels $A, B, \ldots, E$ are for later purposes (see below).

### 4.4.1 Stochastic Dynamics

In order to carry out an analysis of the stochastic dynamics, we write $n_{i} / N=x_{i}+\tilde{x}_{i} / \sqrt{N}$, and $m_{a} / N=y_{a}+\tilde{y}_{a} / \sqrt{N}$, where $x_{i}(t)$ and $y_{a}(t)$ are the solutions of the deterministic equations (4.4) and the quantities with a tilde describe the stochastic fluctuations about the deterministic trajectory. The above ansatz reflects the anticipation that these fluctuatons will have a relative magnitude of order $N^{-1 / 2}$. We then carry out an expansion in the inverse system size up to and including sub-leading order [46]. In the fixed point regime of the deterministic dynamics we then arrive at

$$
\begin{align*}
& \dot{\tilde{x}}_{i}=-\kappa \tilde{x}_{i}-\left(\xi+\mathcal{B}^{\star}\right) \chi_{i} \tilde{x}_{i}-\chi_{i} x_{i}^{\star} \tilde{\mathcal{B}}+\eta_{i}, \\
& \dot{\tilde{y}}_{a}=q_{a}\left(\xi \tilde{\mathfrak{X}}+\tilde{\mathfrak{X}} \mathcal{B}^{\star}+\mathfrak{X}^{\star} \tilde{\mathcal{B}}\right)-(\rho+\kappa) \tilde{y}_{a}+\nu_{a} . \tag{4.11}
\end{align*}
$$

The linear-noise approximation also applies during transients. All objects on the right-hand side of Eqs. (4.11) then become time dependent. Since we ultimately focus on the oscillations about deterministic fixed point, we have not made this more explicit. The $\left\{\eta_{i}\right\}$ and $\left\{\nu_{a}\right\}$ are Gaussian white noise variables, with variance and co-variance (across components) as described in more detail in Section 4.7. Writing $\tilde{S}=\sum_{i} \tilde{x}_{i}$ and $\tilde{I}=\sum_{a} \tilde{y}_{a}$ we find the following dynamics of fluctuations at the aggregate level,

$$
\begin{align*}
& \dot{\tilde{S}}=-\kappa \tilde{S}-\left(\xi+\mathcal{B}^{\star}\right) \tilde{\mathfrak{X}}-\mathfrak{X}^{\star} \tilde{\mathcal{B}}+\sum_{i} \eta_{i}, \\
& \dot{\tilde{I}}=\left(\xi+\mathcal{B}^{\star}\right) \tilde{\mathfrak{X}}+\mathfrak{X}^{\star} \tilde{\mathcal{B}}-(\rho+\kappa) \tilde{I}+\sum_{a} \nu_{a}, \\
& \dot{\tilde{\mathfrak{X}}}=-\kappa \tilde{\mathfrak{X}}-\mathfrak{X}_{2}^{\star} \tilde{\mathcal{B}}-\left(\xi+\mathcal{B}^{\star}\right) \sum_{i} \chi_{i}^{2} \tilde{x}_{i}+\sum_{i} \chi_{i} \eta_{i}, \\
& \dot{\tilde{\mathcal{B}}}=\left(\xi+\mathcal{B}^{\star}\right) \bar{\beta} \tilde{\mathfrak{X}}+\bar{\beta} \mathfrak{X}^{\star} \tilde{\mathcal{B}}-(\rho+\kappa) \tilde{\mathcal{B}}+\sum_{a} \beta_{a} \nu_{a} . \tag{4.12}
\end{align*}
$$

As in the deterministic analysis, this set of equations is not closed. It describes the dynamics of fluctuations about the deterministic fixed point, but makes no assumption of stationarity of the fluctuations (for example correlation functions need not be time translation invariant). The lack of closure is due to the term $\sum_{i} \chi_{i}^{2} \tilde{x}_{i}$ in the equation for $\dot{\tilde{\mathfrak{X}}}$. However, as in Section 4.3.2, we will show below that a closed set of equations in the stationary state (of fluctuations) can be derived.

### 4.4.2 Fluctuation around the deterministic fixed point

We here show that although Eqs. (4.12) are not closed, we can explore noise-induced oscillations around the deterministic fixed point. To this end we introduce the Fourier transforms (with respect to time) of the variables $\tilde{x}_{i}$ and $\tilde{y}_{a}$. We will denote these by $\widehat{x}_{i}$ and $\widehat{y}_{a}$. From the Langevin equations (4.11) we find, after re-arranging,

$$
\begin{align*}
\widehat{x}_{i} & =\frac{-\chi_{i} x_{i}^{\star} \widehat{\mathcal{B}}+\widehat{\eta}_{i}}{i \omega+\kappa+\left(\xi+\mathcal{B}^{\star}\right) \chi_{i}}, \\
\widehat{y}_{a} & =\frac{\left[\left(\xi+\mathcal{B}^{\star}\right) \widehat{\mathfrak{X}}+\mathfrak{X}^{\star} \widehat{\mathcal{B}}\right] q_{a}+\widehat{\nu}_{a}}{i \omega+\rho+\kappa} . \tag{4.13}
\end{align*}
$$

The noise variables $\left\{\eta_{i}\right\}$ and $\left\{\nu_{a}\right\}$ are uncorrelated in time, and their variance and correlation across components can be expressed in terms of known quantities (see Eqs. (4.24) in Section 4.7). The variable $\omega$ is the conjugate of time under Fourier transform. Similarly, we find the following for the relevant aggregate quantities,

$$
\begin{align*}
& \widehat{S}=\frac{1}{i \omega+\kappa}\left[-\frac{i \omega+D}{\bar{\beta}} \widehat{\mathcal{B}}+\frac{1}{\bar{\beta}} \sum_{a} \beta_{a} \widehat{\nu}_{a}+\sum_{i} \widehat{\eta}_{i}\right], \\
& \widehat{I}=\frac{1}{i \omega+D}\left[\frac{i \omega+D}{\bar{\beta}} \widehat{\mathcal{B}}-\frac{1}{\bar{\beta}} \sum_{a} \beta_{a} \widehat{\nu}_{a}+\sum_{a} \widehat{\nu}_{a}\right], \\
& \widehat{\mathfrak{X}}=\frac{1}{\bar{\beta} C}\left[(i \omega+E) \widehat{\mathcal{B}}-\sum_{a} \beta_{a} \widehat{\nu}_{a}\right], \\
& \widehat{\mathcal{B}}=\frac{\bar{\beta} C \sum_{i} \frac{\chi_{i} \widehat{\eta}_{i}}{i \omega+A_{i}}+\sum_{a} \beta_{a} \widehat{\nu}_{a}}{i \omega+E+\bar{\beta} C \kappa \sum_{i} \frac{\chi_{i}^{2} p_{i}}{\left.A_{i} i \omega+A_{i}\right)}}, \tag{4.14}
\end{align*}
$$

where, for simplicity, we have introduced the notation

$$
\begin{align*}
A_{i} & =\kappa+\left(\xi+\mathcal{B}^{\star}\right) \chi_{i}, \\
C & =\xi+\mathcal{B}^{\star}, \\
D & =\rho+\kappa, \\
E & =\rho+\kappa-\bar{\beta} \mathfrak{X}^{\star} . \tag{4.15}
\end{align*}
$$

Eqs. (4.14) constitute a closed set of equations for the Fourier transforms of the aggregate fluctuations $\tilde{S}, \tilde{I}, \tilde{\mathfrak{X}}$ and $\tilde{\mathcal{B}}$ in the stationary state. We thus make an observation similar to that in Section 4.3: although we cannot describe the evolution of fluctuations in the transient regime, we can derive a closed description of the statistics of fluctuations about deterministic fixed points within the linear-noise approximation.

### 4.4.3 Power Spectral Density

Eqs. (4.14) can be used describe the periodic cycles shown in Fig. 4.2; we will now proceed to analyse these in more detail. Specifically we will use the above results to compute the power spectral density (PSD) of fluctuations. This allows us to identify the characteristic frequency of noise-driven epidemic cycles, and to infer information about their amplitude.

The (average) power spectral density of a time series, $z(t)$, generated from the stochastic individual-based model is given by $\left.\mathcal{P}_{z}(\omega)=\left.\langle | \hat{z}(\omega)\right|^{2}\right\rangle$, where $\langle\cdots\rangle$ stands for an average over realizations of the stochastic dynamics. The PSD can be computed analytically for all individual signals $x_{i}, y_{a}$, and for the aggregate variables $S, I, \mathfrak{X}$ and $\mathcal{B}$. The resulting expressions are lengthy; for completeness we provide them in Section 4.8. As an illustration we here show the PSD of $\mathcal{B}$,

$$
\begin{align*}
\mathcal{P}_{\mathcal{B}}(\omega)=\frac{2 \mathfrak{X}^{\star} C}{|g|^{2}} & \left(\overline{\beta^{2}}-\frac{\bar{\beta}^{2} C \kappa}{D} \sum_{i} \frac{\chi_{i} p_{i} A_{i}}{\omega^{2}+A_{i}^{2}}\right) \\
& -\frac{(\bar{\beta} C \kappa)^{2}}{|g|^{2}}\left[\sum_{i, j} \frac{p_{i} p_{j} \chi_{i} \chi_{j}\left(A_{i}+A_{j}\right)\left(\omega^{2}+A_{i} A_{j}\right)}{A_{i} A_{j}\left(\omega^{2}+A_{i}^{2}\right)\left(\omega^{2}+A_{j}^{2}\right)}\right], \tag{4.16}
\end{align*}
$$

with

$$
\begin{equation*}
|g|^{2}=\left[E+\bar{\beta} C \kappa \sum_{i} \frac{\chi_{i}^{2} p_{i}}{\omega^{2}+A_{i}^{2}}\right]^{2}+\omega^{2}\left[1-\bar{\beta} C \kappa \sum_{i} \frac{\chi_{i}^{2} p_{i}}{A_{i}\left(\omega^{2}+A_{i}^{2}\right)}\right]^{2} . \tag{4.17}
\end{equation*}
$$

As detailed in Section 4.8, the power spectra of $S, I$ and $\mathfrak{X}$ can be expressed in terms of that of $\mathcal{B}$; many of the characteristics of the spectra of $S, I$ and $\mathfrak{X}$ are shared with those of $\mathcal{B}$, or directly related to it. We note that the RHS of Eq. (4.16) is proportional to $1 /|g|^{2}$, and the same is the case for the spectral densities of $\mathfrak{X}, S$ and $I$ (see Eqs. (4.31) in Section 4.8); as a result, some of the key properties of the power spectra are determined by the behaviour of $|g|^{2}$, as discussed in more detail below.

### 4.4.4 Test Against Simulations

To illustrate the model and test our analytical results, we sampled possible heterogeneous populations. Specifically, the simulations shown in Fig. 4.3 are for populations with five susceptible and three infected subclasses. For each example, the probabilities $\left\{p_{i}\right\}$ and $\left\{q_{a}\right\}$ were drawn at random from a flat distribution over the simplexes $\sum_{i} p_{i}=1$


Figure 4.3: Power spectral densities of the fluctuations of (a) Susceptible and (b) Infected population for seven different examples of the model, generated as explained in more detail in the text. In all cases theory and simulations agree.
and $\sum_{a} q_{a}=1$. Susceptibilities and infectivities were assigned randomly in the intervals $0.5 \leq \chi_{i} \leq 2.5$ and $0.3 \leq \beta_{a} \leq 1.3$. Simulations are for $N=10^{6}$, and the rates for recovery, birth/death and immigration were set at $\rho=0.07, \kappa=5.5 \times 10^{-5}$ and $\xi=5 \times 10^{-6}$ respectively. The rates $\beta_{a}, \rho, \kappa$ and $\xi$ have units of days ${ }^{-1}$, whereas $\chi_{i}$ is dimensionless. The chosen rates are representative of childhood diseases such as whooping cough, measles, rubella or chickenpox [53]. The resulting PSDs are shown in Fig. 4.3. The continuous thick lines show the analytical result, and dashed lines are obtained from simulations, as an average over realizations of the individual-based model. As can be seen from the figure, the predictions of Eqs. (S10) precisely match the results from simulations. In all figures, axes labelled 'frequency' show $f=\omega / 2 \pi$, and have units of days ${ }^{-1}$.

It is interesting to note that the power spectral density can remain non-zero at $\omega=0$. A more detailed analysis reveals that its value is finite (i.e. not diverging); there is no evidence of e.g. a delta-peak at $\omega=0$. This indicates that the area under the overall correlation function of fluctuations is non-zero, but finite, and there is no discernible shift of the overall stationary equilibrium (such a shift would result in a diverging contribution to the power spectrum at $\omega=0$ ).

### 4.5 Consequences of Heterogeneity

Having established an analytical description of quasi-cycles, we now use this theory to identify which properties of the distribution of $p_{i}, \chi_{i}, q_{a}$ and $\beta_{a}$ are most relevant for
the characteristics of stochastic quasi-cycles in heterogeneous populations. Specifically, we study how heterogeneity in the population affects the dominant frequency of quasicycles, their amplitude and the sharpness of the spectra. We will then also discuss if and how the different subgroups synchronise during the epidemic cycles.

### 4.5.1 Dominant Cycle Frequency

Numerical inspection of the different terms in the analytical solution of the PSDs suggests that the dominating element is the factor $1 /|g|^{2}$, as briefly indicated in Sec. 4.4.3. The frequency for which $|g|^{2}$ reaches its minimum roughly corresponds to the dominant cycle frequency, $\omega_{d}$, in the PSDs. The minimum of $|g|^{2}$ can be found by differentiation of the expression in Eq. (4.17). Assuming that $C \chi_{i} \gg \kappa$ we further approximate the location of this minimum. This assumption is valid if infection processes occur on a time scale which is much shorter than the life expectancy of an individual. Further, we assume that $\omega \gg A_{i}$, i.e. that a susceptible individual typically lives through several epidemic events before it becomes infected. Both approximations are intuitively plausible for childhood diseases, known to show periodic outbreaks [53]. Making these assumptions we find that the frequency for which $|g|^{2}$ is minimal can be approximated as

$$
\begin{equation*}
\omega_{d} \approx \sqrt{\kappa \bar{\chi} \bar{\beta}} . \tag{4.18}
\end{equation*}
$$

This implies that the characteristic frequency is determined (mostly) by the mean susceptibility at birth and the mean infectivity at infection ( $\bar{\chi}$ and $\bar{\beta}$ ) and the capacity of replenishment of the susceptible pool $(\kappa)$.

The validity of our approach is confirmed in Fig. 4.4(a), where we test the approximation against simulations for a wide set of parameters. A perhaps more intuitive representation of our result can be found in Fig. 4.4(b), where we show the power spectra of several sample populations, each with different distributions of $\left\{p_{i}, \chi_{i}, q_{a}, \beta_{a}\right\}$, but all with the same first moments $\bar{\chi}$ and $\bar{\beta}$. As seen in the figure, this produces spectra of different amplitudes but with the same characteristic frequency. For comparison we include the homogeneous case $K=M=1$.


Figure 4.4: Verification of approximation (4.18) for the dominating frequency of cycles. (a) Frequency $f=\omega / 2 \pi$ at the maximum of the PSD, determined from Eqs. (S10) as a function of $\sqrt{\bar{\chi} \bar{\beta}}$, for fixed $\kappa$. The black dashed line corresponds to Eq. (4.18). Markers are from 200 different populations, each with 5 susceptible and 3 infected subgroups, and with random choices of $\left\{p_{i}, \chi_{i}, q_{a}, \beta_{a}\right\}$. The values of $\chi_{i}$ and $\beta_{a}$ were chosen from the interval $1.7 \pm 1.6999995 ; q_{a}$ and $p_{i}$ from a flat distribution. This resulted in values of $\bar{\chi}$ and $\bar{\beta}$ in the range 0.3 to 3.3 , and for $\overline{\chi^{2}}$ and $\overline{\beta^{2}}$ in the range 0.1 to 10 . (b) PSD of the total infected population of different random distributions of $\left\{p_{i}, \chi_{i}, q_{a}, \beta_{a}\right\}$, with equal values for $\bar{\chi}$ and $\bar{\beta}$, but different values of $\overline{\chi^{2}}$ and $\overline{\beta^{2}}$. As a consequence of Eqs. (4.18) and (4.19), the characteristic frequency is the same for all such samples, but the height of the peak in the PSD varies considerably (the amplitude of the oscillations changes with the square root of the amplitude of the power spectra). The dashed grey line correspond to the homogeneous model, i.e. $K=M=1$. The vertical dotted line is a visual aid.

### 4.5.2 Amplitude of Stochastic Cycles

While we have found above that the dominant frequency of stochastic cycles is largely determined by the first moments $\bar{\chi}$ and $\bar{\beta}$, the results shown in Fig. 4.4(b) demonstrate that this is not the case for the amplitude of the spectra at the dominant frequency. To investigate this further we evaluate the analytic expressions for the PSDs in Eqs. (S10) at the approximation of $\omega_{d}$ in Eq. (4.18). Making the same assumptions as in Section 4.5.1, we find that the height of the peak in the power spectra can be approximated as

$$
\begin{align*}
& \mathcal{P}_{I}\left(\omega_{d}\right) \approx \frac{2(\rho+\kappa)}{\left[\frac{(\rho+\kappa) \xi}{\mathcal{B}^{\star}}+\frac{\mathcal{B}^{*} \bar{\chi}^{2}}{\bar{\chi}}\right]^{2}} \frac{\overline{\beta^{2}}}{\bar{\beta}^{3}}, \\
& \mathcal{P}_{S}\left(\omega_{d}\right) \approx \frac{(\rho+\kappa)^{2}}{\kappa \bar{\chi} \bar{\beta}} \mathcal{P}_{I}\left(\omega_{d}\right) . \tag{4.19}
\end{align*}
$$

We note the presence of the second moments $\overline{\chi^{2}}$ and $\overline{\beta^{2}}$, unlike in Eq. (4.18). This indicates that the spread of susceptibilities and infectivities is relevant to the size of the fluctuations about the endemic equilibrium. We note that the case $K=M=1$ in Fig.


Figure 4.5: Verification of approximation (4.19) for the peak-height of the spectral densities. Horizontal axes show the prediction of Eqs. (4.19) for susceptibles (a), and infectives (b). On the vertical axis we show the height at the peak of the spectra, as determined numerically from Eqs. (4.31) in Section 4.8. Black dashed lines are the diagonal (' $y=x$ '), and markers represent the populations described in Fig. 4.4.
4.4 (b) is special, as it leads to zero variance of the disorder by construction. We have experimented with the number of groups, $K$ and $M$, and to a good approximation we find that the number of groups only affects the height and location of the peak in the spectrum through the mean and variance of the distributions of $\beta$ and $\chi$.

In Fig. 4.5 we plot results from the approximation in Eqs. (4.19) against the maximum amplitude of spectra obtained numerically from the full expression (within the LNA), see Eqs. (4.31) in Section 4.8. The data confirms that the approximation is valid for a wide range of parameters. While we find slight deviations at large amplitudes in the case of the infectives, the approximation is very robust for the susceptible population.

### 4.5.3 Sharpness of the Spectra

We now turn to the sharpness of the peak in the PSDs. The sharper the peak, the closer the stochastic outbreaks are to perfect cyclic behaviour. Conversely, cyclic behaviour is less distinct if the peak in the spectrum is shallow. This has been described before as the 'coherence' of the spectra [16]. As we will investigate a different notion of coherence in Sec. 4.5.4 and in order to avoid confusion, we will refer to the concentration of power near the peak of the spectrum as 'sharpness'.

Following [16], we define the sharpness as the relative spectral power accumulated
in an interval around the peak,

$$
\begin{equation*}
\mathbb{S}=\frac{\int_{\omega_{d}-\Delta \omega}^{\omega_{d}+\Delta \omega} \mathcal{P}(\omega) d \omega}{\int_{-\infty}^{+\infty} \mathcal{P}(\omega) d \omega} . \tag{4.20}
\end{equation*}
$$

We compute the sharpness numerically, using the expressions in Eqs. (S10). In order to evaluate the denominator in Eq. (4.20) we integrate up to an upper cutoff of $\omega_{\max }=\pi / 100$ days $^{-1}$. In the numerator we use $\Delta \omega=0.05 \omega_{\max }$. The choice of $\Delta \omega$ can be illustrated using Fig. 4.4(b), where the sharpness $\mathbb{S}$ of the peak roughly corresponds to the fraction of total power concentrated in the interval between frequencies of 0.0015 and 0.002 days $^{-1}$.

In Fig. 4.6 we show the sharpness of spectra for 200 random populations (as described in Fig 4.4). It is clear from the figure that there is a trend of increasing sharpness as the product of the mean susceptibility and infectivity at birth approaches unity (in the dimensions used here). The spread of the markers on the vertical axis indicates that there are significant effects of heterogeneity. It proves difficult, though, to find a functional dependence on higher moments of the distributions of susceptibilities and/or infectivities which would further collapse the data. While we do not show this data here in detail, we have also experimented with heterogeneity drawn from several distributions (e.g. flat, normal, Gamma). Results suggest that - to a good approximation - the functional shape of the spectra is determined by $\bar{\beta}, \bar{\chi}, \overline{\beta^{2}}$ and $\overline{\chi^{2}}$, i.e. by the first two moments of the heterogeneity. Higher-order features do


Figure 4.6: Sharpness of the power spectra as a function of the product of the mean susceptibilities and infectivities at birth/infection. Data is for the populations described in Fig. 4.4
not seem to play an important role. We have also tested the stronger property of full collapse upon re-scaling by peak height and location of peak, i.e. whether there is a scaling property of the type $\mathcal{P}(\omega)=P_{\max } \times f\left(\omega / \omega_{d}\right)$. This appears not to be the case.

### 4.5.4 Synchronization between Subgroups

We have established so far that introducing heterogeneity leads to significant changes in the quasi-cycles of the aggregate numbers of susceptible and infective individuals. However, we have not yet said much about the dynamics of the individual subgroups. In Fig. 4.7 we show the same example of sustained oscillations as in the inset of Fig. 4.2, but instead of the total susceptible and infected population we now highlight the time evolution of each of the subgroups.

In the upper two panels, (a) and (b), we show time series of the number of individuals in each subgroup normalised by the total population size. More specifically, we show susceptible subclasses $\left(n_{i} / N\right)$ in panel (a), and infective subclasses ( $m_{a} / N$ ) in panel (b). For each of these, stochastic oscillations can be observed. These cycles are pronounced for the case of the infective subgroups, panel (b), and more shallow for


Figure 4.7: Stochastic cycles in subgroups of susceptibles and infectives. We show the same simulation run as in Fig. 4.2, but now split up into the different subgroups. Panels (a) and (b) show the number of individuals in each susceptible and infective subgroup normalised by the total population $(N)$. In panels (c) and (d), we show the number of individuals in each subgroup divided by the total number of susceptible or infected individuals, respectively ( $N S$ and $N I$ ). Lines labelled $A$ to $E$ refer to points in the cycles of the aggregate variables $S, I$ shown in Fig. 4.2.


Figure 4.8: Power spectra of fluctuations for different subclasses of susceptibles and infectives. We use the same sample of the model parameters $\left\{\chi_{i}, p_{i}, \beta_{a}, q_{a}\right\}$ as in Fig. 4.3. Simulations are averaged over multiple realizations of the stochastic dynamics, at fixed model parameters. The vertical dotted lines are for later purposes and mark the locations at which the power spectra take values approximately equal to half the maximum amplitude.
the susceptibles, panel (a). This is to be expected, given that the total number of susceptibles is more than an order of magnitude larger than those of the infectives (see also Fig. 4.2). From Fig. 4.7 (a) and (b) it is clear that all subgroups undergo cycling of roughly the same frequency. This is confirmed by the power spectra in Fig. 4.8.

We note that these statements rely on expressing number of individuals in each class as a fraction of the total population, and not relative to the time-dependent total number of susceptibles or infectives respectively. We contrast the above with a representation in which we express the occupancy in each infective subgroup as a fraction of the infectives only, and similarly for the susceptibles. To this end we replot the simulation run shown in Fig. 4.7 (a) and (b), but now in terms of $n_{i} /(N S)$ and $m_{a} /(N I)$, respectively. The quantities $N S=\sum_{j} n_{j}$ and $N I=\sum_{b} m_{b}$ are the total number susceptible and infective individuals respectively, and they are timedependent themselves. Results are shown in Fig. 4.7(c) and (d). Although the overall number of infectives, $N I$, undergoes the noise-driven cycles shown in Fig. 4.2, we find no discernible structure within the group of infectives; the time series $m_{a} /(N I)$ in Fig. 4.7(d) are essentially flat noisy lines. This is what one would expect, since the allocation to each subgroup, $I_{a}$, of infectives is random when an individual is newly infected, and the recovery rate is the same for all infective subgroups.

A more complex behaviour can be seen within the group of susceptibles. This group
as a whole undergoes stochastic cycles (see Fig. 4.2), but an interesting structure is observed within the group of susceptibles as well. The time series $n_{i} /(N S)$ in Fig. 4.7(c) show cyclic behaviour, and - to a good approximation - any pair of these time series is either in phase with each other, or they have a phase difference of $\pm \pi$. To explore the phase lag between the different time series we use the so-called complex coherence function [54]. This technique relies on computing the cross-spectrum $\left\langle\widehat{x}_{i}(\omega) \widehat{x}_{j}^{*}(\omega)\right\rangle$ between time series $x_{i}(t)$ and $x_{j}(t)$. The phase lag is then obtained as

$$
\begin{equation*}
\mathcal{L}_{x_{i} x_{j}}(\omega)=\tan ^{-1} \frac{\operatorname{Im}\left\langle\widehat{x}_{i}(\omega) \widehat{x}_{j}^{*}(\omega)\right\rangle}{\operatorname{Re}\left\langle\widehat{x}_{i}(\omega) \widehat{x}_{j}^{*}(\omega)\right\rangle} . \tag{4.21}
\end{equation*}
$$

We stress that the subscript * denotes complex conjugation, and is not to be confused with ${ }^{\star}$, used earlier to indicate fixed points of the deterministic dynamics. Eq. (4.21) returns a phase lag for each spectral component, $\omega$. Details can be found in Section 4.9.

The phase lag between the different groups of susceptible individuals is shown in Fig. 4.9. The data in panel (a) corresponds to Fig. 4.7 (a). More precisely, in Fig. 4.9 (a) we pick the time series $n_{1} / N$ as a reference, and show the phase lag of all subgroups $n_{i} / N$ with respect to this reference time series. We find that the phase lag for frequencies around the dominant frequency in the power spectra is small, consistent with Fig. 4.7 (a); all time series $n_{i} / N$ oscillate (roughly) in phase with each other. In Fig. 4.9 (b) we repeat this procedure, but now taking the time series $n_{i} /(N S)$ as an input, corresponding to Fig. 4.7 (c). One then finds a rather different picture; the


Figure 4.9: Phase-lag of time series between different subgroups of susceptibles. Data is for the same setup as in Fig. 4.7. We show the phase-lag between subgroups $i$ and reference subgroup 1. Panel (a) depicts the case in which time series are normalized with respect to the total population, $N$; in panel (b) input time series are normalized with respect to the total number of susceptibles NS. As in Fig. 4.8, the vertical dotted lines mark the half-width of the peaks in the corresponding power spectra.
phase lag around the dominant frequency takes values either near zero, or close to $\pm \pi$. This indicates that the different classes of susceptible individuals fall into two groups. The time series in either group are in phase with each other, and in anti-phase with those in the respective other group. A closer inspection shows that these two groups are formed by the time series $i$ with $x_{i}^{\star}<S^{\star} / K$ and with $x_{i}^{\star}>S^{\star} / K$ respectively. This behaviour in turn can be understood intuitively by revisiting Eqs. (4.9). Assuming $\kappa \ll\left(\xi+\mathcal{B}^{\star}\right) \chi_{i}$ for all $i$ (a valid approximation for the cases analysed here), we find $x_{i}^{\star} \propto 1 / \chi_{i}$, indicating that the more susceptible classes are less populated at the deterministic fixed point than the less susceptible ones. During the increasing leg of a stochastic cycle, we expect the number of newly infected individuals among class $i$ to be proportional to $x_{i}^{\star} \chi_{i}$, suggesting that all susceptible classes are depleted in equal absolute numbers. This in turn means that subclasses with $x_{i}^{\star}>S^{\star} / K$ will represent an even larger fraction of the susceptible population as the total susceptible population decreases, while the subclasses with $x_{i}^{\star}<S^{\star} / K$ will represent a smaller fraction. This is what is observed in Fig. 4.7 (c).

### 4.6 Conclusions

In summary, we have explored the SIR model in finite populations, including demographic processes and allowed for agent-to-agent heterogeneity in both the susceptibility to a disease and the capacity to spread the disease. This system combines the effects of intrinsic demographic stochasticity (due to random infection, recovery and birth-death events), with quenched heterogeneity. The focus of our paper is to characterise the interplay between these two types of stochasticity, and to investigate how the heterogeneity between individuals affects quasi-cycles driven by intrinsic noise. Our analysis relies on the system-size expansion, which allows us to compute the properties of these cycles analytically in the linear-noise approximation.

Our principal results can be summarised as follows: (i) In the deterministic limit of infinite populations no closed set of equations for macroscopic quantities can be found in the transient regime. Fixed points for aggregate quantities of this deterministic dynamics can however be fully determined from a set of closed equations for the total susceptible $\left(S^{\star}\right)$ and infected $\left(I^{\star}\right)$ population, and weighted averages of the
susceptibility ( $\mathfrak{X}^{\star}$ ) and infectivity ( $\mathcal{B}^{\star}$ ). (ii) Similarly, the Langevin equations in the linear-noise approximation do not close easily at the aggregate level, but a closed set of equations for the spectra of fluctuations in $S, I, \mathfrak{X}$ and $\mathcal{B}$ about the deterministic fixed point can be found in the stationary state. These can be used to analytically describe the stochastic oscillations about the fixed point. (iii) Within reasonable assumptions, the characteristic frequency of the noise-driven oscillations is determined mostly by the mean susceptibility and infectivity at birth or infection ( $\bar{\chi}$ and $\bar{\beta}$ ). However, the amplitude of the oscillations and the sharpness of peaks in the power spectra will generally depend on the higher moments of the distribution of susceptibilities and infectivities, in particular also on the agent-to-agent heterogeneity. (iv) Finally, the number of individuals in the different subclasses of infectives and susceptibles undergo stochastic cycles as well. If expressed in relation to the total population, these time series are synchronised and in phase. Normalized against the time-dependent total number of infectives, however, the different infective subclasses show no discernible oscillatory behaviour. Using a similar normalization within the susceptible population, we find that different subclasses are syncronized and either in phase with each other or have a phase difference of $\pm \pi$. These results are confirmed analytically. Regardless of the normalization, we find that the periodic outbreaks do not follow a hierarchical infection process, and all subgroups have similar absolute depletion/increase in absolute numbers. This is in contrast to what has been reported in single outbreak studies [38, 42]. However, it is important to note that in this existing work the outbreak is tracked in an initial transient period. Our results are valid after this period, at a deterministic fixed point, where the susceptible population is distributed in inverse proportion to their susceptibility (as explained above); this is a scenario different to the one studied in [38, 42].

We think our results can be relevant for future work in several ways. First, our work contributes to the ongoing discussion about when and how a model with heterogeneity can be replaced or approximated by a homogeneous model. In previous studies, heterogeneous models were compared to homogeneous models with susceptibility equivalent to the arithmetic [55] or harmonic mean [44] of the susceptibilities in the different groups. More recently, the focus has been placed on equivalent basic reproduction numbers ( $R_{0}$ ) [56]. In the heterogeneous model this requires estimating $R_{0}$ based on, for example,
the outbreak size, and therefore the comparison is not straightforward. Here we have shown that all models within the class we have looked at and with equal values of $\bar{\chi} \bar{\beta}$ generate periodic outbreaks with the same dominating frequency. This characteristic frequency can be used to define a unique homogeneous model to which models of varying degrees of heterogeneity can be compared. Furthermore, the dependence of the spectra of oscillations on both the first and higher moments of the distribution of heterogeneity might provide an avenue towards estimating how heterogeneous a population is from the observation of epidemic cycles. Finally, the formalism we have developed is versatile and can be applied to study quasi-cycles in other areas in which heterogeneity might be relevant, for example in predator-prey dynamics or evolution [20, 22, 57-60]. Our findings indicate that the frequency of quasi-cycles can, to a good approximation, be obtained from the first moment of the distribution of heterogeneous agent properties, but that their amplitude depends on higher moments of the disorder. We expect similar behaviour in other heterogeneous systems with noise-driven cycles.

### 4.7 Appendix A: Linear-noise approximation

Carrying out the system-size expansion for the model with heterogeneity is tedious, but straightforward and follows the lines of [46]. The final outcome is the linear-noise approximation in Eqs. (4.11). The variables $\eta_{i}$ and $\nu_{a}$, represent Gaussian noise, with no correlation in time, but with potential correlation between the different noise variables at equal time. These noise variables can be decomposed as

$$
\begin{align*}
\eta_{i} & =-\sum_{a} u_{i a}-\sum_{a b} v_{i a b}-\sum_{k \neq i} x_{i k}+\sum_{k \neq i} x_{k i}+\sum_{a} y_{a i}+z_{i}, \\
\nu_{a} & =\sum_{i} u_{i a}+\sum_{i b} v_{i b a}-w_{a}-\sum_{i} y_{a i}, \tag{4.22}
\end{align*}
$$

where, broadly speaking, each term on the right-hand side represents one possible type of event in the microscopic model. For example, $u_{i a}$ relates to spontaneous infection of a susceptible individual of type $S_{i}$, resulting in a newly infective of type $I_{a}$. Similarly,
$v_{i a b}$ represents an event in which an individual of type $S_{i}$ is infected by an individual of type $I_{a}$, and the newly infected is of type $I_{b}$. The variable $w_{a}$ relates to a recovery event of an individual of type $I_{a}$, death of susceptible $S_{i}$ and simultaneous birth of susceptible $S_{k}$ is reflected by $x_{i k}$; death of an individual of type $I_{a}$ and simultaenous birth of susceptible $S_{i}$ is described by $y_{a i}$, and finally death of a recovered individual and simultaneous birth of susceptible $S_{i}$, by $z_{i}$. The signs on the right-hand-side in Eqs. (4.22) reflect the fact that each of these events may either increase or reduce the number of individuals of type $S_{i}$ and $I_{a}$, respectively.

Each of the noise variables on the right-hand-side of Eqs. (4.22) are uncorrelated in time, and they have no cross-correlations. Within the LNA their variances are set by the corresponding reaction rates at the deterministic fixed point, i.e. we have

$$
\begin{align*}
\left\langle u_{i a}(t) u_{i a}\left(t^{\prime}\right)\right\rangle & =\xi \chi_{i} q_{a} x_{i}^{\star} \delta\left(t-t^{\prime}\right), \\
\left\langle v_{i a b}(t) v_{i a b}\left(t^{\prime}\right)\right\rangle & =\beta_{a} \chi_{i} q_{b} x_{i}^{\star} I_{a}^{\star} \delta\left(t-t^{\prime}\right), \\
\left\langle w_{a}(t) w_{a}\left(t^{\prime}\right)\right\rangle & =\rho I_{a}^{\star} \delta\left(t-t^{\prime}\right), \\
\left\langle x_{i k}(t) x_{i k}\left(t^{\prime}\right)\right\rangle & =p_{k} \kappa x_{i}^{\star} \delta\left(t-t^{\prime}\right), \\
\left\langle y_{a i}(t) y_{a i}\left(t^{\prime}\right)\right\rangle & =p_{i} \kappa I_{a}^{\star} \delta\left(t-t^{\prime}\right), \\
\left\langle z_{i}(t) z_{i}\left(t^{\prime}\right)\right\rangle & =\left(1-S^{\star}-I^{\star}\right) p_{i} \kappa \delta\left(t-t^{\prime}\right) . \tag{4.23}
\end{align*}
$$

Using the shorthand introduced in Eqs. (15), we then find

$$
\begin{align*}
& \left\langle\eta_{i}(t) \eta_{j}\left(t^{\prime}\right)\right\rangle=-\kappa^{2}\left(\frac{1}{A_{i}}+\frac{1}{A_{j}}\right) p_{i} p_{j} \delta\left(t-t^{\prime}\right), \text { for } i \neq j, \\
& \left\langle\eta_{i}(t) \eta_{i}\left(t^{\prime}\right)\right\rangle=2 \kappa\left(1-\frac{\kappa p_{i}}{A_{i}}\right) p_{i} \delta\left(t-t^{\prime}\right), \\
& \left\langle\nu_{a}(t) \nu_{b}\left(t^{\prime}\right)\right\rangle=0, \text { for } a \neq b \\
& \left\langle\nu_{a}(t) \nu_{a}\left(t^{\prime}\right)\right\rangle=2 C \mathfrak{X}^{\star} q_{a} \delta\left(t-t^{\prime}\right), \\
& \left\langle\eta_{i}(t) \nu_{a}\left(t^{\prime}\right)\right\rangle=-\kappa C\left(\frac{\chi_{i}}{A_{i}}+\frac{\mathfrak{X}^{\star}}{D}\right) p_{i} q_{a} \delta\left(t-t^{\prime}\right), \tag{4.24}
\end{align*}
$$

which are needed for the computation of the PSDs.

### 4.8 Appendix B: Calculation of power spectra

We start from the result in Eqs. (4.14) in Section 4.4.2:

$$
\begin{align*}
& \widehat{S}(\omega)=\frac{1}{i \omega+\kappa}\left[-\frac{i \omega+D}{\bar{\beta}} \widehat{\mathcal{B}}+\frac{1}{\bar{\beta}} \sum_{a} \beta_{a} \widehat{\nu}_{a}+\sum_{i} \widehat{\eta}_{i}\right] \\
& \widehat{I}(\omega)=\frac{1}{i \omega+D}\left[\frac{i \omega+D}{\bar{\beta}} \widehat{\mathcal{B}}-\frac{1}{\bar{\beta}} \sum_{a} \beta_{a} \widehat{\nu}_{a}+\sum_{a} \widehat{\nu}_{a}\right] \\
& \widehat{\mathcal{X}}(\omega)=\frac{1}{\bar{\beta} C}\left[(i \omega+E) \widehat{\mathcal{B}}-\sum_{a} \beta_{a} \widehat{\nu}_{a}\right] \\
& \widehat{\mathcal{B}}(\omega)=\frac{\bar{\beta} C \sum_{i} \frac{\chi_{i} \widehat{\eta}_{i}}{i \omega+A_{i}}+\sum_{a} \beta_{a} \widehat{\nu}_{a}}{i \omega+E+\bar{\beta} C \kappa \sum_{i} \frac{\chi_{i}^{2} p_{i}}{A_{i}\left(i \omega+A_{i}\right)}} . \tag{4.25}
\end{align*}
$$

As an illustration let us now compute the power spectrum of $\widehat{\mathcal{B}}$. To keep equations manageable, we define

$$
\begin{align*}
f_{i}(\omega) & =\bar{\beta} C \frac{\chi_{i}}{\left(i \omega+A_{i}\right)}, \\
g(\omega) & =(i \omega+E)+\bar{\beta} C \kappa \sum_{i} \frac{\chi_{i}^{2} p_{i}}{A_{i}\left(i \omega+A_{i}\right)}, \tag{4.26}
\end{align*}
$$

and so we write the Fourier transform of $\tilde{\mathcal{B}}$ as

$$
\begin{equation*}
\widehat{\mathcal{B}}(\omega)=\frac{\sum_{i} f_{i} \widehat{\eta}_{i}+\sum_{a} \beta_{a} \widehat{\nu}_{a}}{g} \tag{4.27}
\end{equation*}
$$

where $f_{i}, \beta_{a}, \widehat{\eta}_{i}$ and $\widehat{\nu}_{a}$ are all functions of $\omega$. We then find

$$
\begin{align*}
\mathcal{P}_{\mathcal{B}}(\omega)= & \left\langle\left(\frac{\sum_{i} f_{i} \widehat{\eta}_{i}+\sum_{a} \beta_{a} \widehat{\nu}_{a}}{g}\right)\left(\frac{\sum_{i} f_{i}^{*} \widehat{\eta}_{i}+\sum_{a} \beta_{a} \widehat{\nu}_{a}}{g^{*}}\right)\right\rangle \\
= & \frac{1}{|g|^{2}}\left(\sum_{i, j} f_{i} f_{j}^{*}\left\langle\widehat{\eta}_{i} \widehat{\eta}_{j}\right\rangle+\sum_{i, b} f_{i} \beta_{b}\left\langle\widehat{\eta}_{i} \widehat{\nu}_{b}\right\rangle+\sum_{a, j} f_{j}^{*} \beta_{a}\left\langle\widehat{\eta}_{j} \widehat{\nu}_{a}\right\rangle+\sum_{a, b} \beta_{a} \beta_{b}\left\langle\widehat{\nu}_{a} \widehat{\nu}_{b}\right\rangle\right) \\
= & \frac{1}{|g|^{2}}\left(\sum_{i} f_{i} f_{i}^{*}\left\langle\widehat{\eta}_{i} \widehat{\eta}_{i}\right\rangle+\sum_{i} \sum_{j \neq i} f_{i} f_{j}^{*}\left\langle\widehat{\eta}_{i} \widehat{\eta}_{j}\right\rangle\right. \\
& \left.\quad+\sum_{i, b}\left(f_{i}+f_{i}^{*}\right) \beta_{b}\left\langle\widehat{\eta}_{i} \widehat{\nu}_{b}\right\rangle+\sum_{a} \beta_{a}^{2}\left\langle\widehat{\nu}_{a} \widehat{\nu}_{a}\right\rangle\right) \tag{4.28}
\end{align*}
$$

The notation $*$ denotes complex conjugation. Substituting the noise correlators from Eqs. (4.24),

$$
\begin{align*}
\mathcal{P}_{\mathcal{B}}(\omega)=\frac{1}{|g|^{2}}\left(2 \kappa \sum_{i}\right. & f_{i} f_{i}^{*} p_{i}-\kappa^{2} \sum_{i, j} f_{i} f_{j}^{*}\left(\frac{1}{A_{i}}+\frac{1}{A_{j}}\right) p_{i} p_{j} \\
& \left.-\bar{\beta} \kappa C \sum_{i}\left(f_{i}+f_{i}^{*}\right)\left(\frac{\chi_{i}}{A_{i}}+\frac{\phi^{\star}}{D}\right) p_{i}+2 \overline{\beta^{2}} C \phi^{\star}\right) \tag{4.29}
\end{align*}
$$

and, using Eq. (4.27), we find

$$
\begin{align*}
& \mathcal{P}_{\mathcal{B}}(\omega)=\frac{2 \phi^{\star} C}{|g|^{2}}\left(\overline{\beta^{2}}-\frac{\bar{\beta}^{2} C \kappa}{D} \sum_{i} \frac{\chi_{i} p_{i} A_{i}}{\omega^{2}+A_{i}^{2}}\right) \\
&-\frac{(\bar{\beta} C \kappa)^{2}}{|g|^{2}} \sum_{i, j} \frac{\chi_{i} p_{i} \chi_{j} p_{j}\left(A_{i}+A_{j}\right)\left(\omega^{2}+A_{i} A_{j}\right)}{A_{i} A_{j}\left(\omega^{2}+A_{i}^{2}\right)\left(\omega^{2}+A_{j}^{2}\right)}, \tag{4.30}
\end{align*}
$$

which is the PSD of $\mathcal{B}$, as also reported in Eq. (4.16) in the main text.
Following the same process, we can compute the PSD for the remaining quantities, $\mathfrak{X}, I$ and $S$. We do not report all details, but only the final results

$$
\begin{align*}
& \mathcal{P}_{\mathfrak{X}}(\omega)=\frac{1}{\bar{\beta}^{2} C}\left[2 \overline{\beta^{2}} \mathfrak{X}^{\star}+\left(\omega^{2}+E^{2}\right)\left(\frac{\mathcal{P}_{\mathcal{B}}}{C}-\frac{4 \overline{\beta^{2}} \mathfrak{X}^{\star}}{|g|^{2}}\right)\right] \\
& +\frac{2 \kappa}{\bar{\beta}|g|^{2}} \sum_{i} \frac{\chi_{i}^{2} p_{i}}{A_{i}\left(\omega^{2}+A_{i}^{2}\right)}\left[2 \mathfrak{X}^{\star} \overline{\beta^{2}}\left(\omega^{2}-E A_{i}\right)+\bar{\beta} A_{i}\left(\frac{A_{i} \mathfrak{X}^{\star}}{D \chi_{i}}+1\right)\left(\omega^{2}+E^{2}\right)\right] \\
& +\frac{2 \bar{\beta} C \kappa^{2}}{|g|^{2}} \sum_{i, j} \frac{\chi_{i}^{2} p_{i} \chi_{j}^{2} p_{j}\left[E\left(\omega^{2}+A_{i} A_{j}\right)+\omega^{2}\left(A_{j}-A_{i}\right)\right]}{A_{i} A_{j}\left(\omega^{2}+A_{i}^{2}\right)\left(\omega^{2}+A_{j}^{2}\right)}\left(\frac{A_{i} \mathfrak{X}^{\star}}{D \chi_{i}}+1\right), \\
& \mathcal{P}_{I}(\omega)=\frac{\mathcal{P}_{\mathcal{B}}}{\bar{\beta}^{2}}+\frac{4 C \mathfrak{X}^{\star}\left(\bar{\beta}^{2}-\overline{\beta^{2}}\right)\left(D E+\omega^{2}\right)}{|g|^{2} \bar{\beta}^{2}\left(\omega^{2}+D^{2}\right)} \\
& +\frac{4 \kappa C^{2} \mathfrak{X}^{\star}\left(\bar{\beta}^{2}-\overline{\beta^{2}}\right)}{\left(|g|^{2}\right)\left(\omega^{2}+D^{2}\right)(\bar{\beta})} \sum_{i} \frac{\chi_{i}^{2} p_{i}\left(D A_{i}-\omega^{2}\right)}{A_{i}\left(\omega^{2}+A_{i}^{2}\right)}, \\
& \mathcal{P}_{S}(\omega)=\frac{1}{\omega^{2}+\kappa^{2}}\left[\left(\frac{\omega^{2}+D^{2}}{\bar{\beta}^{2}}\right) \mathcal{P}_{\mathcal{B}}+2 \kappa\left(1-\kappa \sum_{i} \frac{p_{i}}{A_{i}}\right)-C \kappa\left(\frac{\mathfrak{X}^{\star}}{D}+\sum_{i} \frac{\chi_{i} p_{i}}{A_{i}}\right)\right] \\
& +\frac{2 C}{|g|^{2}\left(\omega^{2}+\kappa^{2}\right)}\left[-\frac{2 \mathfrak{X}^{\star} \overline{\beta^{2}}}{\bar{\beta}^{2}}+\kappa\left(\frac{\mathfrak{X}^{\star}}{D}+\sum_{i} \frac{\chi_{i} p_{i}}{A_{i}}\right)\right] \\
& {\left[D E+\omega^{2}-\frac{|g|^{2}}{2}+\bar{\beta} C \kappa \sum_{j} \frac{\chi_{j}^{2} p_{j}\left(D A_{j}-\omega^{2}\right)}{A_{j}\left(\omega^{2}+A_{j}^{2}\right)}\right]} \\
& +\frac{2 C \kappa}{|g|^{2}\left(\omega^{2}+\kappa^{2}\right)} \sum_{i} \frac{\chi_{i} p_{i}}{A_{i}\left(\omega^{2}+A_{i}^{2}\right)}\left[C\left(\frac{A_{i} \mathcal{X}^{\star}}{D}+\chi_{i}\right)-2 A_{i}\right. \\
& \left.+\kappa\left(1+A_{i} \sum_{k} \frac{p_{k}}{A_{k}}\right)\right]\left\{A_{i} D E+\omega^{2}\left(A_{i}+E-D\right)\right. \\
& \left.+\bar{\beta} C \kappa \sum_{j} \frac{\chi_{j}^{2} p_{j}\left[D\left(A_{i} A_{j}+\omega^{2}\right)+\omega^{2}\left(A_{j}-A_{i}\right)\right]}{A_{j}\left(\omega^{2}+A_{j}^{2}\right)}\right\} . \tag{4.31}
\end{align*}
$$

The power spectra of fluctuations for the individual subgroups of infectives and susceptibles are found as

$$
\begin{align*}
& \mathcal{P}_{x_{i}}(\omega)= \frac{1}{\omega^{2}+A_{i}^{2}}\left[\left(\frac{\kappa \chi_{i} p_{i}}{A_{i}}\right)^{2} \mathcal{P}_{\mathcal{B}}+2 \kappa\left(1-\frac{\kappa p_{i}}{A_{i}}\right) p_{i}\right] \\
&+\frac{2 \bar{\beta} C \kappa^{2} \chi_{i} p_{i}^{2}}{|g|^{2} A_{i}\left(\omega^{2}+A_{i}^{2}\right)}\left(E+\sum_{k} \frac{\bar{\beta} C \kappa \chi_{k}^{2} p_{k}}{\omega^{2}+A_{k}^{2}}\right) \\
& {\left[\frac{\mathfrak{X}^{\star}}{D}+\frac{\chi_{i}\left(\omega^{2}-A_{i}^{2}\right)}{A_{i}\left(\omega^{2}+A_{i}^{2}\right)}+\frac{\kappa}{A_{i}} \sum_{j} \frac{\chi_{j} p_{j}\left(A_{i}+A_{j}\right)}{\omega^{2}+A_{j}^{2}}\right] } \\
&+\frac{2 \bar{\beta} C \kappa^{2} \chi_{i} p_{i}^{2} \omega^{2}}{|g|^{2} A_{i}\left(\omega^{2}+A_{i}^{2}\right)}\left(1-\sum_{k} \frac{\bar{\beta} C \kappa \chi_{k}^{2} p_{k}}{A_{k}\left(\omega^{2}+A_{k}^{2}\right)}\right) \\
& {\left[\frac{2 \chi_{i}}{\omega^{2}+A_{i}^{2}}-\frac{\kappa}{A_{i}} \sum_{j} \frac{\chi_{j} p_{j}\left(A_{i}+A_{j}\right)}{A_{j}\left(\omega^{2}+A_{j}^{2}\right)}\right], }  \tag{4.32}\\
& \mathcal{P}_{y_{a}}(\omega)= q_{a}^{2} \mathcal{P}_{I}+\frac{2 C \mathfrak{X}^{\star} q_{a}\left(1-q_{a}\right)}{\omega^{2}+D^{2}} . \tag{4.33}
\end{align*}
$$

### 4.9 Appendix C: Phase Lag

In order to explore the the phase lag we use the so-called complex coherence function, $\mathcal{C C} \mathcal{F}_{i j}$, between subgroups $i$ and $j$, defined as

$$
\begin{equation*}
\operatorname{CCF}_{i j}(\omega)=\frac{\left\langle\widehat{x}_{i} \widehat{x}_{j}^{*}\right\rangle}{\sqrt{\left\langle\widehat{x}_{i} \widehat{x}_{i}^{*}\right\rangle\left\langle\widehat{x}_{j} \widehat{x}_{j}^{*}\right\rangle}}=\frac{\mathcal{P}_{x_{i} x_{j}}}{\sqrt{\mathcal{P}_{x_{i}} \mathcal{P}_{x_{j}}}}, \tag{4.34}
\end{equation*}
$$

where $\widehat{x}_{i}$ and $\mathcal{P}$ are functions of $\omega$.
For $i \neq j$ this is in general a complex-valued function (of $\omega$ ). The argument of $\mathcal{C C} \mathcal{F}_{i j}$, given by

$$
\begin{equation*}
\mathfrak{L}_{x_{i} x_{j}}(\omega)=\tan ^{-1} \frac{\operatorname{Im} \mathcal{C C} \mathcal{F}_{i j}(\omega)}{\operatorname{Re} \mathcal{C C} \mathcal{F}_{i j}(\omega)}=\tan ^{-1} \frac{\operatorname{Im} \mathcal{P}_{x_{i} x_{j}}(\omega)}{\operatorname{Re} \mathcal{P}_{x_{i} x_{j}}(\omega)}, \tag{4.35}
\end{equation*}
$$

is known as the phase spectrum; it describes the phase-lag between the time series $x_{i}(t)$ and $x_{j}(t)$ [61].

The cross spectra of the population in the susceptible classes normalized with respect to the total population $\left(x_{i}=n_{i} / N\right)$ is given by

$$
\begin{equation*}
\mathcal{P}_{x_{i} x_{j}}(\omega)=\left\langle\widehat{x}_{i} \widehat{x}_{j}^{*}\right\rangle=\left\langle\left(\frac{-\chi_{i} x_{i}^{\star} \widehat{\mathcal{B}}+\widehat{\eta}_{i}}{i \omega+A_{i}}\right)\left(\frac{-\chi_{j} x_{j}^{\star} \widehat{\mathcal{B}}^{*}+\widehat{\eta}_{j}}{-i \omega+A_{j}}\right)\right\rangle . \tag{4.36}
\end{equation*}
$$

This can be written as

$$
\begin{align*}
& \mathcal{P}_{x_{i} x_{j}}(\omega)=\frac{\left(\omega^{2}+A_{i} A_{j}\right) \mathcal{W}_{i j}-\omega\left(A_{i}-A_{j}\right) \mathcal{U}_{i j}}{\left(\omega^{2}+A_{i}^{2}\right)\left(\omega^{2}+A_{j}^{2}\right)} \\
&+i \frac{\left(\omega^{2}+A_{i} A_{j}\right) \mathcal{U}_{i j}+\omega\left(A_{i}-A_{j}\right) \mathcal{W}_{i j}}{\left(\omega^{2}+A_{i}^{2}\right)\left(\omega^{2}+A_{j}^{2}\right)} \tag{4.37}
\end{align*}
$$

where we introduced the notation

$$
\begin{align*}
\mathcal{U}_{i j}(\omega) & =\chi_{j} x_{j}^{\star} \operatorname{Im}\left\langle\widehat{\eta}_{i} \hat{\mathcal{B}}\right\rangle-\chi_{i} x_{i}^{\star} \operatorname{Im}\left\langle\widehat{\eta}_{j} \hat{\mathcal{B}}\right\rangle, \\
\mathcal{W}_{i j}(\omega) & =\left(\chi_{i} \chi_{j} x_{i}^{\star} x_{j}^{\star}\right) \mathcal{P}_{\mathcal{B}}+\left\langle\widehat{\eta}_{i} \widehat{\eta}_{j}\right\rangle-\chi_{j} x_{j}^{\star} \operatorname{Re}\left\langle\widehat{\eta}_{i} \widehat{\mathcal{B}}\right\rangle-\chi_{i} x_{i}^{\star} \operatorname{Re}\left\langle\widehat{\eta}_{j} \widehat{\mathcal{B}}\right\rangle . \tag{4.38}
\end{align*}
$$

From these we obtain the phase lag as

$$
\begin{equation*}
\mathfrak{L}_{x_{i} x_{j}}(\omega)=\tan ^{-1} \frac{\omega\left(A_{i}-A_{j}\right) \mathcal{W}_{i j}+\left(\omega^{2}+A_{i} A_{j}\right) \mathcal{U}_{i j}}{\left(\omega^{2}+A_{i} A_{j}\right) \mathcal{W}_{i j}-\omega\left(A_{i}-A_{j}\right) \mathcal{U}_{i j}}, \tag{4.39}
\end{equation*}
$$

which yields the theoretical lines in Fig. 4.9a.
To explore the phase lag between the susceptible subgroups when normalized by the total susceptible population $\left(x_{i}^{\prime}=n_{i} / N S\right)$, we first need to compute the cross-spectra of the renormalized signals $\mathcal{P}_{x_{i}^{\prime} x_{j}^{\prime}}(\omega)$. As in Section 4.4.1, we start from the ansatz

$$
\begin{equation*}
\frac{n_{i}}{N S}=x_{i}^{\prime}+\frac{1}{\sqrt{N}} \tilde{x}_{i}^{\prime} . \tag{4.40}
\end{equation*}
$$

We then have

$$
\begin{equation*}
\frac{n_{i}}{N S}=\frac{n_{i} / N}{S}=\frac{x_{i}+\frac{1}{\sqrt{N}} \tilde{x}_{i}}{S+\frac{1}{\sqrt{N}} \tilde{S}} \equiv x_{i}^{\prime}+\frac{1}{\sqrt{N}} \tilde{x}_{i}^{\prime} \tag{4.41}
\end{equation*}
$$

and so (after expanding in $1 / \sqrt{N}$ )

$$
\begin{equation*}
\tilde{x}_{i}^{\prime}=\frac{S^{\star} \tilde{x}_{i}-x_{i}^{\star} \tilde{S}}{\left(S^{\star}\right)^{2}} \tag{4.42}
\end{equation*}
$$

In Fourier space this turns into

$$
\begin{equation*}
\widehat{x}_{i}^{\prime}=\frac{S^{\star} \widehat{x}_{i}-x_{i}^{\star} \widehat{S}}{\left(S^{\star}\right)^{2}} \tag{4.43}
\end{equation*}
$$

For the cross spectra we then find

$$
\begin{equation*}
\mathcal{P}_{x_{i}^{\prime} x_{j}^{\prime}}(\omega)=\left\langle\widehat{x}_{i}^{\prime} \widehat{x}_{j}^{\prime *}\right\rangle=\left\langle\frac{\left(S^{\star} \widehat{x}_{i}-x_{i}^{\star} \widehat{S}\right)\left(S^{\star} \widehat{x}_{j}^{*}-x_{j}^{\star} \widehat{S}^{*}\right)}{\left(S^{\star}\right)^{4}}\right\rangle, \tag{4.44}
\end{equation*}
$$

which can be rewritten as

$$
\begin{align*}
\mathcal{P}_{x_{i}^{\prime} x_{j}^{\prime}}(\omega)=\frac{1}{\left(S^{\star}\right)^{3}}\left(S^{\star} \operatorname{Re}\left[\mathcal{P}_{x_{i} x_{j}}\right]\right. & \left.+\frac{\kappa^{2} p_{i} p_{j}}{S^{\star} A_{i} A_{j}} \mathcal{P}_{S}-\frac{Y_{i j R}+Y_{j i R}}{\bar{\beta}\left(\omega^{2}+\kappa^{2}\right)}\right) \\
& +\frac{i}{\left(S^{\star}\right)^{3}}\left(S^{\star} \operatorname{Im}\left[\mathcal{P}_{x_{i} x_{j}}\right]-\frac{Y_{i j I}-Y_{j i I}}{\bar{\beta}\left(\omega^{2}+\kappa^{2}\right)}\right) . \tag{4.45}
\end{align*}
$$

We have introduced the notation $Y_{i j R}=\operatorname{Re}\left[Y_{i j}\right]$ and $Y_{i j I}=\operatorname{Im}\left[Y_{i j}\right]$ with

$$
\begin{array}{r}
Y_{i j}(\omega)=\frac{\left(\omega^{2}+i \omega\left(\kappa-A_{j}\right)+\kappa A_{j}\right) \kappa p_{i}}{\left(\omega^{2}+A_{j}^{2}\right) A_{i}}\left\{\frac { \kappa \chi _ { j } p _ { j } } { A _ { j } } \left(D \mathcal{P}_{\mathcal{B}}-\sum_{a} \beta_{a} \operatorname{Re}\left\langle\widehat{\nu}_{a} \hat{\mathcal{B}}\right\rangle\right.\right. \\
\left.-\bar{\beta} \sum_{k} \operatorname{Re}\left\langle\widehat{\eta_{k}} \widehat{\mathcal{B}}\right\rangle\right) \omega \operatorname{Im}\left\langle\widehat{\eta}_{j} \widehat{\mathcal{B}}\right\rangle-D \operatorname{Re}\left\langle\widehat{\eta_{j}} \hat{\mathcal{B}}\right\rangle \\
\left.-\kappa \bar{\beta} p_{j}\left[C\left(\frac{\chi_{j}}{A_{j}}+\frac{\mathfrak{\mathcal { X }}^{\star}}{D}\right)-2+\frac{\kappa}{A_{j}}+\kappa \sum_{k}\left(\frac{p_{k}}{A_{k}}\right)\right]\right\} \\
+i \frac{\left[\omega^{2}+i \omega\left(\kappa-A_{j}\right)+\kappa A_{j}\right] \kappa p_{i}}{\left(\omega^{2}+A_{j}^{2}\right) A_{i}} \\
{\left[\frac{\kappa \chi_{j} p_{j}}{A_{j}}\left(\omega \mathcal{P}_{\mathcal{B}}+\sum_{a} \beta_{a} \operatorname{Im}\left\langle\widehat{\nu}_{a} \hat{\mathcal{B}}\right\rangle+\bar{\beta} \sum_{k} \operatorname{Im}\left\langle\widehat{\eta_{k}} \hat{\mathcal{B}}\right\rangle\right)\right.} \\
\left.-\omega \operatorname{Re}\left\langle\widehat{\eta}_{j} \hat{\mathcal{B}}\right\rangle-D \operatorname{Im}\left\langle\widehat{\eta}_{j} \hat{\mathcal{B}}\right\rangle\right] . \tag{4.46}
\end{array}
$$

From these, we can find the phase-lag as

$$
\begin{equation*}
\mathfrak{L}_{x_{i}^{\prime} x_{j}^{\prime}}(\omega)=\tan ^{-1} \frac{S^{\star} \operatorname{Im}\left[\mathcal{P}_{x_{i} x_{j}}\right]-\frac{Y_{i j I}-Y_{j i I}}{\bar{\beta}\left(\omega^{2}+\kappa^{2}\right)}}{S^{\star} \operatorname{Re}\left[\mathcal{P}_{x_{i} x_{j}}\right]+\frac{\kappa^{2} p_{i} p_{j}}{S^{\star} A_{i} A_{j}} \mathcal{P}_{S}-\frac{Y_{i j R}+Y_{j i R}}{\bar{\beta}\left(\omega^{2}+\kappa^{2}\right)}} . \tag{4.47}
\end{equation*}
$$

This expression was used to obtain the analytical predictions shown in Fig. 4.9b.

### 4.10 Appendix D: Table of Symbols

|  |  | Meaning | Defined in Eqs. |
| :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { na } \\ & 0 \\ & 0 \\ & \vdots \\ & \vdots \\ & 0 \end{aligned}$ | $N$ | Total population size. |  |
|  | K | Number of susceptible subgroups. |  |
|  | M | Number of infective subgroups. |  |
|  | $S_{i}$ | Susceptible subgroup $i$. |  |
|  | $I_{a}$ | Infective subgroup $a$. |  |
|  | $n_{i}$ | Number of individuals of type $S_{i}$. |  |
|  | $m_{a}$ | Number of individuals in class $I_{a}$. |  |
|  | $p_{i}$ | Probability of being assigned a susceptibility $\chi_{i}$ at birth. |  |
|  | $q_{a}$ | Probability of being assigned an infectiousness $\beta_{a}$ upon infection. |  |
|  | $\chi_{i}$ | Susceptibility of subgroup $i$. |  |
|  | $\beta_{a}$ | Infectiousness of subgroup $a$. |  |
|  | $\rho$ | Recovery rate. |  |
|  | $\kappa$ | Death/birth rate. |  |
|  | $\xi$ | Spontaneous infection rate. |  |
|  | $\bar{\chi}$ | Mean susceptibility at birth. | (2) |
|  | $\mathfrak{X}$ | Aggregate susceptibility of the population. | (2) |
|  | $\bar{\beta}$ | Mean infectiousness upon infection. | (3) |
|  | $\mathcal{B}$ | Total 'infective power' in the population. | (3) |
|  | $x_{i}$ | Fraction of susceptible individuals in subgroup $i$ in the limit of infinite system size. |  |
|  | $y_{a}$ | Fraction of infected individuals in subgroup $a$ in the limit of infinite system size. |  |
|  | $S$ | Total density of susceptible individuals in the population. | (5) |
|  | I | Total density of infective individuals in the population. | (5) |
|  | $\mathfrak{X}_{n}$ | Nth moment of the aggregate susceptibility. |  |
|  | $\overline{\chi^{n}}$ | Nth moment of susceptibilities at birth. |  |
|  | $A_{i}, C, D, E$ | Notation introduced to simplify equations. | (15) |
|  | $\mathcal{P}_{z}$ | Power spectral density of $z$. | (16) |
|  | $g$ | Notation introduced to simplify equations. | (17) |
|  | $\underline{\omega_{d}}$ | Dominant cycle frequency. | (18) |
|  | $\overline{\beta^{2}}$ | Second moment of the infectiousness assigned upon infection. | (19) |
|  | $\mathbb{S}$ | Sharpness of the PSD. | (20) |
|  | $\mathcal{L}_{z_{1} z_{2}}$ | Phase lag between signals $z_{1}$ and $z_{2}$. | (21) |

\begin{tabular}{|c|c|c|c|}
\hline \& \& Meaning \& Defined in Eqs. <br>
\hline 告 \& $\bar{\chi}$
$\dot{x}$
$x^{\star}$
$\tilde{x}$

$\widehat{x}$

$x^{*}$ \& | Expected value at birth or upon infection. Deterministic evolution (time derivative). Deterministic fixed point. |
| :--- |
| Stochastic fluctuations about the deterministic fixed point. |
| Fourier transform with respect to time. Complex conjugate. | \& \[

$$
\begin{aligned}
& (2),(3) \\
& (4),(6),(7) \\
& (9),(10) \\
& (11),(12) \\
& (13),(14)
\end{aligned}
$$
\] <br>

\hline
\end{tabular}
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#### Abstract

We study a variant of the voter model with multiple opinions; individuals can imitate each other and also change their opinion randomly in mutation events. We focus on the case of a population with all-to-all interaction. A noise-driven transition between regimes with multi-modal and unimodal stationary distributions is observed. In the former, the population is mostly in consensus states; in the latter opinions are mixed. We derive an effective death-birth process, describing the dynamics from the perspective of one of the opinions, and use it to analytically compute marginals of the stationary distribution. These calculations are exact for models with homogeneous imitation and mutation rates, and an approximation if rates are heterogeneous. Our approach can be used to characterize the noise-driven transition and to obtain mean switching times between consensus states.


### 5.1 Introduction

The Voter Model (VM) was initially introduced as a model for spatial conflict [1, 2]. In its most basic variant, the model describes a population of voters with pairwise interactions. Each individual can be in one of two states. In an interaction, one individual copies the state of another. If the population is finite, this process continues until all individuals have reached the same state; no further dynamics are then possible.

This model has been studied in the context of different applications. For example, variants of the VM have been used to describe autocatalytic reactions [3], herding in financial markets [4], opinion dynamics [5], and the evolution of language [5, 6]. In the context of biological evolution, the VM is closely related to the Moran process with neutral selection [7]. In each of these applications the states an individual can take represent different properties. They can be opinions on a given issue, trading behaviors in a model of a financial market, or different species in a biological context.

Although the models used in these applications share common characteristics, different research communities have focused on different aspects of the VM and its applications. For the purpose of opinion dynamics, for example, one may be interested in whether or not a population of agents reaches consensus and, if they do, how long
this takes. In economics one may ask how copying of trading behaviour leads to herding, and in the context of linguistics one might be interested in understanding how features of languages spread and organise in space [8]. Applications of the VM include the use to model actual elections [9].

The VM is also of interest from a point of view of statistical mechanics. The model is similar to spin models in traditional statistical physics, except that it is defined dynamically and not through an energy function. As such, the VM has become one of the most studied models of non-equilibrium statistical physics. The two-state VM in two dimensions has been shown to exhibit logarithmic coarsening [10]. This is in contrast for example with Glauber dynamics for the Ising model, in which coarsening is driven by surface tension and growth laws are algebraic. Multi-state voter models, on the other hand, can show algebraic coarsening [11]. The traditional VM presents an interesting class of dynamics, with two absorbing states and $\mathbb{Z}_{2}$-symmetry. It has been shown to define its own universality class [10, 12], and field theories have been devised to study its critical point [13]. A further aspect attracting attention in the physics community has been the coupled dynamics of the voter model and interaction networks between agents. Such co-evolutionary processes have, been shown to lead to fragmentation transitions $[14,15]$, enriching the number and nature of the absorbing states of the VM.

One interesting variant in the class of voter dynamics is the so-called 'noisy voter model' [7]. The terminology might at first sound surprising - the process of opinion changes through interaction in the original VM is already stochastic. However, it allows for absorbing states, in which no further dynamics can occur.

What is meant by the term 'noisy' in this context is that, in addition to the interaction with other individuals, random changes of opinion can occur; they do not require interaction with another agent, and are sometimes also described as 'mutations'. These random changes drive the system away from consensus; there are no absorbing states.

As a consequence, two effects compete in the noisy voter model: a drive towards consensus through interaction, and spontaneous opinion changes promoting coexistence. This leads to a transition between a regime in which the system is mostly ordered (i.e., all agents are of the same opinion), and another regime in which both opinions are
represented in the system. This phenomenon is known as 'noise-induced bistability' and has been investigated in the context of autocatalytic reactions, surface-reaction models, decision making of insects, and biochemical reactions [16-22]. Recently, transitions of this type have also been studied in noisy voter models on complex networks [23-25].

Most of the existing work on models of this type focuses on the case in which individuals can take two different states; the transition is then between a phase in which the stationary distribution of individuals is unimodal and another in which it is bimodal; hence the term 'noise-induced bistability'.

The aim of the present work is to generalise the model to the case of multiple opinion states. In the absence of mutation there are then multiple absorbing states. As we demonstrate, the inclusion of spontaneous state changes leads to noise-induced multi-stability. We investigate this numerically and analytically. To do this, we compute marginals of the stationary distribution of the model, as well as switching times between the different consensus states. Our analysis focuses on the case of a 'mean-field' geometry, that is, a population in which all pairs of individuals can interact at all times.

The remainder of the paper is organized as follows. In Sec. 5.2 we define the model and introduce the general notation. In Sec. 5.3 we derive an effective master equation for the dynamics of a single species and use it to describe marginals of the stationary distribution of the multi-species model; closed-form analytical expressions are obtained. This approach is exact if all species have the same imitation and mutation rates, and an approximation otherwise. We also estimate switching times between different consensus states. Sec. 5.4 focuses on the model with homogeneous imitation and mutation rates. We obtain analytical predictions for its phase diagram and test these predictions against simulations. In Sec. 5.5 we carry out a similar analysis for a multi-state model with heterogeneous rates. Sec. 5.6 contains a discussion of our results and an outlook on future work.

### 5.2 Definition of the model and noise-induced multi-stability

### 5.2.1 Model definition and notation

We consider a population of $N$ individuals; each can be of one of $m$ types ( $m \in \mathbb{N}$ ). In the context of social dynamics these would represent different opinions; in evolutionary biology they may stand for different species. Our aim is not to study a specific application, but the general structure that emerges from multi-state noisy voter models; we will therefore use the terms opinions, species and types interchangeably.

The population is unstructured, that is, any individual can interact with any other member of the population at all times. We write $n_{i}$ for the number of individuals of species $i$, where $i \in\{1, \ldots, m\}$; these variables vary as the population evolves. At each time the state of the system is fully specified by the vector $\mathbf{n}=\left(n_{1}, \ldots, n_{m}\right)$. The size of the population is constant, i.e., we have $\sum_{i=1}^{m} n_{i}=N$ at all times; the state space is a simplex in $m$-dimensions.

The dynamics of the model are defined by the following imitation and mutation reactions:

$$
\begin{array}{r}
X_{i}+X_{j} \xrightarrow{r_{j i}} 2 X_{i} \\
X_{j} \xrightarrow{\epsilon_{j i}} X_{i} . \tag{5.1}
\end{array}
$$

The notation $X_{i}$ represents an individual of species $i$, and the first reaction describes the process in which an individual of opinion $j$ imitates an individual of opinion $i$. We write $r_{j i}$ for the corresponding imitation rate; the exact interpretation of these coefficients will be made more precise below in Eq. (5.3). In the context of evolutionary dynamics reactions of this type represent a death-birth event: an individual of type $j$ dies, and is replaced by the offspring of an individual of species $i$. This offspring is also of type $i$. To keep the model general, we allow this rate to depend on both species involved, $j$ and $i$.

The second reaction in Eq. (5.1) describes spontaneous changes of opinion, i.e., an individual of type $j$ turns into an individual of type $i$. The rate with which this process occurs is $\varepsilon_{j i}$, where we again include possible dependence on $j$ and $i$. In the context of population dynamics it may be more realistic to incorporate mutation in
the reproduction events; that is, one could consider models in which the offspring of an individual does not necessarily belong to the same species as the parent. The effect of both ways of introducing random state changes is similar though: they allow departure from states in which the entire population is made up of individuals of one single species. We will refer to instances of the second process in Eq. (5.1) as 'mutation events'.

The dynamics are defined in continuous time, and can be described by the master equation

$$
\begin{equation*}
\partial_{t} P(\mathbf{n}, t)=\sum_{i=1}^{m} \sum_{j=1}^{m}\left(\mathcal{E}_{i}^{-1} \mathcal{E}_{j}-1\right)\left[T_{j \rightarrow i}(\mathbf{n}) P(\mathbf{n}, t)\right] \tag{5.2}
\end{equation*}
$$

where $P(\mathbf{n}, t)$ is the probability of finding the population in state $\mathbf{n}$ at time $t$. We have written $\mathcal{E}_{i}$ for the creation operator for individuals of species $i$; it is defined by its action $\mathcal{E}_{i} f\left(n_{1}, \ldots, n_{i}, \ldots, n_{m}\right)=f\left(n_{1}, \ldots, n_{i}+1, \ldots, n_{m}\right)$ on functions $f(\mathbf{n})$ of the state of the population. The quantity $T_{j \rightarrow i}(\mathbf{n})$ is the rate with which individuals of type $j$ are converted into individuals of type $i$ if the system is currently in state $\mathbf{n}$; these rates are given by

$$
\begin{equation*}
T_{j \rightarrow i}(\mathbf{n})=r_{j i} \frac{n_{i} n_{j}}{N}+\epsilon_{j i} n_{j} . \tag{5.3}
\end{equation*}
$$

We note that this is the overall rate for such events in the population, and not a per capita rate. As it is common practice, the scaling with the population size, $N$, is such that $T_{j \rightarrow i}=\mathcal{O}(N)$. This ensures that $\mathcal{O}(N)$ events occur per unit time; in other words, time is measured in generations, rather than individual events.

Among the states of the population there are states of complete consensus, in the language of opinion dynamics. This is the case when $n_{i}=N$ for one opinion $i$, and $n_{j}=0$ for all $j \neq i$. In the context of evolutionary dynamics these are monomorphic states; one species has taken over the entire population. These consensus states are not absorbing when mutation rates $\varepsilon_{j i}$ are non-zero. As we will discuss next, it is the interplay between imitation, mutation and the associated intrinsic noise that generates the interesting behaviour of the model.

### 5.2.2 Noise-induced multistability

Simulations of the model can be carried out efficiently using the standard Gillespie algorithm [26, 27]. Different types of outcomes are illustrated in Fig. 5.1. We show the


Figure 5.1: Sample trajectories and stationary distribution. Panels (a), (b), (d) and (e) show single realizations of the model dynamics; the distributions in panels (c) and (f) are from an average over many realizations. Panels (a) and (d) are for $m=2$; (b) and (e) for $m=5$; (c) and (f) for $m=3$. The upper panels (a)-(c) are for a population size of $N=50$; the system is frequently in states of full consensus. In the lower panels (d)-(f) $N=500$, and diversity of opinions is observed; states of consensus are rarely visited. The imitation and mutation rates are uniform across species; we use $r=1$ and $\varepsilon=10^{-2} /(m-1)$.
time evolution of the fraction of individuals in each species, $x_{i}=n_{i} / N$, in individual simulations of models with $m=2$ and $m=5$ species. In panels (a)-(c) the population is of size $N=50$, and the population is seen to visit states of complete consensus relatively frequently. These are not permanent; instead, the population switches between different consensus states. In panels (d)-(f) the population size is $N=500$. Consensus may occasionally be reached, but other than that the system is mostly found in states of diversity, where different opinions are represented at fluctuating frequencies. Panels (c) and (f) show the multi-modal and unimodal stationary distributions for a model with $m=3$.

### 5.3 Reduction to effective single-opinion dynamics

We proceed to characterise the multi-state noisy VM analytically. To do this, we first derive an effective death-birth process for the individuals of a particular species. We then study the shape of the stationary distribution resulting from these effective dynamics. We also use the single-species dynamics to obtain information about typical switching times between consensus states.

### 5.3.1 Effective single-species master equation

We focus on a particular species $i$ and the dynamics of the number of individuals $n_{i}$ of this species. Events in the population dynamics convert individuals of one species into individuals of another. Many of these events will not involve species $i$, and are therefore not relevant for the effective dynamics of species $i$. In the following, we only consider events which either increase or decrease $n_{i}$.

The overall rate with which individuals are converted to species $i$ is

$$
\begin{equation*}
T_{i}^{+}(\mathbf{n}) \equiv \sum_{j \neq i} T_{j \rightarrow i}(\mathbf{n}), \tag{5.4}
\end{equation*}
$$

where $T_{j \rightarrow i}(\mathbf{n})$ is the conversion rate from $j$ to $i$, as defined in Eq. (5.3). Similarly, the rate with which individuals of species $i$ are converted into any other type is

$$
\begin{equation*}
T_{i}^{-}(\mathbf{n}) \equiv \sum_{j \neq i} T_{i \rightarrow j}(\mathbf{n}) \tag{5.5}
\end{equation*}
$$

We note that these rates are in general not specified by $n_{i}$ alone; instead they depend on the entire state vector $\mathbf{n}$. The rates in Eqs. (5.4) and (5.5) by themselves, therefore, do not describe a well-defined stochastic process for species $i$.

Inserting the definitions from Eq. (5.3) into the expressions in Eqs. (5.4) and (5.5), one finds

$$
\begin{align*}
T_{i}^{+}(\mathbf{n}) & =\sum_{j \neq i}\left(r_{j i} \frac{n_{i} n_{j}}{N}+\varepsilon_{j i} n_{j}\right), \\
T_{i}^{-}(\mathbf{n}) & =\sum_{j \neq i}\left(r_{i j} \frac{n_{i} n_{j}}{N}+\varepsilon_{i j} n_{i}\right) . \tag{5.6}
\end{align*}
$$

Our analysis in following sections is based on the assumption that we can formulate a closed death-birth process for species $i$, with birth and death rates $T_{i}^{ \pm}\left(n_{i}\right)$, dependent only on $n_{i}$. As we will describe below, an exact description of this form can be obtained for the case of homogeneous rates across opinions (see Sec. 5.4). If the imitation or mutation rates are heterogeneous this approach constitutes an approximation (see Sec. 5.5).

### 5.3.2 Stationary distribution for individual opinions

At long times the $m$-species distribution $P(\mathbf{n}, t)$ becomes time-independent; we write $P_{\text {st }}(\mathbf{n})$ for the stationary distribution. In principle, this stationary distribution can be
obtained from the linear set of equations for $P_{\mathrm{st}}$, obtained by setting the right-hand side of the master equation (5.2) to zero. In practice, it is very difficult to evaluate this analytically. However, as we will describe next, we can obtain the marginal distributions $P_{i}\left(n_{i}\right)=\sum_{\mathbf{n}_{-i}} P_{\text {st }}(\mathbf{n})$ in some cases; the notation $\sum_{\mathbf{n}_{-i}} \ldots$ in this expression indicates a sum over all variables $n_{1}, \ldots, n_{m}$, except $n_{i}$.

We assume that we can formulate a closed death-birth process for species $i$, with birth and death rates $T_{i}^{ \pm}\left(n_{i}\right)$. The stationary distribution of this process, is then the marginal $P_{i}$, and it is given by

$$
\begin{equation*}
P_{i}\left(n_{i}\right)=\frac{\prod_{k=1}^{n_{i}} \frac{T_{i}^{+}(k-1)}{T_{i}^{-}(k)}}{1+\sum_{k=1}^{N} \prod_{\ell=1}^{k} \frac{T_{i}^{+}(\ell-1)}{T_{i}^{-}(\ell)}} . \tag{5.7}
\end{equation*}
$$

This expression for the marginal stationary distribution can be obtained by standard methods from the backward master equation (see for example [28, 29]). We will test these predictions against simulations for the homogeneous and heterogeneous noisy voter models in Sections 5.4 and 5.5. In the figures and in Appendix 5.7 we express the marginals of the stationary distribution in terms of $x_{i}=n_{i} / N$; we then use the notation $\mathcal{P}_{i}\left(x_{i}\right)$.

### 5.3.3 Noise-induced transition

As discussed above, noisy voter models show a transition between parameter ranges with unimodal and multi-modal stationary distributions. This transition is noise induced, and occurs as the system size is varied. As a consequence, it is useful to identify a critical population size $N_{c}$ which separates the two types of outcomes. In the case of only two species $(m=2)$ this is particularly straightforward, as there exists a population size for which the stationary distribution becomes flat. This population size has been used to define the transition point in refs. [20, 21]; see also [23].

In the multi-state case $(m>2)$ the situation is more complicated; the marginal distributions for the $\left\{x_{i}\right\}$ do not assume a flat shape for any population size, as we will discuss below. In order to characterise the transition, we therefore consider the shape of the distribution $P_{i}\left(n_{i}\right)$ at the left and right boundaries of phase space, i.e., near $n_{i}=0$ and $n_{i}=N$, respectively. Specifically we find the population sizes $N_{L}$ and $N_{R}$ for which $P_{i}(0)=P_{i}(1)$ and $P_{i}(N-1)=P_{i}(N)$, respectively. These can be used
to separate the unimodal and multi-modal regimes. We will discuss this in more detail for the homogeneous and heterogeneous multi-state models in Secs. 5.4 and 5.5.

### 5.3.4 Switching times between states of consensus

The system is said to have reached consensus on opinion $i$ if $n_{i}=N$, implying $n_{j}=0$ for all $j \neq i$. We refer to this as consensus state $i$. If the population is not in a consensus state, then at least two of the $n_{j}$ are non-zero, i.e., several opinions are represented in the population; we call these situations mixed states. As shown in Fig. 5.1, the system can transition between consensus states, with intermediate periods in mixed states. We will refer to this as 'switching' between consensus states, and we proceed to calculate the typical time between such switches.

In order to define switching times, we first introduce the concept of an 'arrival' at a consensus state. We say that an arrival at consensus state $i$ occurs at time $t$ if the system transitions from a mixed state into consensus state $i$ at time $t$, and if the last consensus state the population visited before $t$ was not $i$. This is illustrated in Fig. 5.2.

We define the mean switching time $\tau$ as the average time that elapses between two subsequent arrivals. By definition, these arrivals are at two different consensus states. This is again illustrated in Fig. 5.2. The quantity $\tau^{-1}$ is the mean number of arrivals per unit time.

In order to compute $\tau$, we generalized the procedure used in ref. [21]. First, we consider the mean time it takes a single species $j$ to reach state $n_{j}=N$ starting from


Figure 5.2: Illustration of the concepts of arrival and switching time. We show the time line of a model with $m \geq 4$ opinion states. Times at which the system reaches a consensus state are marked above the time axis by circled numbers. Times during which the system resides at a consensus state are indicated as filled bars on the time axis. Between these times the population is in mixed states. Arrivals at a new consensus state, as defined in the text, are marked by stars below the time axis. The switching time $\tau$ is the mean time between subsequent arrivals at new consensus states.
$n_{j}=0$; we denote this time by $t_{j}^{0 \rightarrow N}$. This is a standard hitting-time problem, and we find $[29,30]$

$$
\begin{equation*}
t_{j}^{0 \rightarrow N}=\sum_{k=0}^{N-1} \sum_{\ell=0}^{k} \frac{1}{T_{j}^{+}(\ell)} \prod_{\ell^{\prime}=\ell+1}^{k} \frac{T_{j}^{-}\left(\ell^{\prime}\right)}{T_{j}^{+}\left(\ell^{\prime}\right)} \tag{5.8}
\end{equation*}
$$

To proceed, we now assume that the population is currently in consensus state $i$. The mean time it takes any of the species $j \neq i$ to reach the state $n_{j}=N$ is then given by $t_{j}^{0 \rightarrow N}$. This expression is exact, provided closed-form processes can be formulated for the individual species.

To be able to describe the switching time of the multi-state model, we now treat the processes for each of the species $j \neq i$ as independent. We associate each process with a 'clock', and say that the clock for species $j$ 'ticks' when $n_{j}=N$. We assume that the rate with which this happens is constant in time for each process, and given by $1 / t_{j}^{0 \rightarrow N}$. This is an approximation. First, due to the coupling of the different species, the processes for the different types $j$ are in general not independent. Second, the distribution of waiting times until state $n_{j}=N$ is reached is not exponential for one-step Markov processes of the type above; instead, the hitting time can be written as the sum of multiple exponential random variables [31, 32].

Proceeding nevertheless with this approximation, the total rate for any of the clocks $j \neq i$ to tick (i.e., any species $j \neq i$ to take over the population) is given by $\sum_{j \neq i}\left(t_{j}^{0 \rightarrow N}\right)^{-1}$. As a consequence, we find the mean waiting time until any of the consensus states $j \neq i$ is reached as

$$
\begin{equation*}
\tau_{i}=\frac{1}{\sum_{j \neq i}\left(t_{j}^{0 \rightarrow N}\right)^{-1}} . \tag{5.9}
\end{equation*}
$$

This approximates the average time for the system to reach any consensus state $j \neq i$, if it is currently in consensus state $i$.

The mean time between two subsequent arrivals can then be written as

$$
\begin{equation*}
\tau=\sum_{i=1}^{m} p_{i} \tau_{i} \tag{5.10}
\end{equation*}
$$

where $p_{i}$ denotes the proportion of the number of arrivals at consensus state $i$ among the total number of arrivals. In other words, of all arrivals the system makes, a fraction $p_{i}$ occurs at consensus state $i$. Evidently, one has $\sum_{i=1}^{m} p_{i}=1$.

We now proceed to estimate the coefficients $p_{i}$. To do this, we first consider the typical time between two arrivals at the same consensus state $i$. This can be
approximated as

$$
\begin{equation*}
\overleftrightarrow{\tau}_{i} \equiv \tau_{i}+t_{i}^{0 \rightarrow N} \tag{5.11}
\end{equation*}
$$

This expression can be understood by first assuming that the population is in consensus state $i$. The term $\tau_{i}$ in Eq. (5.11) is the mean time that elapses until the system reaches any of the other consensus states, $j \neq i$. At that point there will be no individuals of type $i\left(n_{i}=0\right)$. The second term, $t_{i}^{0 \rightarrow N}$, is the average time required to reach consensus state $i$ again.

The quantity $p_{i}$ in turn is proportional to the number of arrivals at $i$ per unit time, given by $\left(\overleftrightarrow{\tau_{i}}\right)^{-1}$. With appropriate normalization, we find

$$
\begin{equation*}
p_{i}=\frac{\left(\overleftrightarrow{\tau}_{i}\right)^{-1}}{\sum_{j=1}^{m}\left(\overleftrightarrow{\tau}_{j}\right)^{-1}} \tag{5.12}
\end{equation*}
$$

To summarise, the overall switching time is obtained as

$$
\begin{equation*}
\tau=\sum_{i}\left\{\frac{\left(\overleftrightarrow{\tau}_{i}\right)^{-1}}{\left[\sum_{j}\left(\overleftrightarrow{\tau}_{j}\right)^{-1}\right]\left[\sum_{j \neq i}\left(t_{j}^{0 \rightarrow N}\right)^{-1}\right]}\right\} \tag{5.13}
\end{equation*}
$$

using the expressions in Eqs. (5.8), (5.9), and (5.11).

### 5.4 Homogeneous model

We first consider the fully homogeneous set-up. If the rates are homogeneous across species, i.e., if $r_{i j} \equiv r$ and $\varepsilon_{i j} \equiv \varepsilon$, the expressions in Eq. (5.6) reduce to

$$
\begin{align*}
& T_{i}^{+}\left(n_{i}\right)=\frac{n_{i}\left(N-n_{i}\right)}{N} r+\left(N-n_{i}\right) \varepsilon, \\
& T_{i}^{-}\left(n_{i}\right)=\frac{n_{i}\left(N-n_{i}\right)}{N} r+\varepsilon(m-1) n_{i} . \tag{5.14}
\end{align*}
$$

In particular, the $T_{i}^{ \pm}$are now fully specified by $n_{i}$ alone. Species $i$ undergoes a well-defined death-birth process with rates given by Eq. (5.14). All species $j \neq i$, can be lumped together into one 'other species' and there are $N-n_{i}$ individuals of this other species. We note that no approximations have been made in deriving this result. As far as the marginal process for any particular species $i$ is concerned, the dynamics effectively reduces to a two-species process, for which analytical descriptions are available (see e.g. [28]). We will use these tools to calculate stationary distributions for individual species, as well as switching times between consensus states.

### 5.4.1 Marginals of the stationary distribution

For uniform rates, the marginal probability distributions $P_{i}\left(n_{i}\right)$ are identical across species and can be obtained by using the rates from Eqs. (5.14) in Eq. (5.7). These closed-form expressions can be evaluated numerically.

Results can be found in Fig. 5.3. In panel (a) we show the case of $m=2$ species, already discussed in refs. [20, 21]. This is shown mainly for comparison.

Given that $n_{2}=N-n_{1}$, the model with two species is, by construction, described by a single death-birth process. As seen in the figure, simulation results and theory are in agreement. For $N>N_{c}$ the resulting distribution is unimodal; for $N<N_{c}$ a bimodal shape is observed. At the critical population size $N=N_{c}$ the distribution is flat; this transition point is $N_{c}=r / \varepsilon[20,21]$. The stationary distribution is symmetric about $x=1 / 2$ for all $N$.

In panel (b) of Fig. 5.3 we show the model with $m=5$ opinion states. Again, simulations and theoretical predictions are in agreement. As in the case of two states, a transition from a unimodal to a bimodal marginal distribution is observed as the population size is decreased. Bimodality in the marginal single-species distributions indicates multi-modality in the state space of all $m$ species, as illustrated in Fig. 5.1(c) for $m=3$. In contrast with the two-species case, the marginal distributions for the abundances of individual species never becomes flat in Fig. 5.3(b). We also note that the marginal distributions do not exhibit any particular symmetry, despite the fact


Figure 5.3: Stationary distribution of the model with homogeneous rates across species. Panel (a) is for $m=2$; panel (b) shows the marginal distribution for single species for the model with $m=5$. The different curves are for different population sizes in the range $N=50$ (top) to $N=900$ (bottom). Markers are from simulations; lines show the analytical predicitions from the theory described in the text. Remaining model parameters are $r=1$, and $\epsilon=10^{-2} /(m-1)$.
that the imitation and mutation rates are homogeneous across species.

### 5.4.2 Phase diagram

As mentioned in Sec. 5.3.3, we use the population sizes at which $P_{i}(0)=P_{i}(1)$ or $P_{i}(N-1)=P_{i}(N)$ to characterise the transition between the unimodal and multimodal regimes. The condition for the left edge, $P_{i}(0)=P_{i}(1)$, translates into $T_{i}^{+}(0)=T_{i}^{-}(1)$; using Eqs. (5.14) one finds the physical solution

$$
\begin{equation*}
N_{L}=\frac{\left[1+\widetilde{\varepsilon}_{\mathrm{tot}}\right]+\sqrt{\left[1+\widetilde{\varepsilon}_{\mathrm{tot}}\right]^{2}-4 \widetilde{\varepsilon}}}{2 \widetilde{\varepsilon}} \tag{5.15}
\end{equation*}
$$

where we have written $\widetilde{\varepsilon}_{\text {tot }}=(m-1) \varepsilon / r$, and $\widetilde{\varepsilon}=\varepsilon / r$.
Similarly, requiring $P_{i}(N-1)=P_{i}(N)$ at the right edge yields $T_{i}^{+}(N-1)=T^{-}(N)$, from which we obtain

$$
\begin{equation*}
N_{R}=\frac{[1+\widetilde{\varepsilon}]+\sqrt{[1+\widetilde{\varepsilon}]^{2}-4 \widetilde{\varepsilon}_{\mathrm{tot}}}}{2 \widetilde{\varepsilon}_{\mathrm{tot}}} \tag{5.16}
\end{equation*}
$$

For $m=2$ this reduces to the result in refs. [20, 21], i.e., $N_{L}=N_{R}=r / \varepsilon$.
The resulting expressions for $N_{L}$ and $N_{R}$ only depend on the relative mutation rate $\varepsilon / r$. This is due to the fact that, up to a re-scaling of time, the reaction rates in Eq. (5.14) only depend on the ratio of $\varepsilon$ and $r$. We also note that Eqs. (5.15) and (5.16) are symmetric with respect to exchanging $\widetilde{\varepsilon}$ and $\widetilde{\varepsilon}_{\text {tot }}$. This is a consequence of the same symmetry in the pairs $\left\{T^{+}(0), T^{-}(N)\right\}$ and $\left\{T^{-}(1), T^{+}(N-1)\right\}$. We also notice that $N_{L} \approx \widetilde{\varepsilon}^{-1}$ and $N_{R} \approx\left(\widetilde{\varepsilon}_{\text {tot }}\right)^{-1}$ when $\varepsilon / r \ll 1$.

The phase diagram resulting from Eqs. (5.15) and (5.16) is depicted in Fig. 5.4. We use $r=1$ in both panels. In panel (a) we show the population sizes $N_{R}$ and $N_{L}$ as a function of the number of species, $m$, at a fixed mutation rate $\varepsilon$. The upper solid line indicates $N_{L}$ and the lower solid line is $N_{R}$. Results from simulations are shown as markers; as seen in the figure, theoretical predictions are in agreement with simulations.

We note that, in Fig. 5.4(a), $N_{L}$ is nearly flat as a function of the number of species $m$. This is in line with the behaviour of $N_{L} \approx r / \varepsilon$ for small mutation rates, and can be further understood as follows. The shape of the stationary state distribution near $n_{i}=0$ is largely determined by the frequency of mutation events that generate new individuals of type $i$. This mutation rate is given by $N \varepsilon$; if $n_{i}=0$, each of the


Figure 5.4: Phase diagram for the model with homogeneous rates. The critical system size is plotted as a function of the number of strategies. The continuous blue line is $N_{L}$ as calculated from Eq. (5.15), and the purple continuous line shows $N_{R}$ as obtained from Eq. (5.16). The remaining lines are from a diffusion approximation to the model, as discussed in Appendix 5.7. Markers show results from simulations. Mutation rates are $\varepsilon=10^{-2}$ in panel (a), and $\varepsilon=10^{-2} /(m-1)$ in panel (b). We set $r=1$ in both panels.
$N$ individuals in the population mutate into $i$ with rate $\varepsilon$ [see Eq. (5.14)]. This is the case independently of the number of species $m$. Therefore, we expect $N_{L}$ to be approximately independent of $m$, as seen in Fig. 5.4(a).

Near $n_{i}=N$, however, the shape of the distribution is determined by the rate with which individuals of type $i$ mutate into any other species. If $n_{i}=N$, each of the $N$ individuals mutates into any one of the species $j \neq i$ with rate $\varepsilon$; the total rate of mutation events out of species $i$ is then $N \varepsilon(m-1)$ [see again Eq. (5.14)]. For fixed $\varepsilon$, this total rate increases as either $N$ or $m-1$ are increased. Therefore, we expect $N_{R}$ to be a decreasing function of $m$, which is confirmed in the phase diagram in Fig. 5.4(a). This is again consistent with the behaviour $N_{R} \approx r /[(m-1) \varepsilon]$ for small mutation rates.

In panel (b) of Fig. 5.4 we show the phase diagram for the choice $\varepsilon=10^{-2} /(m-1)$, i.e., for a fixed value of $\widetilde{\varepsilon}_{\text {tot }}=10^{-2}$. Recalling that an individual of any species undergoes mutations to any of the other $m-1$ species with rate $\varepsilon$, the total mutation rate for any individual is constant with this choice, irrespective of the number of species $m$. The model shows the same three phases as in Fig. 5.4(a), but the shape of the phase lines changes. We now find that $N_{L}$ is nearly independent of $m$, whereas $N_{R}$ is a decreasing function of $m$. This is consistent with the interpretation given above. The shape of the distribution near the left edge is largely determined by $T_{i}^{+}(0)=10^{-2} N /(m-1)$. An increased value of $m$ now requires a larger value of $N$ to keep this rate constant.

The shape of the distribution on the right edge is governed by $T_{i}^{-}(N)=10^{-2} N$; this quantity is now independent of the number of species, $m$.

Similar to [21], our approach so far has not involved any continuous approximation of the discrete state space of the population. The analysis of ref. [20], on the other hand, is based on a diffusion approximation to the dynamics of the two-state noisy voter model. We have extended this approach to the multi-state case. The dashed and dotted lines in both panels of Fig. 5.4 are the predictions for $N_{L}$ and $N_{R}$ obtained from the diffusion approximation. The mathematical details are discussed in the Appendix.

The shape of $P_{i}\left(n_{i}\right)$ in the different regimes of Fig. 5.4 can be summarised as follows [see also Fig. 5.3(b)]: For large populations $\left(N>N_{L}\right)$ the single-species distribution is unimodal (light blue shading in Fig. 5.4), taking its maximum strictly in the interior of the interval $0<n_{i}<N$. For intermediate sizes ( $N_{R}<N<N_{L}$, unshaded) the distribution function is monotonously decreasing in $n_{i}$, taking its maximum value at $n_{i}=0$. Finally, for small populations $\left(N<N_{R}\right)$ the distribution for $n_{i}$ is multi-modal (dark purple shading), with maxima at $n_{i}=0$ and $n_{i}=N$.

### 5.4.3 Switching times

In the homogeneous case, the times $t_{j}^{0 \rightarrow N}$ in Eq. (5.8) are uniform across species; we write $t^{0 \rightarrow N}$ for their common value. As a consequence, we find $\tau_{i}=t^{0 \rightarrow N} /(m-1)$ in Eq. (5.9), and therefore the mean switching time is also given by

$$
\begin{equation*}
\tau=\frac{t^{0 \rightarrow N}}{m-1} \tag{5.17}
\end{equation*}
$$

Theoretical predictions and results from simulations are compared in Fig. 5.5. We show data for different choices of the number of species $m$; as before we use $r=1$. To allow a better comparison, we plot the switching time as a function of $\widetilde{\varepsilon}_{\text {tot }}=(m-1) \varepsilon$. This ensures that the total mutation rate any one species experiences is comparable across the different values of $m$.

The diagram indicates that the switching time becomes smallest at intermediate values of the mutation rate. This can be understood as follows. For small mutation rates, the population will reside at consensus states for relatively long times; escape from these states occurs through mutation. These long sojourn times at the consensus state mean that the switching time, i.e., the typical time between arrivals, will also be


Figure 5.5: Switching times in the model with homogeneous imitation and mutation rates. The figure shows the switching time $\tau$ between consensus states for different choices of the number of species $m$. Lines are from Eq. (5.17), markers show simulation results. In all cases $N=100$ and $r=1$.
large. On the other hand, for large mutation rates the population spends most of its time in the interior of phase space. This leads to long periods in which the population does not visit any of the consensus states. As a consequence, the switching time will also be large. The shortest switching times are thus seen in the intermediate range of mutation rates, when neither of these effects dominate.

### 5.5 Heterogeneous model

We now turn to instances of the model in which the imitation and mutation rates are not homogeneous across species. We limit the discussion to examples in which $r_{j i}=r_{j}$ and $\varepsilon_{j i}=\varepsilon_{j}$. The approach we develop can be extended to cover more general cases; we briefly comment on this in Appendix 5.8.

The quantity $r_{j}$ describes the rate with which members of species $j$ imitate any other species, and $\varepsilon_{j}$ is the rate with which individuals of type $j$ spontaneously change to any other type. In the context of opinion dynamics, large values of $r_{j}$ and $\varepsilon_{j}$ thus describe beliefs that are only weakly held. If $r_{j}$ and $\varepsilon_{j}$ are low, on the other hand, then $j$ describes a strong view.

### 5.5.1 Analytical approximation

With the above choice of reaction rates, the transition rates $T_{i}^{ \pm}$in Eq. (5.6) can be written as

$$
\begin{align*}
& T_{i}^{+}(\mathbf{n})=\frac{n_{i}\left(N-n_{i}\right)}{N}\langle r\rangle_{-i}(\mathbf{n})+\left(N-n_{i}\right)\langle\varepsilon\rangle_{-i}(\mathbf{n}), \\
& T_{i}^{-}(\mathbf{n})=\frac{n_{i}\left(N-n_{i}\right)}{N} r_{i}+\varepsilon_{i} n_{i} \tag{5.18}
\end{align*}
$$

where

$$
\begin{equation*}
\langle r\rangle_{-i}(\mathbf{n})=\frac{1}{N-n_{i}} \sum_{j \neq i} n_{j} r_{j}, \tag{5.19}
\end{equation*}
$$

and similarly for $\langle\varepsilon\rangle_{-i}(\mathbf{n})$. These quantities are weighted averages over the imitation and mutation rates of all species other than $i ;\langle r\rangle_{-i}$ for example represents the mean rate with which opinion $i$ is imitated by any other species. We note that $\langle r\rangle_{-i}(\mathbf{n})$ and $\langle\varepsilon\rangle_{-i}(\mathbf{n})$ depend on the variables $n_{j}(j \neq i)$, i.e., on the entire state of the population. As a consequence, no closed process can be formulated for individual species for the heterogeneous model.

We therefore resort to an approximation. We replace all $\left\{n_{j}\right\}$ with $\left\{N x_{j}^{*}\right\}$ in Eq. (5.19); $x_{j}^{*}$ represents the proportion of individuals of species $j$ at the fixed point of the deterministic rate equations, i.e., the dynamics in the limit of infinite populations. These can be obtained from a Kramers-Moyal expansion of the master equation (5.2), as detailed in Appendix 5.7. We then define

$$
\begin{equation*}
r_{-i}^{*} \equiv \frac{1}{1-x_{i}^{*}} \sum_{j \neq i} x_{j}^{*} r_{j}, \tag{5.20}
\end{equation*}
$$

and similarly for $\varepsilon_{-i}^{*}$. Our approximation consists in replacing the stochastic quantities $\langle r\rangle_{-i}(\mathbf{n})$ and $\langle\varepsilon\rangle_{-i}(\mathbf{n})$ with $r_{-i}^{*}$ and $\varepsilon_{-i}^{*}$, respectively, in Eq. (5.18). In this way we find an approximate, but closed, effective process for species $i$. This can then be used to obtain marginals of the stationary distribution and switching times, following the procedure described in Sections 5.3.2 and 5.3.4.

### 5.5.2 Marginals of the stationary distribution

In order to test the accuracy of the approximations described above, we consider an example with $m=5$ species. We choose the imitation rates as $r_{j}=r\left[1-\delta+(j-1) \frac{2 \delta}{m-1}\right]$, for $j=1, \ldots, m$, and similarly $\varepsilon_{j}=\varepsilon\left[1-\delta+(j-1) \frac{2 \delta}{m-1}\right]$ for the mutation rates. The coefficients $\varepsilon$ and $r$ represent the mean rates (across species) and are model parameters. This choice indicates that the rates $\left\{r_{j}\right\}$ and $\left\{\varepsilon_{j}\right\}$ are equally spaced in the intervals $[(1-\delta) r,(1+\delta) r]$ and $[(1-\delta) \varepsilon,(1+\delta) \varepsilon]$, respectively. The parameter $\delta$ therefore describes the relative spread of these rates, and quantifies the degree of heterogeneity. We note that species $j=1$ has the lowest rates $\varepsilon_{j}$ and $r_{j}$ among all species (it represents a strong opinion), and species $j=m$ the highest (it describes a weak opinion). We


Figure 5.6: Marginals of the stationary distribution for the heterogeneous multi-state noisy voter model. We show the distributions $\mathcal{P}_{i}\left(x_{i}\right)$ for the different individual species in a model with $m=5$ for different population sizes, as indicated in the figure. Markers represent simulation results; lines are evaluations of Eq. (5.7), using the rates in Eq. (5.18) with the approximation in Eq. (5.20). The choice of mutation and imitation rates is as described in the text (see Sec. 5.5.2), using $r=1,(m-1) \varepsilon=10^{-2}$, and $\delta=0.05$.
restrict our analysis to relatively small values of $\delta$; this avoids situations in which the population spends most of its time in one single consensus state (the one of the strongest opinion). In such cases, it is difficult to measure stationary distributions and switching times in simulations.

The marginals of the resulting stationary distribution are shown in Fig. 5.6. In panel (a) the population is relatively small $(N=50)$, panel (b) shows an intermediate case ( $N=250$ ), and in panel (c) $N=900 . \quad$ As the population size is increased, the marginal distributions change shape. Each marginal is bimodal for very small populations [panel (a)]; in particular, the slope of each curve is negative near $n_{i}=0$, and positive near $n_{i}=N$. For larger populations the gradient near $n_{i}=N$ changes sign when a critical size, $N_{R, i}$, is reached [panel (b)], similar to what was found in the homogeneous model. Notably though the population size at which this happens can differ across the species, as indicated by the subscript $i$ in $N_{R, i}$. If the population size is larger still, the gradient of the marginal distribution near $n_{i}=0$ will also change sign [panel (c)]; this occurs at population sizes $N_{L, i}$, which can again vary across the different species. Mathematically, $N_{L, i}$ and $N_{R, i}$ can be defined using conditions similar to those in Sec. 5.4.2; $N_{L, i}$ is the population size for which $T_{i}^{+}(0)=T_{i}^{-}(1)$, and $N_{R, i}$ is defined as the population size for which $T_{i}^{+}(N-1)=T_{i}^{-}(N)$.

### 5.5.3 Phase diagram

In Fig. 5.6(a) the population size is such that $N<N_{R, i}$ for all $i$, so that all marginals have bimodal shape. In panel (b) we have $N_{R, i}<N<N_{L, i}$ for all $i$, and in panel (c) the population is sufficiently large so that $N>N_{L, i}$ for all $i$.

The resulting phase diagram for the model with heterogeneous rates is shown in Fig. 5.7. It exhibits the three different phases outlined above. For a given value of the mean mutation rate, the marginal distributions for all species are unimodal if $N>N_{L, i}$ for all $i$. On the other hand, if $N<N_{R, i}$ for all $i$ then all marginals are bimodal. It is useful to define $N_{L}^{\min } \equiv \min _{i} N_{L, i}$, and $N_{L}^{\max } \equiv \max _{i} N_{L, i}$, and similarly for $N_{R}^{\min }$ and $N_{R}^{\max }$. We also define $N_{L}^{\text {hom }}$ and $N_{R}^{\text {hom }}$ as the corresponding quantities for the homogeneous model, with $r_{i} \equiv r, \varepsilon_{i} \equiv \varepsilon$ for all $i$ [see Eqs. (5.15) and (5.16)].


Figure 5.7: Phase diagram of the model with $m=5$ species and heterogeneous rates. Upper and lower dashed lines show $N_{L}^{\max }$ and $N_{R}^{\max }$, respectively; upper and lower dotted lines are $N_{L}^{\mathrm{min}}$ and $N_{R}^{\mathrm{min}}$. Solid lines are $N_{L}^{\text {hom }}$ and $N_{R}^{\text {hom }}$ (see text for definitions). Markers are from simulations (with $\nabla, \Delta, \nabla, \Delta$ showing $N_{L}^{m a x}, N_{L}^{\min }, N_{R}^{\max }, N_{R}^{\min }$, respectively). Mutation and imitation rates for each species are chosen as described in the text (see Sec. 5.5.2).

In Fig. 5.7, we plot these quantities for different choices of $m$. The white unshaded region shows population sizes for which $N_{R}^{\min }<N<N_{L}^{\max }$. Simulation results for $N_{R}^{\min }, N_{R}^{\max }, N_{L}^{\min }$, and $N_{L}^{\max }$ are also shown, and confirm the theoretical predictions.

### 5.5.4 Switching times

In Fig. 5.8 we demonstrate the accuracy of the analytical approximation in Eq. (5.13) for the switching times in the model with heterogeneous rates. Panel (a) shows the times $t_{i}^{0 \rightarrow N}$ for the different species $i$ in the model with $m=5$. Imitation and mutation
rates were chosen as described in Sec. 5.5.2. As seen in the figure, the overall agreement is reasonable, although not quantitatively accurate. This is not surprising, as the approximation of Eq. (5.20) is a relatively severe intervention. Nevertheless, the approximation accurately predicts the qualitative shape of $t_{i}^{0 \rightarrow N}$ as a function of the mutation rate, as well as the ordering across species. We note that the different curves in panel (a) show species $i=1, \ldots, 5$ from bottom to top. This is in-line with intuition: individuals who are of opinion $i=5$ are easily convinced of other opinions and are likely to change their views spontaneously. It is therefore difficult for this opinion to spread in the population; as a consequence $t_{5}^{0 \rightarrow N}$ is large. Individuals who are of opinion $i=1$, on the other hand, do not easily change to any other opinion; this leads to a relatively small time $t_{1}^{0 \rightarrow N}$.

In Fig. 5.8(b) we show the resulting switching time $\tau$ for the model with heterogeneous rates. Results are reported for models with different numbers of species, $m$, and as a function of $(m-1) \varepsilon$ as in previous figures. In each case the switching time shows a minimum as a function of the mean mutation rate, as in the homogenous model.

It is interesting to note that the switching time is found to decrease at a fixed mutation rate $(m-1) \varepsilon$ when the number of species increases. To understand this, we observe that the spacing between rates for different species is proportional to $\delta /(m-1)$;



Figure 5.8: Switching times in the noisy voter model with heterogeneous rates. Panel (a) shows the quantities $t_{i}^{0 \rightarrow N}$ for the different species $i=1, \ldots, 5$ (bottom to top) in the model with $m=5$. Panel (b) shows the resulting switching time $\tau$ for models with $m=2,3,4,5$ species, from top to bottom. Lines are from the analytical approximation [Eq. (5.13) with the rates as approximated in Eq. (5.20)]; markers are from simulations. In all cases, $N=100, \delta=0.05$; imitation and mutation rates are distributed as described in Sec. 5.5.2, using $r=1$ and $\varepsilon$ as indicated on the horizontal axis.
see the definitions at the beginning of Sec. 5.5.2. At fixed $\delta$ species $i=1$ is thus the strongest opinion by a large margin when $m$ is small. In the extreme case there are only two opinions; one is a very strong view and the other very weak in comparison. The population visits consensus on the stronger opinion frequently, and remains there for relatively long times. This leads to long switching times. When there are more species available (larger values of $m$ ) and $\delta$ is kept fixed, the opinion spectrum becomes more finely spaced and the advantage of the most strongly held view is reduced. This leads to a reduction in switching times.

A similar effect occurs when the parameter $\delta$ is varied keeping all other model parameters fixed. This parameter controls the spread of the rates $r_{j}$ and $\varepsilon_{j}$. We find in simulations that switching times increase with increasing spread $\delta$. This is again due to an increased advantage of the most strongly held opinion.

### 5.6 Summary and discussion

We have introduced a multi-state noisy voter model and studied its behaviour in a population with all-to-all interaction. It can be seen as a stylised model of imitation and mutation processes in opinion dynamics or evolution, for example. The model shows a noise-driven transition between a state of diversity for large populations and a mostly ordered state in small populations. In the diverse state multiple opinions (or species) are present in the population at most times, and the resulting stationary distribution is unimodal, with a peak in the interior of state space. The ordered regime occurs for small population sizes; the system is frequently found in consensus states, in which all individuals are of the same type. Switches between these consensus states are possible, as the dynamics do not permit absorbing states for non-zero mutation rates.

The transition between the two types of behaviour is a consequence of the balance of mutation effects, driving the system towards mixed states, and intrinsic noise due to the discreteness of the population. Similar to what was reported in ref. [20] for the model with two states, this noise is strongest in the interior of phase space, and drives the system away from mixed states. The overall amplitude of this noise scales as $N^{-1 / 2}$; as a consequence consensus states are more likely in small populations, when the noise is strong.

While this general behavior is well-known in the two-species noisy voter model, our analysis focuses on the case of multiple species, and specifically includes models with heterogeneity in the properties of the different species. We find that the transition persists, and we devise a method with which to calculate marginals of the multi-species stationary distribution. Our approach is based on formulating a reduced stochastic process for single species. This reduction is exact if imitation and mutation rates are homogeneous across species; in the heterogeneous model it is an approximation. We use the effective processes for individual species to obtain analytical results for marginals of the stationary distribution of the model. This allows us to identify the population sizes $N_{L}$ and $N_{R}$, which characterise the transition from a unimodal to a multi-modal stationary distribution. The effective dynamics for single species can also be used to approximate the typical switching times between different consensus states.

There are some limitations to our work. The most severe restriction is that, in its present form, the approach requires all-to-all interaction; this simplifies the analysis greatly. It is an obvious challenge to extend the results we have obtained to multi-state noisy voter models on lattices and more complex graphs. For example, it would be interesting to see if and how our ideas can be combined with pair-approximation methods used recently for noisy voter models in [25]. A further limitation of our approach consists in its inability to capture correlations between species. The method focuses on the marginal dynamics of individual species, and so by construction correlations are not part of the analysis. In order to include these, one next step may be to consider the effective dynamics of pairs of species, while lumping together the remaining species. This would generate an effective three-species model; it is not immediately clear how to proceed with the analytical calculation of joint distributions or switching times. However, progress might be possible in the homogeneous case and exploiting symmetries, similar for example to what has been done in the context of cyclic dynamics in [33, 34].

Despite these limitations, we believe our work can contribute to future research in several ways. For example, the method of decoupling multi-species dynamics into several effective single-species processes is likely to be applicable more widely. This includes other models of opinion dynamics and language evolution. In many of these instances evolution is 'neutral', i.e., no species has an intrinsic advantage over any other. In such homogeneous models, an approach based on effective single-species
processes can be expected to produce accurate results. On the other hand, there are also situations in which heterogeneity is relevant, including evolutionary processes in biology. The method we have put forward can then be useful as an approximation.
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### 5.7 Appendix A: Diffusion approximation

Insight into the model can be gained by approximating the discrete degrees of freedom by continuous variables, and the stochasticity in the dynamics as Gaussian noise. This is based on an expansion in the inverse size of the population, known as the diffusion approximation in mathematical biology [35]. In this Appendix we briefly summarise the outcome of this approximation for the multi-state noisy voter model.

### 5.7.1 Kramers-Moyal expansion and stochastic differential equation

Formally, the approximation results in a set of coupled stochastic differential equations (SDEs) for the variables $x_{i}=n_{i} / N$. These can be obtained by carrying out a KramersMoyal expansion of the master equation (5.2) in the limit of large, but finite population sizes $N$. Alternatively, these SDEs can also be written down using Kurtz' theorem [36], or Gillespie's derivation of the chemical Langevin equation for reaction systems [37].

For the multi-state noisy VM, as defined by Eqs. (5.2) and (5.3), one obtains

$$
\begin{equation*}
\dot{x}_{i}=f_{i}(\mathbf{x})+\frac{1}{\sqrt{N}} \xi_{i}(t) \tag{5.21}
\end{equation*}
$$

where the $\left\{\xi_{i}(t)\right\}$ are zero-average Gaussian noise variables, and where

$$
\begin{equation*}
f_{i}(\mathbf{x})=\sum_{j}\left[\mathcal{T}_{j \rightarrow i}(\mathbf{x})-\mathcal{T}_{i \rightarrow j}(\mathbf{x})\right] \tag{5.22}
\end{equation*}
$$

We have introduced the notation $\mathcal{T}_{j \rightarrow i}(\mathbf{x}) \equiv T_{j \rightarrow i}(N \mathbf{x}) / N$. The $f_{i}(\mathbf{x})$ are commonly referred to as 'deterministic drift' [38]. They describe the flow of the dynamics in the limit of infinite populations, $N \rightarrow \infty$. In this limit intrinsic stochasticity reduces to zero, due to the pre-factor $N^{-1 / 2}$ in Eq. (5.21). The noise variables $\xi_{i}(t)$ are uncorrelated in time, but correlated across components. Writing

$$
\begin{equation*}
\left\langle\xi_{i}(t) \xi_{j}\left(t^{\prime}\right)\right\rangle=B_{i j}(\mathbf{x}) \delta\left(t-t^{\prime}\right) \tag{5.23}
\end{equation*}
$$

one has, for example based on Kurtz' theorem [36],

$$
B_{i j}(\mathbf{x})=\left\{\begin{array}{cc}
\sum_{k \neq i}\left[\mathcal{T}_{i \rightarrow k}(\mathbf{x})+\mathcal{T}_{k \rightarrow i}(\mathbf{x})\right] & \text { if } i=j  \tag{5.24}\\
-\left[\mathcal{T}_{j \rightarrow i}(\mathbf{x})+\mathcal{T}_{i \rightarrow j}(\mathbf{x})\right] & \text { if } i \neq j
\end{array}\right.
$$

See also [39] for further details in a different context. We note that $\sum_{j} B_{i j}=0$ for all $i$, reflecting the fact that the total number of individuals in the population is constant.

In explicit form, one finds the drift terms for the multi-state noisy VM as follows,

$$
\begin{equation*}
f_{i}(\mathbf{x})=\sum_{j \neq i}\left[x_{i} x_{j}\left(r_{i j}-r_{j i}\right)+\varepsilon_{j i} x_{j}-\varepsilon_{i j} x_{i}\right], \tag{5.25}
\end{equation*}
$$

and the correlation matrix (across components) for the variables $\xi_{i}(t)$ has entries

$$
\begin{equation*}
B_{i j}(\mathbf{x})=-x_{i} x_{j}\left(r_{i j}+r_{j i}\right)-\varepsilon_{i j} x_{i}-\varepsilon_{j i} x_{j} \tag{5.26}
\end{equation*}
$$

for $i \neq j$, and

$$
\begin{equation*}
B_{i i}(\mathbf{x})=-\sum_{j \neq i} B_{i j}(\mathbf{x}) . \tag{5.27}
\end{equation*}
$$

These results are valid both in the case of homogeneous and heterogeneous imitation and mutation rates across species.

### 5.7.2 Homogeneous rates

We now focus on individual species in the model with homogeneous rates. The FokkerPlanck equation governing the marginal distribution for species $i$ is given by

$$
\begin{align*}
\frac{\partial \mathcal{P}_{i}\left(x_{i}\right)}{\partial t}= & -\frac{\partial}{\partial x_{i}}\left[f_{i}\left(x_{i}\right) \mathcal{P}_{i}\left(x_{i}\right)\right] \\
& +\frac{1}{2 N} \frac{\partial^{2}}{\partial x_{i}^{2}}\left[B_{i i}\left(x_{i}\right) \mathcal{P}_{i}\left(x_{i}\right)\right] \tag{5.28}
\end{align*}
$$

where $f_{i}\left(x_{i}\right)$ and $B_{i i}\left(x_{i}\right)$ are found to depend only on $x_{i}$ in the homogeneous model. This reduction is similar to the one observed for the transition rates $T_{i}^{ \pm}$in Sec. 5.4. We note that Eq. (5.28) can be obtained from a direct Kramers-Moyal expansion of the master equation describing the death-birth process for species $i$, with rates as in Eq. (5.14).

In explicit form we have

$$
\begin{equation*}
f_{i}\left(x_{i}\right)=\varepsilon\left(1-m x_{i}\right), \tag{5.29}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{i i}\left(x_{i}\right)=\left[\varepsilon(m-2)+2 r\left(1-x_{i}\right)\right] x_{i}+\varepsilon . \tag{5.30}
\end{equation*}
$$

In the homogeneous model these are the same for all species.
The stationary solution of Eq. (5.28) is found as

$$
\begin{equation*}
\mathcal{P}_{i}\left(x_{i}\right)=C_{i} \exp \left[\int_{0}^{x_{i}} d y \frac{2 f_{i}(y)-N^{-1} B_{i i}^{\prime}(y)}{B_{i i}(y)}\right], \tag{5.31}
\end{equation*}
$$

where $B_{i i}^{\prime}(y)$ is the derivative of $B_{i i}(y)$ with respect to $y$, and where $C_{i}$ is a constant ensuring normalisation.

We note that the derivative of the marginal stationary distribution with respect to $x_{i}$ is given by

$$
\begin{equation*}
\mathcal{P}_{i}^{\prime}\left(x_{i}\right)=C_{i}\left[2 f_{i}\left(x_{i}\right)-N^{-1} B_{i i}^{\prime}\left(x_{i}\right)\right] / B_{i i}\left(x_{i}\right) . \tag{5.32}
\end{equation*}
$$

The conditions used to define $N_{L}$ and $N_{R}$ translate into $\mathcal{P}_{i}^{\prime}(0)=0$ and $\mathcal{P}_{i}^{\prime}(1)=0$, respectively. We therefore find

$$
\begin{equation*}
N_{L}=\frac{B_{i i}^{\prime}(0)}{2 f_{i}(0)}, \quad N_{R}=\frac{B_{i i}^{\prime}(1)}{2 f_{i}(1)}, \tag{5.33}
\end{equation*}
$$

within the diffusion approximation.
From Eq. (5.33) one then obtains

$$
\begin{align*}
& N_{L}=\frac{2+(m-2) \varepsilon / r}{2 \varepsilon / r}, \\
& N_{R}=\frac{2-(m-2) \varepsilon / r}{2(m-1) \varepsilon / r} . \tag{5.34}
\end{align*}
$$

Results from Eqs. (5.34) are shown as dashed lines in Fig. 5.4.
In the limit of small mutation rates, $\varepsilon \ll r$, we find

$$
\begin{equation*}
N_{L} \approx \frac{r}{\varepsilon}, N_{R} \approx \frac{r}{(m-1) \varepsilon} . \tag{5.35}
\end{equation*}
$$

This reproduces the asymptotic behaviour of $N_{L}$ and $N_{R}$ in Eqs. (5.15) and (5.16).
The results given in this section are for the case of homogeneous rates; one can then formulate a closed Fokker-Planck equation for the marginal distribution of single species [Eq. (5.28)]. If the imitation and mutation rates vary across species, this is no longer possible in exact form. However, an approximate closed Fokker-Planck equation can be formulated for $\mathcal{P}_{i}$, following the principles of Sec. 5.5.1. The approximation consists of replacing $x_{j}, j \neq i$, with the fixed point values $x_{j}^{*}$ of the deterministic dynamics for infinite populations. The analog of Eqs. (5.33) can then be obtained following the steps described above.

### 5.7.3 Further criterion to characterise the transition

In this section we briefly discuss a further method to identify the transition between the regimes with unimodal and multi-modal stationary distributions. This is motivated by the procedure used in [20]. We restrict the discussion to models with homogeneous imitation and mutation rates across species.

The solution in Eq. (5.31) can be written in two equivalent forms,

$$
\begin{equation*}
\mathcal{P}(x)=\frac{D[A \pm q(x)]^{\mp 2 \gamma \alpha}}{B(x)^{1-\gamma(1 \pm \alpha)}} \tag{5.36}
\end{equation*}
$$

where we have dropped the index $i$ for simplicity, and where

$$
\begin{align*}
A & =\sqrt{\left(\frac{\varepsilon}{r} \frac{m-2}{2}+1\right)^{2}+2 \frac{\varepsilon}{r}}, \\
q(x) & =2 x-\left(\frac{\varepsilon}{r} \frac{m-2}{2}+1\right), \\
\alpha & =\frac{\left(\frac{\varepsilon}{r}+\frac{2}{m}\right)\left(\frac{m-2}{2}\right)}{A}, \\
\gamma & =N \frac{m}{2} \frac{\varepsilon}{r} . \tag{5.37}
\end{align*}
$$

The constant $D$ in Eq. (5.36) ensures normalisation. We stress that both forms of $\mathcal{P}$ in Eq. (5.36) describe the same mathematical expression. The purpose of giving both representations will become clear below. We also note that the only dependence of $\mathcal{P}(x)$ on $N$ is in $\gamma$, and the only dependence on $x$ is in $q(x)$ and $B(x)$.

In ref. [20] a similar form of the stationary distribution is obtained for the model with two species; our result reduces to this known case when $m=2$. We note that the dependence on $x$ in the numerator of Eq. (5.36) vanishes for $m=2$, as $\alpha=0$ in
this case. In ref. [20] the phase transition for the two-species model was identified as the population size $N$ for which the stationary distribution is flat; for $m=2$, this is equivalent to setting the exponent of $B(x)$ in Eq. (5.36) to zero, leading to $\gamma=1$, i.e., $N_{c}=r / \varepsilon$.

We propose a similar criterion to characterise the transition for the multi-state model: we find the population size at which the exponent $1-\gamma(1 \pm \alpha)$ in the denominator of Eq. (5.36) vanishes, notwithstanding the fact that a residual dependence on $x$ remains through $q(x)$.

Proceeding on this basis, we use

$$
\begin{equation*}
\gamma(1 \pm \alpha)-1=0 \tag{5.38}
\end{equation*}
$$

to characterise the population size associated with the transition between the unimodal and multi-modal regimes. We note that solving Eq. (5.38) for $N$ leads to two different solutions, one for each choice of the sign in front of $\alpha$. We label these as $N_{ \pm}$, and find

$$
\begin{equation*}
N_{-}=\frac{2 r}{m \varepsilon} \frac{1}{1-\alpha}, \quad N_{+}=\frac{2 r}{m \varepsilon} \frac{1}{1+\alpha} \tag{5.39}
\end{equation*}
$$

which for $\varepsilon / r \ll 1$ simplifies to

$$
\begin{equation*}
N_{-} \approx \frac{r}{\varepsilon}, \quad N_{+} \approx \frac{r}{\varepsilon} \frac{1}{m-1} . \tag{5.40}
\end{equation*}
$$

To see this note that $A \approx 1$, and $\alpha \approx \frac{m-2}{m}$ in this limit. Eqs. (5.40) reproduce the asymptotic behaviour of the expressions for $N_{L}$ and $N_{R}$ in Eqs. (5.34) for $\varepsilon / r \ll 1$. Results from Eqs. (5.39) are shown as dotted lines in Fig. 5.4.

### 5.8 Appendix B: General heterogeneous model

We briefly address the model with general heterogeneous imitation and mutation rates, $r_{i j}$ and $\varepsilon_{i j}$.

Using the transition rates in Eq. (5.3), the effective birth and death rates for species $i$ in Eq. (5.6) can be written as

$$
\begin{align*}
& T_{i}^{+}(\mathbf{n})=\frac{n_{i}\left(N-n_{i}\right)}{N} \rho_{i}(\mathbf{n})+\left(N-n_{i}\right) \mu_{i}(\mathbf{n}), \\
& T_{i}^{-}(\mathbf{n})=\frac{n_{i}\left(N-n_{i}\right)}{N} \lambda_{i}(\mathbf{n})+n_{i}(m-1) \nu_{i}, \tag{5.41}
\end{align*}
$$

where

$$
\begin{align*}
\rho_{i}(\mathbf{n}) & =\frac{1}{N-n_{i}} \sum_{j \neq i} n_{j} r_{j i}, \\
\mu_{i}(\mathbf{n}) & =\frac{1}{N-n_{i}} \sum_{j \neq i} n_{j} \varepsilon_{j i}, \\
\lambda_{i}(\mathbf{n}) & =\frac{1}{N-n_{i}} \sum_{j \neq i} n_{j} r_{i j}, \\
\nu_{i} & =\frac{1}{m-1} \sum_{j \neq i} \varepsilon_{i j} . \tag{5.42}
\end{align*}
$$

The averages $\rho_{i}(\mathbf{n}), \mu_{i}(\mathbf{n})$ and $\lambda_{i}(\mathbf{n})$ are similar to those in Eq. (5.19). The only complication is a second index of the object which is being averaged. The object $\nu_{i}$ is a uniform average of $\varepsilon_{i j}$ over all species $j \neq i$, and not dependent on the state $\mathbf{n}$ of the population.

As in the main text, one can proceed by replacing $n_{i} / N$ with the values $x_{i}^{*}$ at the deterministic fixed point. This approximation results in closed definitions for death-birth processes for individual species $i$. These can then be analysed following the same steps as in Sections 5.3.2 and 5.3.4.
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## Chapter 6

## Conclusions

This thesis has been concerned with studying stochastic processes, which describe the time evolution of dynamics which are fundamentally noisy. We view this noise not as a nuisance that prevents our understanding of the 'true' dynamics underneath, but as the source of relevant and interesting phenomena. This perspective has proven useful in many areas of research, and has opened a window to a better understanding of the environment and society we live in.

Throughout the thesis, we have been interested in the interplay between extrinsic and intrinsic noise. All our models consider systems composed of discrete individuals which interact with one another. Due to their discrete nature, the dynamics of these systems have intrinsic noise. Additionally, we focused on studying models which include either motion or agent-to-agent heterogeneity; we have treated these characteristics as sources of extrinsic noise.

In this chapter, we briefly summarise our findings on how heterogeneity and motion influence the dynamics of models which are intrinsically noisy. Then, we outline areas of opportunity to expand our work. These include expansions to the specific models studied in the intermediate chapters and also prospects to combine the results obtained across them. Finally, we conclude by remarking on the significance and applicability of our findings with a broader view.

### 6.1 Summary of results

The models studied in this thesis can be divided into two classes: those which include motion, and those with heterogeneous populations. We here recapitulate the key findings in these two categories.

### 6.1.1 Motion

Chapters 2 and 3 considered the evolutionary dynamics of mobile populations. In both chapters we implemented motion by immersing the population in a flow, which 'stirs' individuals in space. We considered structured populations, where the contact network is generated by connecting individuals within a given interaction radius from each other. We obtained and compared results for different evolutionary processes, which occur in two steps: reproduction, and death. The order in which these steps take place differentiates birth-death and death-birth mechanisms. Whether individuals compete in the first or second step distinguishes between global and local selection. Combining the results from both chapters, we can confidently assert that:

Well-stirred is not well-mixed. In the literature, the term 'well-mixed' is often used to refer to populations in which interactions can occur between any pair of individuals [1-3]. We find, however, that the term is misleading, as it suggests that all-to-all interaction dynamics would be recovered if the population is sufficiently stirred. In Chapter 2 we showed that this is not the case. The analytical expression obtained for the limit of fast flows evidences that the interaction radius of individuals, which determines how well connected to the rest of the population they are, is a much more important factor than the actual 'mixing'.

Motion amplifies or suppresses selection at different flow speeds. We found that the speed with which individuals move, relative to the rate of evolutionary events, can lead to different effects on the fixation probability of an invading mutant: with slow flows, selection is amplified for birth-death processes, whereas it is suppressed for death-birth processes ${ }^{1}$; for fast flows, local selection leads to suppressed natural selection, and global selection recovers the complete-graph result.

[^6]The order of birth and death events is paramount at intermediate flow speeds. The movement of the individuals makes the interaction network dynamic; it gets fragmented and reconnected in a different way. In these conditions, species more easily segregate, and clusters of a single type are formed. This reduces the number of interaction paths, which ultimately results in the order of death and birth of individuals being crucial to the evolutionary process.

Motion can help identify the underlying evolutionary mechanism. As shown in Chapter 3, by studying how the speed of the flow changes the probability with which a mutant successfully invades a population, one could identify the underlying evolutionary mechanism.

On the whole, the movement of individuals substantially modifies the evolutionary dynamics, for which we consider its inclusion in models essential; traditional static models are inadequate for studying mobile populations. Furthermore, since we provide analytical expressions to describe these systems, the incorporation of this type of motion is made readily available for future use.

### 6.1.2 Heterogeneity

Chapters 4 and 5 addressed heterogeneity between individuals in the population. The models in each of the two chapters differed in a few key aspects. For instance, the population sizes considered in Chapter 5 are generally small, which makes the effects of intrinsic noise dominant; the system then spends most of the time far from the deterministic fixed point. In Chapter 4, on the other hand, we focused on large populations; due to this, the system dynamics were localised around the fixed point. Consequently, in the two chapters we studied two disparate phenomena. In the noisy voter model (Chapter 5), a transition between uni-modal and multi-modal stationary probability distributions is the focus. In the epidemics model (Chapter 4), we concentrate on characterising the stochastic quasi-cycles around the fixed point.

Although the models in the two chapters were constructed with different objectives in mind, in both cases heterogeneity was modelled in a similar way, i.e., by setting up an arbitrary number of compartments to which individuals belong. In Chapter 4, the susceptible and infected groups were divided into sub-groups, which account for
different susceptibilities and infectiousness of individuals. In Chapter 5, we studied a noisy voter model with multiple types, which can represent different species or opinions.

Using a large number of compartments can potentially make the models less amenable to analytic solution. The method with which we approached this complication was similar in both models. We studied the dynamics of each system through the aggregate of its components and obtained information about the original model via the marginalised description. This reduced the dimensionality of the problem, and analytical progress could be made. In Chapter 5, for example, this meant focusing on one of the 'opinions', and consider the rest of the population as part of 'the other' group. In Chapter 4, on the other hand, we described the dynamics through the total number of infected or susceptible individuals, instead of each of the sub-groups. With this technique, we found that:

The frequency of stochastic quasi-cycles is well approximated by the mean of the heterogeneous parameters. Analytical expressions to characterises the frequency of oscillations around the fixed point were obtained in Chapter 4; these depend only on the first moment of the heterogeneous parameters across sub-groups, which are time independent - they depend only on the probabilities with which susceptibilities are assigned at birth, or infectiousness upon contagion.

Marginal descriptions of heterogeneous models are a valuable tool. In both chapters we aggregated the multiple compartments in the system into larger groups. We made use of weighted averages to construct effective models that emulated the original dynamics.
In Chapter 5, these weighted averages were used to 'homogenize' the aggregated types that conform 'the other' opinion; weights were assigned according to the fixed points of the corresponding mean-field dynamics. With this approximation, closed analytical expressions were obtained to describe the state probability distribution at long times, as well as the critical system size in which the transition between ordered and mixed states occurs.

In Chapter 4, susceptible sub-groups were lumped into a macroscopic group, and similarly for infected individuals. Also, a 'total infective power' and 'aggregate susceptibility' were defined, with weights corresponding to the population densities in each sub-group. These two quantities permitted analytical progress, and were necessary to obtain the
power spectral densities of the oscillations around the fixed point. They also featured on the analytical expression obtained to approximate the amplitude of the outbreaks.

Heterogeneity has non-trivial effects on the macroscopic dynamics. We found, for example, that the amplitude of the stochastic cycles in Chapter 4 depends non-trivially on higher moments of the distribution of susceptibilities and infectiousness. The amplitude of the cycles determines the size of outbreaks. Therefore, the model dynamics are impossible to reproduce if heterogeneity is not carefully considered.

In the noisy voter model presented in Chapter 5 we found that the nature of the noise-induced phase transition changes when more than two types are permitted, for instance. Instead of a single critical system size that divides the unimodal and bimodal regimes of the stationary distribution, as found in the two-state model, at least two critical points are needed to characterize the transition in the multi-state model. One is determined by the slope of the marginal stationary distributions at the right edge of state-space, i.e., by the dynamics near states of consensus. The other is defined on the left edge of state-space, and is characterized by the dynamics near states of extinction.

Overall, we find that the multiplicity of the states and the heterogeneity among them have a significant impact on the macroscopic model dynamics. The tools and methods presented in Chapters 4 and 5 facilitate the inclusion and analysis of heterogeneity, and are applicable in a wider context.

### 6.2 Outlook

The research presented in this thesis provides ample opportunities to branch out. In this section, we provide examples of direction in which further work could continue. We divide these examples in two: those which arise if certain assumptions of the presented models are relaxed, and those in which the results of both motion and heterogeneity may become relevant.

### 6.2.1 Extending the models

The models studied throughout this thesis are intentionally minimalistic. Therefore, there are many possible extensions to our models that could increase the applicability of our results.

For example, in all our models we assume a fixed population size. This assumption is made for mathematical convinience, but it does not capture the fluctuating populations observed in nature. Varying population sizes could be important in the models described in Chapters 2 and 3; applicability of the results in these chapters to biological settings would be more straightforward with this extension. Although it is possible to devise laboratory settings in which the population remains approximately constant [4], a more realistic model would assume births and deaths of individuals at separate rates. Models of this type have been shown to signifficantly affect evolutionary dynamics, and the demographic stochasticity in them can even lead to the extinction of both species in the population [5].

Another potential extension to our models is the inclusion of frequency dependent fitnesses. In Chapters 2 and 3 we assume that when individuals compete to reproduce (or to not die) they have an inherent fitness, which is independent of their opponents or surroundings; this is known as frequency independent fitnesses. This approximation could limit the extent with which our results can be used in a wider context. In game theoretical scenarios, for example, the fitness of individuals is, in general, dependent on the interaction partners of each individual. This takes into account that 'strategies' are not equally successful in all circumstances. In the context of cooperation games, defectors are much fitter when surrounded by cooperators than when among other defectors [6]. Frequency dependent fitness has been reported in biological settings [7-9], and so its inclusion is a natural next step of our work.

Further opportunities for augmentation to the models studied in this thesis include the study of ranked multi-state noisy voter models. In ranked models the transition between types is sequential; that is, type 2 can only change into type 1 or 3 , but not 5 , for example. The contents of Chapter 5 are restricted to the simplest case, in which imitation across opinions or strategies is performed independently of the 'distance' between them. However, this may not reflect important features of certain phenomena, such as opinion formation or the evolution of language, where changes tend to occur gradually. The phase transition observed in the multi-state noisy voter model is still found in ranked models, but the behaviour of the system can change significantly (see Fig. 6.1). Since transition between strategies needs to be sequential, intermediate types are more often occupied than extremal opinions. This is a substantial change to


Figure 6.1: Stationary probability distribution for each opinion in a multistate ranked noisy voter model. Sample stationary distributions of a ranked noisy voter model are shown. In the model, 5 opinions are possible. Individuals only transition from and to 'neighbouring' opinions $i \pm 1$. Each line shows the probability with which the system is found in a state in which $N x_{i}$ individuals are of opinion $i$. From left to right, the panels correspond to simulations with $N=20,100$ and 500. A noise induced transition is observed. However, the dynamics of the system are clearly different. The central species (orange), contains a higher proportion of the population. The model is symmetric, so that the species contiguous to the central one (green and blue) are equally abundant to each other, but more so than the extremal opinions (red and purple). In all panels, the mutation rate is $\varepsilon=0.01$ for all species, and the imitation rate is set to $r=1$.
the model dynamics, which should be interesting to study in more detail and has the potential to be widely applicable.

Of similar importance would be to consider structured populations in the multi-state noisy voter model. In Chapter 5 we consider a complete interaction graph; this makes our mathematical description possible and provides an interesting first insight into the dynamics of the model. As we have remarked on this thesis, however, population structure can modify the dynamics. In two-species noisy voter models it has been found to lead to a larger critical system syze [10].

The model of epidemics stuided in Chapter 4 also provides opportunities for extension. One could consider models with correlation between the susceptibility and infectiousness of individuals, for example. Neglecting such correlations facilitated a mathematically tractable model, but decreases its universality. The lack of correlation is justified for the study of, for example, varying pathogen resistance [11], where individuals become infected with different rates, due to their distinct resistances. Once infected, however, these differences need not determine their ability to spread the disease. On the other hand, neglecting correlations is inadequate to simulate heterogeneity that arises from a contact network. In this case, the better connected nodes are more likely to get infected and more likely to spread the disease.

Also, vaccination was not included in the epidemics model in Chapter 4. Although this extension to the model would be minor, interesting questions could be answered, such as how heterogeneity affects herd-immunity ${ }^{2}$.

### 6.2.2 Combining motion and heterogeneity

The previous section focused on extensions to the particular models presented in this thesis. We have addressed motion and heterogeneity independently in order to distinguish their effects. However, potential lines of research for which our work may be relevant also include cases in which both noise sources are present. Motion and agent-to-agent heterogeneity are ubiquitous in nature, and so occasions to explore them in conjunction abound. For example, heterogeneous interaction radii of individuals in moving populations have been explored in ref. [12], and populations with different diffusion speeds in ref. [13].

There are many other yet unexplored areas of research that combine the two noise sources. For instance, one could study the effect of motion on the periodicity of outbreaks of a disease. We found in Chapters 2 and 3 that the movement of individuals produces changes in both fixation probabilities and fixation times. It is reasonable to expect that motion affects the spread of a pathogen [14] and so the frequency of the stochastic cycles would be modified too. Furthermore, we observed that at some speeds of motion clustering of species is promoted. This is likely to also be the case for disease spreading, where heterogeneity between individuals in the population may play a more prominent role. Therefore, both the frequency and amplitude of the stochastic cycles may be changed.

However, it is important to stress that the evolutionary processes described in Chapters 2 and 3 are different to the epidemics model in Chapter 4 in various aspects. For instance, in the model of epidemics individuals transition from the susceptible to the infected stage mostly through 'contact' between members of each group, whereas the reverse only happens when infected individuals die, i.e., without the need of an interaction. In the evolutionary processes studied in Chapters 2 and 3, on the other hand, the system always evolves through pairwise interactions.

[^7]
### 6.3 Closing remarks

Through the publications reproduced in this work and in the summary above we have discussed the role of intrinsic and extrinsic noise sources in the particular process being described in each chapter. However, the models used throughout the thesis are set up in a way that makes them applicable to a wide variety of phenomena.
Chapter 4 uses an epidemic model, and we found that the characteristic frequency of the stochastic cycles is accurately described by the mean of the heterogeneous parameters. This can be used as a guide in other models with cycles of the same nature, such as ecological processes or theoretical games [15-17].

Chapters 2 and 3 have a wide scope by design, due to the variety of evolutionary update rules that are studied. The results have implications that go further than just biological processes; the set-up is common to game-theoretical models in general, which are used in the analysis and description of social dynamics and financial markets [18, 19], for example.
Finally, noisy voter models, like the one studied in Chapter 5, have proved useful in modelling various physical and social systems, such as opinion dynamics, language evolution, or magnetization. The use of more than two states is often avoided due to the lack of mathematically tractable dynamics, which results in the need to rely on numerical approaches. In the study of flocking dynamics, for example, two-state voter models have been used [20]; however, multi-state models could much more accurately describe changes in the direction of movement, and so our work could be of relevance. Furthermore, the method used to extract information from the heterogeneous system is amenable to application in other models. The underlying technique with which the problem is approached, then, is valuable beyond the model under study.

Motion and agent-to-agent heterogeneity are common characteristics of complex systems. The tools and techniques presented in this thesis can help to describe and understand their impact on model dynamics. Therefore, we hope that the results compiled in this thesis are not only seen as extensions of particular models, but that the underlying methods are used more widely and help to further our understanding of the complex world we live in.
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[^6]:    ${ }^{1}$ Amplification of selection implies that the chances of success of an advantageous mutant are larger than on a complete-interaction graph, while the fixation probability of a disadvantageous mutant are smaller. Suppression of selection describes the opposite effect.

[^7]:    ${ }^{2}$ In epidemics, herd-immunity is the term used to describe a population that, although partly composed of susceptible individuals, is highly unlikely to be invaded by a pathogen, due to the number of recovered (or vaccinated) individuals in the population.

