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Abstract 

This work is dedicated to the studies of novel van der Waals heterostructures using 

atomic force microscopy, Raman spectroscopy, cryogenic magnetotransport 

measurements and convergent beam electron holographic technique. We start from the 

description of the fundamental properties of graphene and related two-dimensional 

materials, and then turn to discuss the methodology used to obtain the main results 

presented in this work. In particular, a detailed description of the procedures used to 

fabricate complex van der Waals heterostructures, to which this thesis is devoted, along 

with the operation principles of the advanced modes of atomic force microscopy will be 

given.  

The scientific problems which had been investigated in the thesis are listed as Ⅰ. The 

electronic transport properties of composite super-moiré superlattices in double aligned 

graphene heterostructures. Ⅱ. The strain-induced piezoelectricity in monolayer 

hexagonal boron nitride. Ⅲ. Convergent beam electron holography for analysis of van 

der Waals heterostructures. 

When one two-dimensional material is brought into a close proximity to another one, the 

forming of moiré pattern leads to alteration of electronic and excitonic spectra and 

crystal reconstruction. In this thesis, we developed an approach to align graphene with 

two hexagonal boron nitride (hBN) simultaneously. This approach results in electron 

scattering by the differential moiré potentials, which can have arbitrarily large wave-

vector and, thus alter the band structure at arbitrary low energies.  

The second part of this thesis is devoted to two-dimensional (2D) hBN, which is a wide-

bandgap van der Waals crystal with remarkable properties, including exceptional 

strength, large oxidation resistance at high temperatures and single-photon emission. 

Due to the non-centrosymmetric of monolayer hBN, it has been predicted to exhibit 

piezoelectric properties, but no experimental evidence yet. In this case, we use the 

method: strain-induced piezoelectricity by bubbles forming from monolayer hBN on 

graphene, with the help of atomic force microscopy and electrostatic force microscopy 

to observe the piezoelectric behaviour. No piezoelectricity was found in bilayer and bulk 

hBN, where the centre of symmetry is restored. These results make monolayer hBN a 

desirable candidate for novel electromechanical and stretchable optoelectronic devices. 
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Finally, we perform the studies of van der Waals heterostructures by means of newly 

developed convergent beam electron holographic technique which allows imaging of the 

stacking order in such heterostructures, reconstruction of relative rotation, stretching, 

and out-of-plane corrugation of the layers with atomic precision and extraction of 

quantitative information about the 3D structure of the typical defects.  
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Chapter 1  

Graphene and other two-dimensional materials 

1.1 Introduction 

In this chapter, the properties of graphene, and other two-dimensional (2D) materials, 

such as hexagonal boron nitride (hBN) and transition metal dichalcogenides (TMDCs) 

are discussed. Starting with the discovery of carbon allotropes, atomic orbitals and the 

electronic band structures of graphene and production methods, a fundamental 

introduction to graphene is presented. The atomic structures and electronic properties of 

hBN and TMDCs as other 2D materials, compared with graphene, are discussed. The 

unique indirect-direct bandgap transition properties of TMDCs and the optoelectronic 

applications are reviewed. 

 

1.2 Discovery of Graphene allotropes 

As the basic compound element in life, carbon plays an important role in fundamental 

research. Various carbon-based materials with different physical properties have 

appeared over time and their discoveries have constituted significant milestones in the 

scientific world. Due to highly flexible molecular chains, carbon compounds present 

different characteristics in different structures1. Starting from the basic understanding of 

carbon atoms, some allotropes, such as fullerenes, carbon nanotube, and graphene are 

discussed1. Fullerenes are spherical molecules containing carbon atoms arranged in 

pentagonal and hexagonal lattices2. Fullerenes are considered as zero-dimensional (0D) 

objects3. Carbon nanotubes4 are in roll shaped tube formations with carbon atoms in one-

dimensional (1D) hexagonal lattices3. Graphene has a single layer of carbon atoms 

packed in a honeycomb structure, with a two-dimensional (2D) hexagonal lattice3, 

shown in Fig. 1.1.  
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Fig. 1. 1   Structure of graphene, fullerene, carbon nanotube and graphite.  (a) Graphene 

with carbon atoms in a hexagonal lattice. (b) Fullerenes with carbon atoms pack in pentagonal 

and hexagonal lattices. (c) Graphene rolls into cylinders as nanotube (1D). (d) Stacks with 

number of layers as graphite (3D)3. Image taken from Reference1. 

The isolation of graphene from bulk graphite is one of the most important scientific 

works of this century, achieved by K.S. Novoselov and A.K. Geim in the University of 

Manchester5. Graphene has brought about tremendous results in the scientific 

community although it had been described as a ‘state that could not exist’ 70 years ago3.  

In 19356, Landau and Peierls argued that infinite two-dimensional crystals are not stable 

upon thermal fluctuations and were predicted to curl up and form 3D islands3,7. The only 

known exception was 2D films epitaxially grown on monocrystals with matching crystal 

lattice (see e.g. Refs8-9).This has been regarded as the only experimentally effective 

method of producing atomically thin films3,11,12.  

It was only in 2004, as the first 2D single layer carbon atoms were isolated from graphite 

by mechanical exfoliation5, that graphene proved that single layer carbon atoms could 

exist freely without a monocrystal base. Also, it could exist perfectly well on 

membranes13 and in liquid suspension14.  

(a) (b) 

(c) (d) 
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Graphene is characterized by numerous excellent properties, such as exceptional 

mechanical stiffness, one of the highest among other materials electrical and thermal 

conductivity15,16. The versatile properties combined in graphene have led to it’s being 

hailed as a once in a century breakthrough material that is expected to revolutionise the 

world. The fact that high-quality, clean graphene16 can be obtained in a simple and 

economical way in a laboratory has accelerated research on graphene and other 2D 

materials. Research has proved that graphene reaches the limit of theoretical prediction 

of its many properties, such as high room-temperature electron mobility (up to 2.5 ×

105𝑐𝑚2𝑉−1𝑠−1 )17, high thermal conductivity18, high density of electric current 

sustainability19 and so on. 

1.3 Atomic orbitals of Graphene  

Carbon is an element that can create versatile compounds due to different types of bonds 

(single, double and triple)20. In order to understand the carbon bonds formed in graphite, 

the electronic configuration20 of carbon in its ground state, and its orbit hybridisation 

format20 are discussed below. 

In general, the electronic configuration of the carbon atom in its ground state20 is 

expressed as 1𝑠22𝑠22𝑝2, and the four valance electrons that are available for bonding 

are expressed as 2𝑠22𝑝2. Because the forming of bonds decreases the system energy, the 

reconfiguration of valance electrons takes place and this is referred to as 

‘hybridization’20. In short, only 𝑠𝑝, 𝑠𝑝2, 𝑠𝑝3 hybridizations are discussed in Fig. 1.2. 
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Fig. 1. 2    𝒔𝒑, 𝒔𝒑𝟐, 𝒔𝒑𝟑 hybridizations of electrons in carbon atom. (a) Electrons in ground 

state (b) excited state (c)  𝒔𝒑𝟑 hybridization (d) 𝒔𝒑𝟐hybridization (e) 𝒔𝒑 hybridization. Image 

taken from Reference20.  

When hybridization occurs, one electron in 1𝑠 orbital is promoted into 2𝑝𝑧 orbital, to 

form an excited state20. The electrons in the carbon atom start to hybridize from the 

excited state into 𝑠𝑝, 𝑠𝑝2, 𝑠𝑝3 hybrid orbitals. Graphite consists of stacked layers of 𝑠𝑝2 

hybridized carbon atoms located in a hexagonal lattice. The 2𝑠 and 2𝑝𝑥 , 2𝑝𝑦 orbitals 

hybridise to 𝑠𝑝2 hybrid orbitals with one electron filled in each20. The newly formed 

orbitals have trigonal planar geometry with an orbital angle of 120°20 (Fig. 1.3). The 

remaining 2𝑝𝑧  orbital (not involved in hybridization) is located perpendicular to this 

plane20. The three 𝑠𝑝2  hybrid orbitals form a 𝜎  covalent bond (which determines the 

energy stability and elasticity of graphene) with their nearest neighbours, and the 2𝑝𝑧 

orbital forms delocalised 𝜋 bonds in layers20 with adjacent paralleled neighbours. The 

interaction between layers is weak20 and this makes graphite easier to exfoliate. 
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Fig. 1. 3    Orbital hybridization and bond overlaps. (a) 𝒔𝒑𝟐 hybrid orbitals. One 𝒔 orbital and 

two 𝒑 orbitals hybridize to 𝒔𝒑𝟐 orbitals, with trigonal planar geometry with orbital angle of 120°. 

(b) 𝒔𝒑𝟐 hybrid orbitals end-on-end overlap to form 𝝈 bond, remaining 𝟐𝒑𝒛 orbital side-to-side 

overlap to form 𝝅 bond. Image taken from Reference21. 

 

 

 

 

 

 

(b) 

(a) 
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1.4 Electronic band structure of Graphene  

The carbon atoms of graphene are arranged in hexagonal lattice1, the structure can be 

considered as two atoms (A and B) contained in triangular Bravais lattice per unit cell, 

shown in Fig.1.4(a)1.  

Fig. 1. 4    Graphene Bravais lattice and Brillouin zone.  (a) Carbon atoms from 

graphene in hexagonal lattice. (b) Graphene Brillouin zone. Image taken from Reference1. 

The lattice constant vectors are expressed as (𝒂𝟏, 𝒂𝟐)1 

𝒂𝟏 =
𝑎

2
(3, √3),       𝒂𝟐 =

𝑎

2
(3, −√3), 

where 𝑎 ≈ 1.42Å is the carbon-carbon distance1. Blue dots and yellow dots represent 

Type A atoms and Type B atoms respectively. Also, the reciprocal lattice constant 

vectors (𝒃𝟏, 𝒃𝟐) are expressed as1, 

𝒃𝟏 =
2𝜋

3𝑎
(1, √3),         𝒃𝟐 =

2𝜋

3𝑎
(1, −√3) 

By the function22 𝒂𝒊 ∙ 𝒃𝒋 = 2𝜋𝜹𝒊𝒋 = {
2𝜋   (𝑖 = 𝑗)
0     (𝑖 ≠ 𝑗)

   (𝑖, 𝑗 = 1, 2)  

There are two points in the corners of graphene Brillouin zone expressed as 𝐾 and 𝐾′20. 

In momentum space their positions can be expressed as1: 

𝑲 = (
2𝜋

3𝑎
,

2𝜋

3√3𝑎
) , 𝑲′ = (

2𝜋

3𝑎
, −

2𝜋

3√3𝑎
), 

In real space, the three vectors of adjacent carbon atoms are expressed as1: 

(a) (b) 



20 
 

𝛿1 =
𝑎

2
(1, √3), 𝛿2 =

𝑎

2
(1, −√3), 𝛿3 = −𝑎(1,0)  

The six vectors of secondly-adjacent carbon atoms are expressed as1: 

𝛿1
′ = ±𝒂𝟏, 𝛿2

′ = ±𝒂𝟐, 𝛿3
′ = ±(𝒂𝟐 − 𝒂𝟏),   

The tight-binding Hamiltonian model is used for modelling electronic band structure and 

the electrons can hop to nearest1. The energy bands derived from this Hamiltonian are 

expressed as20,23,24:  

𝐸±(𝑘𝑥, 𝑘𝑦) = ±𝑡√1 + 4 cos (
√3𝑘𝑥𝑎

2
) cos (

𝑘𝑦𝑎

2
) + 4cos2 𝑘𝑦𝑎

2
  

where 𝑘 = (𝑘𝑥 , 𝑘𝑦) belongs to the first Brillouin zone, 𝐸+ refers to upper 𝜋∗ band and 

𝐸− refers to lower 𝜋 band; 𝑡 (≈ 2.8 𝑒𝑉) is the nearest hopping energy1,23. The graphene 

full band structure is shown in Fig. 1.5 below, from which it can already be seen that in 

the vicinity of the K and K’ points bands disperse linearly with increasing momentum. 

The valence band and conduction band are symmetrical at the K point in the Brillouin 

zone, where the Fermi level of charge neutral graphene is positioned. (Each Bravais 

lattice contains two carbon atoms, each carbon atom contributes one 𝜋 electron, thus the 

graphene valence band is full and the conduction band is empty1. The Fermi level of the 

charge neutral graphene is therefore located exactly between the conduction band and 

the valence bands)1. The energy spectrum is symmetric at zero energy. 
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Fig. 1. 5    Full band structure of graphene. Image taken from Reference1. 

A zoomed-in image of the dispersion relation in the vicinity of the K (or K’) points is 

shown in Fig. 1.5. At 𝐾 and 𝐾′ points, the dispersion can be obtained by substitution 𝐤 

as 𝐤 = 𝐊 + 𝐪, with |𝐪| ≪ 𝐊, 24 

𝐸±(𝐪) ≈ ±𝜐𝐹|𝐪| + [(𝑞/𝐾)2] 

where q is momentum relative to Dirac points, 𝜐𝐹 = 3𝑡𝑎/2 (≃ 1 × 106 𝑚/𝑠)1 is the 

Fermi velocity1,24. Note, unlike conventional two-dimensional electron gases, the Fermi 

velocity in graphene is momentum-independent1.  
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1.5 Mechanical exfoliation of Graphene from Graphite 

Monolayer graphene is produced by a mechanical exfoliation method using ‘scotch 

tape’5. This technique provides clean graphene with a defect-free structure on a substrate. 

The exfoliation method is based on repeatedly peeling off bulk graphite on the scotch 

tape surface and applying normal force or sheer force on the graphite layers (shown in 

Fig. 1.6(a))25. The graphite layers become thinner and expose increasingly fewer layers, 

or single layer graphene in the process25. The graphene flake under Scanning electron 

microscope (SEM) presents zigzag and armchair edges, shown in Fig. 1.6(b)3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. 6    Exfoliation process and graphene crystal  under SEM. (a) Scenarios of 

mechanical exfoliation route in graphite exfoliation, results from normal force, shear force or 

fragmentation25. (b) Large graphene crystal with zigzag (blue lines) and armchair (red lines) 

edges3. Image taken from Reference3,25. 

 

(a) 

(b) 
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1.6 Chemical vapour deposition (CVD) growing Graphene 

In recent years, a new method of growing graphene, named chemical vapour deposition 

(CVD), has attracted a great deal of attention (Fig. 1.7)26. Graphene is grown on the 

surface of a matrix by dehydrogenation at high temperature, using carbon compounds 

(CH4, C2H2, etc.) as a carbon source27. By using catalytic substrates, such as copper foil 

or other metal substrates (Ni, Pt, etc.)27, or even insulating substrates (hBN, SiO2)
27, 

graphene can be grown uniformly with fewer grain boundaries27. In comparison with 

reduced graphene oxide or graphene epitaxially grown on silicon carbide, the CVD 

copper method provides high-quality graphene in large sizes (30 inches)27,28,29. 

 

 

Fig. 1. 7    Schematic comparison of mechanically-assembled stacks and physical 

epitaxy or CVD method26. Image taken from Reference26. 

Usually, the graphene crystals obtained by the CVD method tend to be multi-crystalline, 

so that the grain boundaries are formed by a series of heptagon-pentagon pairs30, shown 

in Fig. 1.8(a). The existence of grain boundaries alters the mechanical and electronic 

properties31 of graphene sheets, shown in Fig. 1.8(b) and (c)30. The elastic modulus and 
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breaking force of graphene sheets are decreased by force indentation along the grain 

boundaries30,32.  

In addition, the electronic properties display an increased resistance across boundary 

areas33, which is suspected to be due to additional scattering33, shown in Fig. 1.8(d) and 

(e)33. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. 8    CVD graphene grain boundaries, strain resistance and electronic 

properties. (a) Grain boundaries with aperiodic heptagon-pentagon pairs. AFM force 

indentation before (b) and after (c) along grain boundaries area30. (d) optical images of contacts 

on CVD graphene with grain boundaries. (e) Increased resistance (green line) across boundary 

areas33. Image taken from Reference30,33. 

In order to obtain millimetre-sized graphene grains by the CVD method, pre-treatment 

of Cu foil before the process is studied. The variations used are: electrochemically-

polished31 and high-pressure annealed Cu foils31 (Fig. 1.9(a)), Cu foil enclosed structures, 

Cu melted and re-solidified, and oxygen-enriched Cu foils31. All of these methods are 

focused on making a smooth Cu foil surface to provide a flat substrate for growing 

graphene uniformly31.  

 

 

 

 

 

(b) (a) (c) 

(d) (e) 
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Fig. 1. 9    CVD graphene grains scale. (a) Monolayer graphene grains in millimetre-scale 

(2.3mm with 120º angle grain boundaries)31.  (b) Exfoliated graphene device and (c) carrier 

mobility31. Image taken from Reference31. 

Fig. 1.9 (a)  shows the monolayer graphene grains obtained by electrochemical polishing 

and high-pressure controlled pre-treatments31. The methods remove Cu protection layers 

(for avoiding wrinkles and defects) and anneal Cu foils at 2 atm (H2) in the CVD system 

for 7 hrs31, 34. Millimetre-scale graphene grains with fewer wrinkles and defects were 

synthesized34. Also, the CVD graphene produced in this way displays high carrier 

mobility at 1.1 × 105𝑐𝑚2𝑉−1𝑠−135 ((b) and (c) is exfoliated graphene).  
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1.7 Other 2D materials 

1.7.1 Hexagonal boron nitride (h-BN) 

Boron nitride (BN) is a compound of boron and nitrogen, which has a similar crystal 

structure and properties to natural carbon36. BN polymorphs have four different 

crystalline structures: hexagonal BN (h-BN), rhombohedral BN (rBN), cubic BN (cBN) 

and wurtzite BN (wBN)36. Each of them has a parallel with a carbon allotrope, e.g. hBN 

with graphite, rBN with rhombohedral graphite, cBN with diamond, wBN with 

lonsdaleite (wurtzitic diamond)36.  

A particularly interesting structure is hBN, a layered honeycomb-like crystal lattice with 

boron and nitrogen atoms occupying an inequivalent A and B sublattices in a Bernal 

structure37. The hexagonal layers of hBN are stacked in sequence as form AA’AA’38.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. 10    Lattice structure of hBN. Nitrogen (N) atoms are with blue colour and Boron 

(B) atoms are with grey colour. The B and N atoms are combined with covalent bonds36. 

Different layers are combined with van der Waals force36.Image taken from Reference39. 

The 𝑠𝑝2 hybridisation of atom orbitals in this layered structure builds strong covalent 

bonds 𝜎 between boron and nitrogen atoms in each lattice, although the interatomic bond 

between each of the layers is weak36. The two atoms (B and N) in the crystal have 
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different electronegativity36. The electronegativity of the N atom is higher, which makes 

the 𝜋 electron locate mostly near the N atom 36 making hBN is a perfect insulator.  

 

Over the past years, hBN is considered as the most suitable substrate to improve the 

quality of graphene devices38. The reason being is hBN’s atomically flat surface, the 

ability to synthesize free from impurities crystals and high energy of optical phonons. 

Moreover,  due to the high-temperature stability and large breakdown electric field 

strength of 0.7𝑉/𝑛𝑚−1, hBN can work as an excellent gate insulating substrate for a 

graphene devices38,40. It can also avoid surface roughness and scattering caused by 

charged surface states and the impurities41,42 of SiO2, so that it further increases carrier 

mobility43.  

 

The original work was done by Dean et al.38, and their electronic transport 

measurements of monolayer graphene on hBN substrate showed steadily improving 

results (Fig. 1.11 below). The sharp resistivity peaks corresponding to overall charge 

neutrality points appear at near-zero gate voltage38 

 

 

 

 

 

 

 

 

 

 

Fig. 1. 11    Resistance of monolayer graphene on hBN as a function of backgate 

voltage. Conductivity as function of carrier density (inset)38. Image taken from Reference38.  

 

 

 



28 
 

1.7.2 Transition metal dichalcogenides (TMDCs)  

1.7.2.1 Atomic structure of TMDCs 

Transition metal dichalcogenides (TMDCs) are a group of materials with the formula 

MX2 (M represents transition metal and X represents chalcogen)26. TMDCs have a wide 

range of electronic properties (from insulating to semiconducting). The transition metal 

comes from the IV (Ti, Zr etc.), V (V, Nb etc.) and VI (Cr, Mo, W etc.) groups; the 

chalcogen elements are S, Se or Te44. TMDCs also have a hexagonal structure, with each 

monolayer consists of three layers of stacked atoms26. The transition metal atoms are 

packed in between two layers of chalcogen atoms with the form X-M-X, shown in Fig. 

1.12. 

 

 

 

 

 

 

Fig. 1. 12    Layered structures of X-M-X in TMDCs. M represents transition metal, X 

represents chalcogen. Image taken from Reference45. 

As with graphene and other 2D materials, TMDCs can be produced by mechanical 

exfoliation from bulk crystal; some other promising techniques have also been 

developed. One of the methods, named liquid phase44 preparations, can obtain large 

quantities of thin TMDC layers, which can be further used in synthesising 

composites46,47.  

At the same time, CVD growth on a metal substrate48 and epitaxial growth on SiC 

substrates49 is also used to provide uniform large-area layers44. Fig. 1.13 shows some of 

the CVD methods used to grow MoS2
50–52.  

 

S 

M 



29 
 

 

 

 

 

 

Fig. 1. 13    CVD growing TMDCs process. (a) CVD method with solid S and MoO3 

precursors filled with N2 resulting (b) MoS2 film. Red dots represent furnace heating44. (c) CVD 

method with solid Mo layer exposed in S vapour resulting (d) MoS2 layers44. Image taken from 

Reference44. 

 

1.7.2.2 Electronic properties of TMDCs 

TMDCs have a wide range of electronic and optical properties. In some semiconducting 

TMDCs (i.e. MoS2), the transition from indirect bandgap (1.2 eV in bulk) to direct 

bandgap (1.8 eV in monolayer) occurs44. The direct bandgap leads to photoluminescence 

and predicts further application in optoelectronics44. Fig.1.14 shows the different band 

structures of monolayer and bulk MoS2 and WS2
44.  

  

 

 

 

Fig. 1.16 demonstrates the band structure of bulk and monolayer MoS2 and WS2. 
44  

 

 

Fig. 1. 14    Band structures of bulk and monolayer (a) MoS2 and (b) WS2. The 

arrow refers bandgap pointing from top valance band (blue) and bottom conduction band 

(green)44. Image taken from Reference44. 

(b) (a) (c) (d) 

(a) (b) 
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Bulk MoS2 is characterized by an indirect band gap at Γ point. With decreasing thickness 

down to monolayer, MoS2 undergoes indirect-to-direct band gap transition. The direct 

band gap of monolayer MoS2 emerges at K, K’ points of the Brillouin zone44. This is 

because the quantum confinement in the monolayer leads to the change of hybridization 

on the 𝑝𝑧 orbitals (S atoms) and 𝑑 orbitals (Mo atoms)44,53-55. At Κ point, the 𝑑 orbitals 

(located on the Mo atoms) in the middle sandwich layer of S-Mo-S have not been 

affected by interlayer coupling44. However, at Γ point, the combination of anti-bonding 

𝑝𝑧 orbitals (S atoms) and 𝑑 orbitals (Mo atoms) provides strong interlayer coupling44,54. 

Also, it has been found that all MoX2 and WX2 materials go through a similar indirect–

direct bandgap transition from bulk to thin layers, with a bandgap energy range from 

1.1–1.9 eV55–61.  

 

1.7.2.3 Optical properties of TMDCs 

The indirect–direct transition increases the bandgap energy, which further affects the 

optical properties of TMDCs. For MoS2, the changes in photoluminescence and 

photoconductivity are observed44 with the indirect–direct transition62,53,54.  

The photoluminescence quantum yield rises up to 104  factor for monolayer MoS2 

compared to bulk MoS2
44. Fig. 1.15 shows a higher quantum yield in the suspended 

regions of the MoS2 monolayer in holes.53 

 

 

 

 

 

Fig. 1. 15    Photoluminescence of suspended MoS 2 flake. (a) Optical images and (b) 

photoluminescence of suspended monolayer and multilayer MoS2 flake on top of holes. 

Enhanced photoluminescence emission is detected in monolayer region in (b). Image taken from 

Reference44. 
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It has also been shown that there is a strong photoluminescence (PL) in thin-layer MoS2 

crystals, while bulk MoS2 almost PL-inactive54. The reason being is that bulk MoS2 is an 

indirect band gap semiconductor and therefore the radiative recombination of excited 

electron-hole pairs is suppressed. In contrast, MoS2 monolayer has a direct band gap 

which results in its strong PL activity54. Thus, the direct-bandgap monolayer TMDCs 

ideally have light-emitting properties that could be used in future optoelectronics44. Fig. 

1.16 shows the photoluminescence spectra of MoS2 flakes of different thickness.44 

 

 

 

 

 

 

 

 

 

Fig. 1. 16    The photoluminescence spectrum intensity of MoS2 with different 

thickness (1.3 to 7.6nm). Inset is A exciton peak energy varies with thickness. Image taken 

from Reference44. 

Recent studies63,64 have also reported that moiré superlattices in TMDC heterostructures 

modify the optical properties of both intra- and interlayer excitons63. In MoSe2/ MoS2-

aligned heterostructures, the in-plane periodic potential leads to the splitting of MoSe2 

exciton and trion in the emission absorption spectrum63. By comparing the PL spectrum 

of the hBN-encapsulated MoSe2 monolayer and the hBN-encapsulated MoSe2/MoS2 ~0° 

stacking angle aligned heterostructure, the splitting of exciton is shown in the reflectivity 

spectrum, as seen in Fig. 1.1763. 
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Fig. 1. 17 The photoluminescence spectrum intensity difference of hBN 

encapsulated monolayer MoS2 and hBN encapsulated aligned MoSe2/MoS2.  

Image taken from Reference
63. 
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Chapter 2  

Graphene based van der Waals heterostructures 

2.1 Introduction 

In this chapter, moiré superlattices of graphene hBN heterostructure are introduced. The 

wavelength and relative rotation angle between two lattices are discussed. The electronic 

properties of the new generated sets of Dirac points and Raman intensity changing with 

alignment are presented. Also, the wavelength changing with the rotation angle of 

different TMDCs heterostructures are calculated. 

2.2 Moiré pattern 

Moiré pattern is first introduced by Rayleigh from the near superposition of two sets 

equispaced parallel straight lines65.This phenomenon is then further modified by J. 

Guild66 and Y.Nishijima referring that moiré pattern could also be obtained from replica 

gratings67 and sets of circular figures67.  

In general, moiré pattern means points of intersection of two overlapped figures68, each 

figure needs to have periodically wavelength. The period of moiré pattern changes with 

the intersection angle.68  

2.3 Graphene on hBN heterostructure moiré superlattices 

Based on the topic of 2D materials69, the small difference 𝛿 = 𝑎ℎ𝐵𝑁/𝑎𝐺 − 1 ≈ 1.8% 

between two crystals lattice constant and misalignment along with each crystallographic 

axes generate a quasi-periodic hexagonal pattern69,70, which further referring as moiré 

superlattices71,72 (shown in Fig. 2.1).  

 

 

 

 

 

 

 

 

 



34 
 

 

 

 

 

 

 

Fig. 2. 1    Moiré superlattices of graphene (red) on hBN (blue)  with (a) relative 

rotation angle 𝝓 = 𝟎°and (b) 𝝓 = 𝟑°. Image taken from Reference69. 

From the lattice mismatch 𝛿 between graphene and hBN, as well as relative rotation 

angle 𝜙 between two lattices, the moiré wavelength can be expressed as73: 

𝜆 =
(1 + 𝛿)𝑎

√2(1 + 𝛿)(1 − cos𝜙) + 𝛿2
 

Where 𝑎  is graphene lattice constant73. Also, the relative rotation angle 𝜃  of moiré 

superlattices with regard to graphene lattice can be further expressed as73: 

tan𝜃 =
sin𝜙

(1 + 𝛿) − cos𝜙
 

The moiré wavelength and rotation angle 𝜃 as the function of 𝜙 is shown73 below in Fig. 

2.2. The largest wavelength is up to 14nm73.  
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Fig. 2. 2    The wavelength and rotation angle dependence.  The wavelength 𝝀 and 

relative rotation angle 𝜽 (between moiré superlattices with graphene lattice) as the function of 

relative rotation angle 𝝓 (between graphene and hBN lattice). Image taken from Reference73. 

 

2.4 Electronic properties of Graphene hBN superlattices 

Superlattices in 2D systems have attracted much interest because of its effect on charge 

carriers, leading to a modification of the spectra of electronic systems74. For the case of 

the graphene hBN superlattices, second-generation Dirac points appear as sharp peaks in 

resistivity with the reversal of Hall effect74. This indicates that charge carriers change 

with graphene conduction and valence band74,75. 

Fig. 2.3 (a) shows the behaviour of longitudinal (𝜌𝑥𝑥) and Hall resistivities (𝜌𝑥𝑦) for 

graphene hBN aligned samples. The main peak appears at graphene main neutrality 

point (𝑛 = 0), and the other two peaks appear on each side of main neutrality point in 

symmetry, at high doping 𝑛 = ±𝑛𝑠
74. At low temperature, the hole side secondary peak 

is stronger than its main neutrality point counterpart74, while the electron side secondary 

peak is ~10  times weaker74. In Fig. 2.3 (b) shows miniband feature of isolated 

secondary Dirac points. This is because hBN induces extra neutrality points to 

superlattices potential74. It also shows the Hall resistivity (𝜌𝑥𝑦 ) change sign at high 

electron and hole doping, displaying well-isolated Dirac points74.  
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Fig. 2. 3    Electronic properties of graphene hBN superlattice s. (a) Longitudinal 

resistivity (𝝆𝒙𝒙) and (b) Hall resistivity (𝝆𝒙𝒚) as a function of 𝒏 (Positive 𝒏: electrons, negative 

𝒏: holes) 74. Image taken from Reference74  

Previous research69,76 also investigated the strain distribution and self-rotation in 

graphene on hBN heterostructures for different misorientation angles along two 

crystalline structures, by atomic force microscopy (AFM) and Raman spectroscopy76. 

They observe a commensurate-incommensurate transition when 𝜙 is approximately 𝛿 (≈

1%)69. For 𝜙 < 𝛿  (Period > 10𝑛𝑚), graphene relaxes to an energetically favourable 

state69 for van der Waals interactions with hBN, leading to large areas of 

commensuratation69. For 𝜙 > 𝛿, graphene and hBN lattices keep unsynchronized with 

no accumulated strain69.  

C.R. Woods et al.76 prepared graphene on hBN by dry transfer method, and ensured the 

crystallographic directions of graphene and hBN are misoriented by 𝜃 = 1° − 2°76 by 

optical observation. They studied the moiré pattern before annealing and after annealing 

(self-orientation)76 by AFM and Raman spectroscopy, and observed that uniform 

alignment and increased level of commensuration76 happens after annealing. Fig. 2.4 

shows the period of moiré pattern increases by 15% which indicates greater alignment76. 

The uniform alignment is also confirmed by Raman spectroscopy76. 

 

(a) (b) 
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Fig. 2. 4    Optical image, AFM images, and Raman data of graphene hBN 

superlattices. (a) Young’s modulus images of graphene and hBN moiré superlattices before 

(b) and after (c) annealing. The moiré period increases by 15% and shows clear edges. 

Corresponding with Raman FWHM 2D peaks and calculated alignment angles before (d,e) and 

after (f,g) annealing76. Image taken from Reference76. 
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Chapter 3  

Characterization and fabrication techniques 

3.1 Introduction 

This chapter mainly introduces the techniques of superlattices characterization and 

device fabrication. Atomic force microscopy is used for surface alignment 

characterization and heterostructure thickness determination, which count as major part 

in this work. Raman and photoluminescence spectroscopy provide quick structural 

characterization for graphene, few-layer graphite and thin layer TMDCs. Electron beam 

lithography is used for device contacts exposure process. 

3.2 Atomic Force Microscopy (AFM) 

In 1982, the first Scanning Tunnelling Microscope (STM) was invented by Gerd Binnig 

and Heinrich77. The technique aims at investigating the surface topographies at the 

atomic scale by using a tunnelling current to finely control distance between a probe and 

the sample. The principle of STM is relatively straightforward shown in Fig. 3.1. A 

metal tip scans the surface maintaining a constant tunnel current77. The displacement of 

tip is driven by voltage applied to a piezoelectric tube (piezotube)77, which is controlled 

by a feedback loop with the tunnelling current. The surface topographic images are 

presented as results. The resolution of STM images depends on the tunnelling current 

between distances of the two tunnel electrodes77 and how sharp the metallic probe is.  
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Fig. 3. 1    Schematic of the operation principle of a STM. Piezotubes 𝑷𝒙 and 𝑷𝒚 

control the lateral scan direction of metal tip. CU controller output voltage 𝑽𝒑 to piezotube 𝑷𝒛 

for tunnel current 𝑱𝑻 with tunnel voltage 𝑽𝑻
77.  The tunnel distance represents by 𝒔 (Δ 𝒔). The 

dash line follows the 𝒛 displacement in 𝒚 scan with A (step) B (contamination area) and C 

(lower work function) 77. The surface topography images are generated by the voltage applied to 

𝑷𝒙, 𝑷𝒙 and 𝑷𝒚 with constant work function77. Image taken from Reference77. 

The tunnel current through the tunnel barrier is presented as77: 

𝐽𝑇 ∝ exp (−𝐴𝜑1 2⁄ 𝑠), 

Where 𝐴 = (
4𝜋

ℎ
) 2𝑚1 2⁄ = 1.025Å−1𝑒𝑉−1 2⁄ , 𝑚 is free-electron mass, 𝜑 is the average 

height of the barrier and 𝑠 is its width77. When the tunnel barrier is a few electron-volts, 

the change of tunnel barrier width due to an atomic step (~2 − 5Å) 77 causes a variation 

of tunnel current by up to three orders of magnitude77. 

Subsequently, a variety of Scanning Probe Microscopy (SPM) techniques have been 

innovated78. Among these, is another outstanding technique named Atomic Force 

Microscopy (AFM). AFM was invented by Gerd Binnig, Christoph Gerber (IBM), 

Calvin Quate (Stanford) in 198679. The approach aims to measure the electrostatic force 

between the surface and the tip80 and record the level of sensitivity of cantilever 

motion79 and finally present topographies in high resolution. Importantly, AFM is 

capable of imaging insulators as well as conductors in the atomic scale, since its 

feedback is not dependent upon electronic current.  
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The schematic set up of AFM is shown in Fig. 3.2: a piezoelectric tube controls the 

distance between the tip and sample surface, meanwhile, a feedback loop converts the 

laser deflection difference of tip cantilever to electric signal and delivering to display 

system80. By analyzing the signal measured, AFM finally present a 3D atomic surface 

image.  

 

 

 

 

 

 

 

 

 

Fig. 3. 2    Schematic setup of AFM and laser cantilever deflection on 

photodetector. The piezotube locates on top of the cantilever holder. The laser diode goes 

through lens and reflects on cantilever holder, then catches by an adjustable mirror and arrives 

on split-diode photodetector. Image taken from Reference81. 

AFM can be operated in mainly four different modes relate with feedback loop, as well 

as presented different topographic information on different surface. The four modes: 

tapping mode, contact mode, conductive mode and ramping are discussed below82. 

3.2.1 Contact mode AFM 

In contact mode AFM, the tip is in contact with the surface continuously when scanning 

(shown in Fig. 3.3). The tip is dragged through the sample surface with a constant force 

(called the setpoint which is typically 𝑛𝑁). By recording the cantilever’s deflection 

signal from photodetector, surface topographic information83 is observed. The tip obtains 

the compressive force between tip and surface, as well as shear force83 from cantilever 

torsion and the later leads to lateral force mode83.  
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Fig. 3. 3    Schematic demonstration of contact mode AFM. The tip drags through 

surface and photodetector records cantilever deflection. Image taken from Reference82.  

The output images of contact mode include height, deflection error, and friction. For 

deflection error images, changes in the topographic image are intensified by deflection 

signal84. Since deflection acts as a feedback parameter, the variation of feature in this 

channel is considered as ‘error’84. The feedback loop then compensates the changes to 

maintain deflection setpoint constantly. In friction images, the friction refers to the 

torsion from cantilever while scanning. Also, due to the torsion discussed above, another 

mode named Lateral force microscopy appeared84.  

In Lateral force microscopy, the cantilever scanning movement is perpendicular84 with 

the long axis of cantilever (shown in Fig. 3.4). This mode provides the friction signal 

effectively by measuring cantilever torsion from side to side twisting84. Friction force 

can be converted into an absolute signal by the calibration of cantilever torsion spring 

constant84. 
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Fig. 3. 4    Cantilever scan direction is perpendicular with long axis of cantilever 

in Lateral Force mode. Image taken from Reference84. 

3.2.2 Tapping mode  

In tapping mode AFM, the cantilever of tip oscillates at a constant frequency with a 

small amplitude (~10s of nm)83 near its resonance. During operation of tapping mode, 

the tip is only affected by the van der Waals interaction for small-time region83 when 

surface heights changing. The resonant frequency of the oscillation shifts relative to the 

free-space resonance. This means the amplitude of the oscillation at a given frequency 

will move up or down depending on the relative strength of the interaction between the 

probe and the sample. The piezoelectric tube adjusts vertical position of the tip until the 

amplitude returns to the setpoint83. The feedback loop records the voltage supplied to the 

piezotube required to maintain the same amplitude83. The schematic of a tapping mode 

AFM set up is shown in Fig. 3.5. The cantilever oscillation is detected by a 

photodetector, output to lock-in amplifier which obtains the phase and amplitude 

information. The amplitude signal is compared with set point and the resulting error 

signal is put to proportional-integral-derivative (PID) controller, which controls the 

piezo tube81. The external unit generates the driving signal to the tip, and provides the 

reference signal for lock-in amplifier81.  
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Fig. 3. 5    Schematic set-up of tapping mode AFM. The cantilever oscillates at a 

constant frequency without touching the surface. Image taken from Reference81. 

Comparing to contact mode, tapping mode avoids lateral force and reduces damage to 

the tip’s sharpness, also providing relatively high-resolution images.  

Tapping mode AFM channels include height, amplitude, amplitude error, and phase. The 

amplitude error channel shows the amplitude difference between actual cantilever 

oscillation and amplitude setpoint85. The phase channel shows to the phase shift between 

detector signal from cantilever oscillation and drive signal from piezo (Fig.3.6) 86.  
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Fig. 3. 6    The phase shift of detector signal and drive signal in phase channel. 

The drive signal oscillates at constant frequency, and the phase shifts with 𝝋𝟏  and 𝝋𝟐  in 

different surface materials86. Image taken from Reference86. 

The tip oscillation is described as follow: 

𝑑 = 𝐴sin(2𝜋𝑓𝑡 + 𝜑) 

Where 𝑑 is the deflection signal, where 𝐴 is the amplitude, 𝑓 is the frequency, 𝑡 is the 

time, and  𝜑 is the phase shift87.  

 

3.2.3 Cantilever tuning 

It is required for functional tapping mode AFM to tune the cantilever before starting 

measurements. The drive frequency typically set as 5% below88 cantilever natural 

resonant frequency (𝑓𝑑𝑟𝑖𝑣𝑒 = 0.95𝑓0). When the drive frequency is close to resonant 

frequency, a small change of tip-sample separation can lead to large cantilever 

oscillation amplitude changes (good vertical sensitivity)88. Thus in tapping mode, the 

cantilever is driven at constant amplitude and frequency. When the cantilever comes 

close to surface, the tip-surface force gradient shifts the cantilever resonant frequency 

causing the oscillation amplitude to reduce88, as shown in Fig. 3.7. An attractive force 

shifts the cantilever resonant frequency lower while repulsive force shifts the cantilever 

resonant frequency higher88.  
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Fig. 3. 7    Cantilever amplitude oscillation vs. driving frequency. Cantilever 

resonant frequency shifts (grey dash line indicates cantilever resonant frequency lower shifts; 

black dash line indicates cantilever resonant frequency higher shifts). Image taken from 

Reference88. 

3.2.4 Conductive mode  

Conductive mode AFM (C-AFM) uses an electrically conductive tip to measure surface 

topographic information and current distribution simultaneously. C-AFM operates in 

contact mode and simultaneously measures electrical properties89 of the samples.  

When a conductive tip is brought into contact with the sample surface, a bias voltage is 

applied between the conductive tip and surface89. Current flow can be measured and a 

current map is presented while the tip raster scanning across surface89, shown in Fig. 3.8. 

Similar to STM, C-AFM provides current information. However, most importantly, it 

provides the topographic information and current flow independently, unlike STM, 

where the topographic and current images have cross-talk between one another89. This 

eliminates artefacts and convolution of two signals89.  

Typically, the conductive tip is coated with a thin layer of platinum-Iridium or gold. 

However, some cantilevers are made with purely conductive material or use a diamond89 

at the tip's apex. In each case, due to the small tip-surface contact area (~ 10 nm)89, the 

current density may be very high. In order to preserve tip conductive layer, a resistor is 

used to control the current and reduce the risk of burning tip conductive layer. 
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Fig. 3. 8    Schematic set-up of C-AFM. C-AFM operates in contact mode with a 

conductive AFM probe in circuits. Image taken from Reference90.  

3.2.5 Force Mode (Ramping) 

AFM Force mode, which is also called ramping, refers to single point indentation of the 

tip into the surface. The cantilever approaches the sample surface then withdraws while 

monitoring the cantilever deflection vs. piezotube variation91. The information can be 

converted to force vs. surface distance curves which further provide mechanical 

properties of sample91. The parameters; spring constant and deflection sensitivity, are 

needed in these measurements91.  

Fig. 3.9 shows Z voltage vs. time curves for continual ramping. The X-Y voltage is kept 

constant and a triangular waveform is applied to Z electrodes. The ramping size and scan 

period keep constantly92. 
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Fig. 3. 9    Continuous ramp waves and deflection variation of  ramping. The ramp 

size and scan period is shown. Image taken from Reference92. 

In force mode AFM, the cantilever moves up and down from the sample surface and 

generates the deflection error (nm) with the change of z-position (Fig. 3.10). By ramping 

before proceeding to contact mode, the cantilever sensitivity is calibrated by analyzing 

the stiffness against the surface. 

Fig. 3.10 demonstrates a tip-surface full ramping period. The blue line indicates the 

approaching movement from tip to surface, and the red line indicates the withdrawing 

movement. The tip moves to surface from far away distance (zero deflection), then 

captured by van der Waals or electrostatic force which causing negative deflection signal. 

Since the Z position then continuously moves down the cantilever bends to the other 

direction and giving positive deflection signal. Then the tip withdraws and deflection 

curve ends when long-range forces vanish93. The details of cantilever bending with the 

variation of force appearing in full cycle will be explained in Chapter 3.2.7. 
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Fig. 3. 10    The deflection error (nm) vs. z-position curves.  Image taken from 

Reference94. 

Ramping is a good technique which helps the investigation of force variation in a single 

indentation. It is an important element in the more advanced Peak Force QNM mode. 

Force modulation mode and Force volume mode are considered as evolved methods of 

Force mode. 

Force modulation mode uses an oscillating cantilever at a constant frequency to indent 

the surface in a small region, by comparing the variation value of cantilever deflection to 

decide the stiffness of surface (smaller deflection in soft surface and larger deflection in 

hard surface)95.  

Force volume mode provides the topographic images and force ramping data 

simultaneously and output them in the same image96. Force Volume mode also records 

the height and tip retracts when the force reaches a trigger value for single indentation96. 

Then force mode starts to detect each (X, Y) position with force curves in selected 

range96. It provides a 3D indentation map, which further provides elastic and adhesion 

information96. 
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3.2.6 Tip 

Fig. 3.11 shows an advanced AFM tip (Fastscan-A) designed for imaging in air by 

Dimension FastScan AFM97. The cantilever is fabricated from Silicon Nitride by a 

photolithography technique. Table 1 shows the parameters of a Fastscan-A tip. The long 

triangular cantilever has a 1400kHz resonant frequency with 17N/m force constant97. 

The silicon tip radius is 5nm sharp, which keeps the images with high resolution even in 

hard surface while high-speed scanning97.    

          

 

 

 

 

                     

Fig. 3. 11    Fastscan-A tip SEM images. Image taken from Reference 97. 

Table 1.    Parameters of a Fastscan-A tip. Taken from Reference97. 

 

 

 

 

 

 

 

Tip Height (h) 2.5-8 μm 

Tip Radius (Nom) 5nm 

Front Angle (FA) 15±2.5° 

Back Angle (BA) 25±2.5° 

Cantilever thickness (Nom) 0.58 μm 

Tip Height 

Cantilever thickness 

Tip Radius 

Back Angle 
Front Angle 



50 
 

3.2.6.1 Tip radius 

 For all AFM measurements, elastic and adhesion interactions in each indentation are 

strongly related with tip shape98. In contact mechanics models (Hertzian behaviour, 

1885), the elastic half-space indentation by rigid object is first explained98. The function 

of indentation force in linear elastic surface is expressed as98: 

𝐹 = 𝜆𝛿𝛽 

 Where 𝐹  is the indentation force, 𝛿  is indentation depth. 𝜆  and 𝛽  values refer the 

‘indenter shape’ for sphere (Hertz), sharp cone and sharp pyramid tip98. Fig. 3.12 and 

Table 2 shows the spherical, conical, and pyramidal tip parameters.  

Table 2.    Force indentation parameters for different models. Taken from Reference98. 

 

 

 

 

 
 
 
 
 
 
 
 
 
             (𝜈 is Poisson’s ratio and 𝐸 is Young’s modulus) 

 

 

 

 

 

  

Fig. 3. 12 Blunt and sharp tip parameters.  𝒂 is contact radius, 𝐜 is indentation radius. 𝜽 

is incline angle of paramid tip. Image taken from Reference98. 

Model                                                               𝜆                                   𝛽 

Hertz: sphere of radius  𝑅   
4𝐸𝑅1 2⁄

3(1 − 𝜈2)
 

 

      3 2⁄  

Sharp cone of tip angle  2𝜙 
2𝐸tan𝜙

𝜋(1 − 𝜈2)
 

 

2 

Sharp pyramid of tip angle 

 2𝜙: Bilodeau solution 

1.4906𝐸tan𝜙

2(1 − 𝜈2)
 

 

2 

Rico et al. solution 
𝐸tan𝜙

21 2⁄ (1 − 𝜈2)
 

 

2 
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The equation for blunt tip is expressed as98: 

𝐹 =
2𝐸

1 − 𝜈2
{𝑎𝛿 − 𝑚

𝑎2

tan𝜙
[
𝜋

2
− arcsin (

𝑏

𝑎
)] −

𝑎3

3𝑅

+ (𝑎2 − 𝑏2)1 2⁄ [𝑚
𝑏

tan𝜙
+

𝑎2 − 𝑏2

3𝑅
]} 

Where 2𝜙 is tip angle, 𝑏 is the radius where the tip side becomes sphere with a tip radius 

𝑅98. 𝑚 is a constant value with cone (= 1 2⁄ ), pyramid (= 21 2⁄ 𝜋⁄ )98. 

The contact radius with indentation depth equation is expressed as98: 

𝛿 +
𝑎

𝑅
[(𝑎2 − 𝑏2)1 2⁄ − 𝑎] − 𝑛

𝑎

tan𝜙
[
𝜋

2
− arcsin (

𝑏

𝑎
)] = 0 

Where 𝑛 = 1  for cone and 𝑛 = 23 2⁄ 𝜋⁄  for pyramid. If 𝛿 < 𝑏2 𝑅⁄ , the Hertz model 

applied, if 𝑅 = 𝑏 = 0 , the sharp tip model applied. 𝑅 → ∞  could be considered as 

truncated cone tip98. 

 

 

3.2.7 PeakForce Quantitative Mechanical Property Mapping (QNM) 

Peak Force QNM is a new technique as a branch of tapping mode developed by Bruker, 

it captures the topography and force curves simultaneously. Similar to tapping mode, the 

tip and surface are in touch with each other intermittently for a short time region to avoid 

lateral forces93. The difference is that feedback loop controls a maximum vertical force 

on the tip (Peak force) rather than constant amplitude oscillation (normal tapping 

mode)93,99.  

Peak Force mode not only keeps tapping mode advantages to avoid lateral force and tip 

damage, but also provides other mechanical properties images by analyzing force curves 

in each pixel93. Peak Force QNM system has several astonishing benefits listed below, 

which also presents the theory of this technique. 

1. High-resolution mapping of different mechanical properties.  

2. Tip and surface protection while scanning with low lateral force. 
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3. Measurements of various materials with different types of tips.  

Peak Force QNM provides channels of Height, Peak Force Error, DMT Modulus, 

Deformation Adhesion, Dissipation, Height Sensor, etc (Fig. 3.13 (c)). Following the 

manual, by analyzing the force curves (Fig.3.13) from each pixel, high resolution of 

mechanical properties mapping can be presented.  

 

 

 

 

 

 

Fig. 3. 13    Peak Force QNM tip-surface indentation information . (a) tip-surface 

full indentation interaction. (b) force curves as a function of Z position. (c) mechanical 

properties from single force curve99. Image taken from Reference93. 

Fig. 3.13 (a) presents a tip-surface full indentation interaction. The top dashed line 

shows the Z-position modulation as a function of time for one period93. The X-axis is 

time and Y-axis is deflection signal. The blue line indicates the approaching period from 

tip to surface, while red line indicates the withdrawing period.  

Following the same manual93: the modulation frequency is 2𝑘Hz and time from A to E is 

0.5 𝑚𝑠. The tip indentation starts from point A, where the tip still is far from the surface 

(zero deflection). Then the piezo stretches, pulling Z position down, and the cantilever 

starts to bend over towards surface by van der Waals or electrostatic force, etc93. At 

point B, there is an attractive force on the tip as it is ‘captured’ by surface, this is 

associated with capillary forces due to surface moisture. As the Z position moves down 

to the end, the repulsive bending force of the cantilever overcomes the attractive force, 

and cantilever starts to bend in the opposite direction and reach point C, which refers the 

Peak Force indentation. The peak force at C during indentation is kept constant. The Z 

velocity is then reversed and moves upward until the adhesion force starts to overwhelm 

the cantilever stiffness again, until it reaches point D, the maximum adhesion point93. 

(a) (b) (c) 
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Then the tip is pulling off from surface, the curve reaches point E when the long-range 

forces vanish93.   

Following the same manual93: Fig. 3.13 (b) represents the force curves as a function of Z 

position to eliminate time variation, as a comparison with force-time curves. Fig 3.13 (c) 

demonstrates the mechanical properties values obtained from single force curve.  

(1) Young’s modulus 

The green slope fitted line in Fig 3.13 (c) represents Young’s modulus, which is 

extracted by applying the Derjaguin-Muller-Toporov (DMT) model100.  

𝐹 − 𝐹𝑎𝑑ℎ =
4

3
𝐸∗√𝑅(𝑑 − 𝑑0)3 

Where 𝐹 − 𝐹𝑎𝑑ℎ  represents the force on a cantilever,  𝑅  is the tip radius,  𝑑 − 𝑑0  is 

sample deformation. 𝐸∗ represents the reduced modulus. The Young’s modulus 𝐸𝑠 can 

be obtained from the equation below if tip Poisson’s ratio is known. Assume tip modulus 

𝐸𝑡𝑖𝑝 is infinite93.  

 

𝐸∗ = [
1 − 𝑣𝑠

2

𝐸𝑠
+

1 − 𝑣𝑡𝑖𝑝
2

𝐸𝑡𝑖𝑝
]

−1

 

(2) Adhesion 

The source of adhesion force acquired from measurements in Fig 3.13 (c) could be any 

kind of attractive force. The electrostatic force and van der Waals force all contribute to 

relative strength depending on different parameters (i.e. surface charge and 

hydrophilicity). The adhesion value increases with the increasing of tip area. Also, the 

energy dissipation is dominated by adhesion work if there is certain value of peak force, 

and the non-elastic deformation area is negligible. If the tip is functionalized, the 

adhesion force can reflect chemical interaction between tip and sample93,101.   

(3) Deformation 

Deformation is defined as the indentation distance of tip into surface at peak force value. 

Deformation increases with the force loading value until peak force set point. It includes 



54 
 

both elastic and plastic contributions. The deformation can be calculated from the 

distance where force is zero till peak force point93.  

(4) Dissipation 

Dissipation is defined as the integration of force times velocity integrated over one 

period, shown in gold area in Fig. 3.13 (c) and can be expressed as: 

𝑊 = ∫ 𝐹⃗ ∙ 𝑑𝑍⃗ = ∫ 𝐹⃗ ∙ 𝑣⃗
𝑇

0

𝑑𝑡 

Where 𝑊 is the energy dissipation in single indentation cycle, presents in the unit of 

electron volts and refers the mechanical energy lost per cycle.  𝐹  represents the 

indentation force vector and 𝑑𝑍  represents the displacement vector. In pure elastic 

deformation, the dissipation is low due to small hysteresis between repulsive parts in 

loading-unloading curve, and it is dominated by adhesion work93. 

The tip used for Peak Force QNM measurements is ScanAsyst-Fluid +, shown in Fig. 

3.14. It has a sharp tip (2𝑛𝑚 tip radius) and a low spring constant cantilever (0.7𝑁/𝑚) 

which is ideal for high-resolution measurements102.  

 

Fig. 3. 14    ScanAsyst-Fluid+ tip SEM images. Image taken from Reference102. 
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3.3 Electrostatic Force Microscopy (EFM) and Kelvin Probe Force 

Microscopy (KPFM) 

In AFM measurements, the tip-surface interaction typically contains various forces. 

When the tip is approaching the surface, short-range repulsive force, van der Waals 

force, chemical binding force, long-range electrostatic force, etc. all affect the 

interaction103. An expression for the electrostatic force, which is the relevant force for 

EFM and KPFM, can be obtained by considering the tip-sample system as a capacitor103. 

The force can be deduced from the energy of a capacitor, 𝑈𝑒𝑙 = 1 2𝐶𝑉2⁄ , which leads 

to103: 

𝐹𝑒𝑙 = −∇𝑈𝑒𝑙 =
1

2

𝜕𝐶

𝜕𝑟
𝑉2 + 𝐶𝑉

𝜕𝑉

𝜕𝑟
 

where 𝐶 is the capacitance and 𝑉 is the total voltage103. To simplify the system, only a 

metallic tip and sample is considered. Thus 
𝜕𝑉

𝜕𝑟
= 0. Since the main interaction in an 

AFM measurement comes from the forces perpendicular to the sample (in the z 

direction), the equation above could be simplified to103: 

𝐹𝑒𝑙 =
1

2

𝜕𝐶

𝜕𝑧
𝑉2 

In EFM and KPFM measurements, an electrostatic force field is generated by applying 

an ac-voltage 𝑉𝑎𝑐sin (𝜔𝑎𝑐𝑡)  at frequency 𝜔𝑎𝑐 , which will generate a cantilever 

oscillating at this frequency 𝜔𝑎𝑐
103. Since the tip-sample system can be considered as a 

capacitor, 𝐹𝑒𝑙 can be expressed as103: 

𝐹𝑒𝑙 =
1

2

𝜕𝐶

𝜕𝑧
[𝑉𝑑𝑐 − 𝑉𝐶𝑃𝐷 + 𝑉𝑎𝑐sin (𝜔𝑎𝑐𝑡)]2 

𝐹𝑒𝑙 =
1

2

𝜕𝐶

𝜕𝑧
[𝑉𝑑𝑐 − 𝑉𝐶𝑃𝐷 + 𝑉𝑎𝑐sin (𝜔𝑎𝑐𝑡)]2 =

1

2

𝜕𝐶

𝜕𝑧
[(𝑉𝑑𝑐 − 𝑉𝐶𝑃𝐷)2 + 2(𝑉𝑑𝑐 −

𝑉𝐶𝑃𝐷)𝑉𝑎𝑐 sin(𝜔𝑎𝑐𝑡) + 𝑉𝑎𝑐
2 sin(𝜔𝑎𝑐𝑡)2] =

1

2

𝜕𝐶

𝜕𝑧
[(𝑉𝑑𝑐 − 𝑉𝐶𝑃𝐷)2 + 2(𝑉𝑑𝑐 −

𝑉𝐶𝑃𝐷)𝑉𝑎𝑐 sin(𝜔𝑎𝑐𝑡) + 𝑉𝑎𝑐
2(1 − cos(2𝜔𝑎𝑐𝑡))/2] =

𝜕𝐶

𝜕𝑧
[

(𝑉𝑑𝑐−𝑉𝐶𝑃𝐷)2

2
+

𝑉𝑎𝑐
2

4
] +  

𝜕𝐶

𝜕𝑧
(𝑉𝑑𝑐 −

𝑉𝐶𝑃𝐷)𝑉𝑎𝑐 sin(𝜔𝑎𝑐𝑡) −
𝜕𝐶

𝜕𝑧
 cos(2𝜔𝑎𝑐𝑡))/4 
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Where 𝜕𝐶 𝜕𝑧⁄  is the capacitance gradient of the tip-sample system and CPD stands for 

the Contact Potential Difference or surface potential103. 𝐹𝑑𝑐 is an additional static force 

contributing to the topography output signal, 𝐹𝜔𝑎𝑐
 is the force at the ac-frequency used to 

measure CPD in KPFM103 and 𝐹2𝜔𝑎𝑐
 is the force at two times the ac-frequency, which 

can be used to obtain capacitance information104.  

𝐹𝑑𝑐 =
𝜕𝐶

𝜕𝑧
[
1

2
(𝑉𝑑𝑐 − 𝑉𝐶𝑃𝐷)2 +

𝑉𝑎𝑐
2

4
] 

𝐹𝜔𝑎𝑐
=

𝜕𝐶

𝜕𝑧
(𝑉𝑑𝑐 − 𝑉𝐶𝑃𝐷)𝑉𝑎𝑐sin (𝜔𝑎𝑐𝑡) 

𝐹2𝜔𝑎𝑐
= −

𝜕𝐶

𝜕𝑧

𝑉𝑎𝑐
2

4
cos (2𝜔𝑎𝑐𝑡) 

The most common implementation of EFM is carried out in a two-pass scheme: in the 

first pass it tracks the topography, which can also contain the influence of the 

electrostatic force, and then in the second pass it lifts the cantilever up to more than 

10𝑛𝑚, to avoid the topographic interaction, while a bias voltage is applied103. In this 

way the electrostatic force is measured avoiding the topographic influence103. 

Nevertheless, the EFM output signal could be influenced by the capacitance gradient and 

the CPD103.  

KPFM is built by combining non-contact AFM and EFM with the Kelvin probe 

technique (invented in 1898 by Lord Kelvin for macroscopic surface potential 

research)105. KPFM uses the same approach by adding a dc-voltage (𝑉𝑑𝑐) that equals the 

CPD, thus nullifying the electrostatic force component at frequency 𝜔𝑎𝑐
106.  

The CPD is the tip-surface work function Φ difference and can be expressed as 103:   

𝑉𝐶𝑃𝐷 = ΔΦ 𝑒⁄ = (Φ𝑠𝑢𝑟𝑓𝑎𝑐𝑒 − Φ𝑡𝑖𝑝)/𝑒 

Where 𝑒 is elementary charge103. Using a calibrated tip of known work function (Φ𝑡𝑖𝑝), 

the surface’s work function (Φ𝑠𝑢𝑟𝑓𝑎𝑐𝑒) can be calculated from the measured CPD. 

In KPFM, typically two modes are used: amplitude modulation (AM-mode) and 

frequency modulation (FM-mode) 103. AM-mode directly detects the electrostatic force 

through the cantilever oscillation at the ac-frequency and uses a dc-voltage to minimize 
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the amplitude of the cantilever oscillation at this ac-frequency103. In the FM-mode, the 

ac-bias voltage induces an oscillation of the frequency shift ∆𝑓0  at the ac-frequency, 

resulting in a detection of the electrostatic force gradient103. Then, this frequency shift is 

minimized with a dc-voltage. A schematic setup of KPFM is shown in Fig. 3.15.  

 

Fig.  3. 15    The schematic diagram of KPFM route. Image taken from Reference103. 

The dashed line in Fig. 3.15 refers to FM-mode, while the dashed-dotted line refers to 

AM-mode. Dark grey boxes correspond to the regular non-contact AFM topography part 

of the setup and the light grey boxes are the KPFM part103. The cantilever oscillation is 

detected by a photodiode, then the signal is delivered to a frequency detector which can 

be a  phase-locked loop (PLL) or a frequency demodulator103. The PLL keeps the 

cantilever oscillation in its fundamental resonance frequency 𝑓𝑟𝑒𝑠
103. For the electrostatic 

measurements, a frequency generator provides the ac voltage (𝑉𝑎𝑐) applied to the sample 

and generates a reference frequency for the Lock-in amplifier103. For the FM-mode, the 

Δ𝑓0 from the PLL is delivered to the Lock-in amplifier directly103. The Lock-in amplifier 

then measures the magnitude of the frequency shift103. For the AM- mode, the output 

photodiode signal with the amplitude of the cantilever oscillation is driven to the Lock-

in amplifier directly103. In order to distinguish the fundamental resonance frequency and 

the ac-frequency from the photodiode, high/low-pass filters can be applied103. The Lock-
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in amplifier output (𝑆𝜔𝑎𝑐
) is the input for the Kelvin controller103. The Kelvin controller 

provides an output dc-voltage (𝑉𝑑𝑐) that matches the contact potential difference 𝑉𝐶𝑃𝐷 

nullifying the input signal 𝑆𝜔𝑎𝑐
. 𝑉𝑑𝑐 is then added to the ac signal so to the total voltage 

applied to the sample is 𝑉𝑎𝑐 + 𝑉𝑑𝑐
103. The CPD images are obtained by recording the 

applied 𝑉𝑑𝑐 with the XY scan of sample103. 

3.4 Raman Spectroscopy and Photoluminescence (PL) Spectroscopy 

 

Raman spectroscopy is a technique, based on the research from C.V. Raman in 1928, 

which identified Raman scattering. Raman scattering is inelastic scattering of photon 

from phonons, which results in a discrete energy shift107. This technique is used to obtain 

the structure of molecules and crystals107. 

Molecular energy includes contributions from translational energy, rotational energy, 

and vibrational energy108. The electromagnetic radiation is expressed by wavelength (𝜆) 

and frequency (𝜈) with following functions108: 

𝜆 =
𝑐

𝜈
 

𝜈 =
Δ𝐸

ℎ
 

𝜔 =
𝜈

𝑐
=

1

𝜆
 

Where 𝑐 is light velocity, ℎ is Planck’s constant, Δ𝐸  is photon energy and 𝜛 is wave 

number. In Raman Spectroscopy, the scattered radiation on vibrational and rotational 

states of molecules are measured108. Raman spectroscopy uses single frequency radiation 

to irradiate the sample, and measure the energy shift of the resultant light109. Since the 

molecular vibrational and rotational states are quantised, the shift falls at well-defined 

peaks. 

It is a useful tool for structural characterisation, strain or defects detection and 

functionalisation of graphite and graphene, especially in the determination of the number 

of layers and stacking order in graphene110. Two of the outstanding features that appear 

in monolayer graphene’s Raman spectrum are named the 𝐺 band (1582 𝑐𝑚−1) and 𝐺′ 

band (2700 𝑐𝑚−1) (Fig. 3.16)110.  
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The monolayer  𝐺′  band at room temperature exhibit full width at half maximum 

(FWHM) of ~ 24 𝑐𝑚−1 110. Also, the intensity of 𝐺′ band is very large comparing to 𝐺 

band110.  

 

 

 

 

 

 

 

 

Fig. 3. 16    The peak intensity vs. Raman shift map of monolayer graphene. Image taken 

from Reference110. 

Photoluminescence (PL) is a radiative process and is caused by photon absorption 

(photoexcitation)111, it is used in material science and solid-state physics, for example in 

the investigation of mid-gap states, impurities, defects in the sample etc111. It can 

analyze and characterize lasing materials by the stimulated photon emission process111. 

PL has two types: fluorescence and phosphorescence. The fluorescent material absorbs 

photon by light excitation, transfers its energy to a ground state electron and promotes it 

to an excited state111. The electrons in higher excited states rapidly relax to lowest 

excited states by exciting molecular vibrations111. Then electrons recombine to the 

ground state by emitting photons.  The resultant emission has an energy associated with 

the materials excitation spectrum and not the incident light111. The difference of 

fluorescence with phosphorescence is that electrons in a singlet excited state relax into a 

triplet excited state, in which electron spin is not paired with ground state111. Therefore, 

the decay process is considered quantum mechanically ‘forbidden’ and, as such has a 

lifetime much longer than a ‘permitted’ transition. Emission between triplet excited state 

and singlet state (or any two energy levels with a forbidden transition) is called 

phosphorescence111. Emission between singlet excited state and singlet ground state (or 

any two energy levels with same spin states) called fluorescence111. In fluorescence, the 
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average lifetime of an electron in an excited state is 10−5~10−8𝑠 and decay happens 

once the excitation source is removed. In phosphorescence, the average lifetime of 

electron in excited state is 10−4~104𝑠, which means phosphorescence continues for 

longer period after excitation source is removed111.  

In fact, when a sample is illuminated by a laser, both Raman scattering and PL happen, 

but the PL relative intensity is much higher. Thus, the advanced Raman spectroscopy 

contains Raman and PL on a single microscope and provide both vibrational and 

electronic properties of samples112.    

Research found two methods can induce bandgap in graphene: nanoribbons (quantum 

dots/channels) and chemical treatment, thus the luminescence is detected in graphene113. 

In some previous work, individual graphene flakes have bright luminescent properties 

after the treatment by oxygen plasma, shown in Fig. 3.17113. The photoluminescence 

map and the elastic scattering image are compared113.  

 

 

 

 

 

 

 

Fig. 3. 17    The photoluminescence map and the elastic scattering image of 

graphene treated with oxygen plasma . Image taken from Reference113. 
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3.5 Electron Beam Lithography (EBL) 

Electron beam lithography (EBL) is a technique derived from scanning electron 

microscopy (SEM); the technique uses a focused electron beam to create fine patterns on 

a surface with resist films114. The resist films are sensitive to electrons and the acquired 

patterned film is obtained by exposure115. The patterned films act as a mask for 

subsequent processes, such as etching and gold vapour deposition etc115. The ultimate 

electron spatial resolution is in the range of 0.06~0.15nm115. In short, the EBL system is 

combined with a few subsystems, including electron optical column, analogue and 

digital electronics, XY position stage, vacuum systems, fast computer processors and 

extensive software, as shown in Fig. 3.18115. EBL has advantages such as: 1) a high-

resolution atomic level; 2) suitability for a variety of materials: and 3) the ability to 

expose a number of fine patterns with a variety of materials116.  

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. 18    The schematic setup of major subsystems in traditional EBL, including 

vacuum system, column and electron gun. Image taken from Reference116. 

The first EBL machine was developed in the 1960s and, soon after, 

polymethylmethacrylate (PMMA) was used as a resist for this technique117. PMMA acts 

as a good resist because it has: 1) high contrast and good resolution; 2) a continuous and 
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homogeneous film on the surface; 3) high-etch resistance; and 4) good thickness and 

high stability118.  

The pattern data are designed then converted to a format that is suitable for EBL 

writing115. The digital data paths are automatically converted and sent to the electron 

beam system.115 The electron beam then scans the writing field using electric or 

magnetic fields and breaks the molecular chain of the PMMA resist115. By dipping the 

already exposed surface into the developer, the final shape pattern area is obtained115. 

Fig. 3.19 schematically demonstrates the process described above. 

 

 

 

 

 

 

Fig. 3. 19    Positive-tone resist process. (1) PMMA resistance top layer covered (2) 

electron beam scan on resist layer (3) wet development process (4) PMMA resist mask 

protection for etching. Image taken from Reference115. 
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Chapter 4  

Fabrication process  

4.1 Introduction 

In this chapter, the mechanical exfoliation process and flake selection through different 

filters are presented. The transfer machine and technique: polymethylmethacrylate 

(PMMA)/polymethylglutarimide (PMGI) method and polydimethylsiloxane (PDMS) 

method are discussed. The method of fabricating aligned heterostructures, lithography 

and contact evaporation process are introduced. 

4.2 Micromechanical exfoliation and flake selection 

In this work, graphene and other monolayer /thin layer 2D materials (hBN, TMDCs) are 

produced by the micromechanical cleavage method. The process of exfoliating graphene 

is as followed and shown in Fig. 4.1: 

(1) Peel bulk graphite using scotch tape several times until the graphite flakes are spread 

across the surface of the tape.  

(2) Place flakes on top of a pre-heated SiO2 290nm wafer (hot plate 135°C).  

(3) Cool down to room temperature for 10mins.  

(4) Carefully peel the scotch tape off one corner of SiO2 290nm wafer.  

 

 

 

 

Fig. 4. 1    Micromechanical cleavage method. (1) Peel bulk graphite with scotch tape. (2) 

Heat SiO2 wafer to 𝟏𝟑𝟓°C and put flakes on SiO2 290nm wafer (3) Cool down for 10 min. (4) 

Peel off scotch tape from substrate.  

(1)  (3)  (4)  (2)  
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Different scotch tape types (BT-130E-SL, BT-150E-KL, BT-50E-FR, 1009R-6.0) are 

used in this work. The micromechanical cleavage method provides high quality flakes 

with multiple layers and less contamination. The thickness of SiO2 is quite important, for 

thin layer graphene flakes, to allow them to be visible under an optical microscope. SiO2 

with 70nm, 90nm, 290nm thickness are used as a substrate16. By adjusting the exposure 

time and gain in both bright field and dark field of the optical microscope, monolayer 

and thin layer flakes can be distinguished by the variation in the flake colour (bright 

field) and the variation of the thickness of flake edge (dark field), as shown in Fig. 4.2 

below. 
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Fig. 4. 2    Graphene, hBN and TMDCs under microscope.  Monolayer and thin layer 

graphene from one flake on SiO2 290nm substrate under 100x microscope exposure (a) bright 

field (b) dark field. hBN flakes with different layers on SiO2 290nm substrate under 100x 

microscope magnification (c) DIC filter (d) dark field. MoSe2 flakes with different layers on 

PMMA/PMGI/Test Si substrate under 100x microscope magnification (e) Colour filter (f) dark 

field. 

 

(f)  (e)  

(d)  (c)  

(a)  (b)  
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4.3 Transfer technique 

Transfer technique is used to produce heterostructures by ‘pick-up’ and ‘put-down’ 

procedures, in this work. In this paragraph, the most commonly produced sandwich-like 

heterostructure (hBN/graphene/hBN) is presented as an example (Fig. 4.3).  

 

 

 

 

Fig. 4. 3    hBN/graphene/hBN heterostructure. 

The transfer machine used in this work consists of 3 main parts: temperature control 

panel, optical microscope, transfer stage (including mechanical transfer arms and 

vacuum pumping machine), shown in Fig. 4.4. 

 

Fig. 4. 4    Transfer machine set-up. Including optical microscope, transfer stage and 

temperature control panel. 
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The temperature control panel is capable of heating to a maximum of 150℃. Normally 

60~80 °C is used for transfer. By switching on the plectrum, arm and stage vacuums, 

the position of flakes are fixed, to achieve a successful ‘pick-up’ or ‘put down’. 

There are two transfer methods used in this work: (1) PMMA/PMGI and (2) PDMS 

(which is further explained in Chapter 4.31 and 4.32). By using the top layer flake (hBN) 

to pick up the graphene and put it down on the substrate hBN, the heterostructure 

(hBN/graphene/hBN) is produced. 

 

4.3.1 Polymethylmethacrylate (PMMA)/ Polymethylglutarimide (PMGI) 

method  

PMGI and PMMA (950 A8) (950K molecular weight, 8% in anisole) are used in this 

method. We spin the PMGI on top of the Test-Si wafer, at a spin speed of 3000/rpm (full 

wafer). After baking for 5 mins on a hot plate at 135°C, we spin the PMMA (950 A8) on 

top of the Test-Si wafer with the PMGI covered. By exfoliating flakes using Scotch tape 

on a pre-spin PMMA/PMGI wafer, different thicknesses of flakes are selected with the 

help of a filter on the optical microscope. We use sharp tweezers to scratch a circle 

under a 5x optical microscope; then, we carefully add droplets of MF-319 solvent to 

dissolve the bottom layer of the PMGI, and then we float PMMA membrane with flakes 

on top of the DI water, then use a plectrum to scoop out the PMMA membrane and dry it 

in air for 10 mins at room temperature (process shown in Fig. 4.5). 
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Fig. 4. 5    PMMA/PMGI method of exfoliating graphene and transfer 

preparation. MF-319 solvent dissolves PMGI layer and PMMA membrane floating on DI 

water. 

Use transfer machine to pick up or put down flakes. After baking on hot plate for 10 

mins, 135°C. PMMA is washed-off by acetone and IPA. 

 

4.3.2 Polydimethylsiloxane (PDMS) method 

PDMS is a new method that has the advantage of speed controlling when picking 

up/putting down flakes. By controlling the transfer speed and temperature, this method 

minimises the bubbles between the flakes, which further increases the quality of the 

samples. We mix the PMDS and a silicone elastomer base (1:10) uniformly in glassware, 

and vacuum the mixture for 30 mins and until all the bubbles have vanished. We bake 

for 30 mins at 130°C until the crosslink is finished. We spin the PPC (5% 15%⁄ ) or 

PMMA (8%) on top of the PDMS polymer and cut it into small pieces. When the pick-

up temperature is 50°C and the put-down temperature is 150°C, the bubbles between the 

flakes are squeezed out at a low speed and high temperature (process shown Fig. 4.6). 
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Fig. 4. 6    PDMS method for hBN picking up graphene. 

 

4.4 Fabrication of single aligned graphene /hBN heterostructures 

In this paragraph, hBN and graphene flakes are used as an example to present the 

fabrication process for aligned heterostructures. As shown in Fig. 4.7, the edges with 

angles on both flakes are measured at approximately 120°  and 150°  (highlighted in 

Fig.4.7). These are chosen as the alignment edges. When graphene is transferred on top 

of the hBN, the two alignment edges are adjusted parallel to each other (a small angle 

difference will appear when two flakes make contact with each other); alignment will 

occur if both selected edges are armchair or zigzag. 

 

 

 

 

 

 

 

Fig. 4. 7    Alignment edges selection. Optical images of (a) hBN flake with edge angle of 

120 ° and (b) graphene flake with edge angle of 150°. 

 

120° 

150° 

(a)  (b)  
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4.5 Fabrication of double aligned hBN/graphene/hBN heterostructures 

The top hBN flake is exfoliated on a pre-spin PMGI/PMMA Test Si wafer. We use the 

selected hBN flake from the PMMA membrane to pick up graphene from SiO2 290nm, 

then transfer onto the pre-selected bottom hBN (on SiO2 290nm). In this process, three 

red lines represent selected alignable edges; the middle layer of graphene is aligned with 

both the top hBN and the bottom hBN. The hBN/graphene/hBN double-aligned stack is 

shown in Fig. 4.8. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. 8    Optical images of double aligned hBN/graphene/hBN heterostructure. 

 

  

graphene 
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4.6 EBL exposure, etching, contact evaporation and lift off 

1) EBL exposure 

PMMA (495K A3) and PMMA (950K A3) are prepared for EBL exposure. We spin one 

layer of PMMA (495K A3) and bake for 5 mins at 150°C. We spin another layer of 

PMMA (950K A3) and bake for 5 mins. Using a lower molecular weight of PMMA can 

help to lift off easier. Solvent MIBK  ∶ IPA ( 1 ∶ 3 ) and IPA are used for pattern 

developing. We immerse the wafer in MIBK ∶ IPA (1 ∶ 3) for 30s, then in IPA for 

another 30s.  

2) Etching and contact evaporation 

After the designed nanoscale pattern is exposed on the PMMA layers, etching is 

performed to remove part of the flake and leave the flake with the designed pattern. Gold 

is evaporated on top of the surface to produce electric contacts (1D contact) for the 

flakes. 

3) Lift off 

We immerse the samples in a beaker of hot acetone (60°C) and cover with a beaker cap 

for 15 mins. We flush the sample surfaces with acetone at room temperature. We keep 

the sample surfaces wet with acetone until the gold is fully lifted off, and wash off the 

acetone residue with IPA. 

Finally, we use EBL to expose the hall bar shape using this method and etch the shape of 

the hall bar. 

The process is showing as follows: 
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Fig. 4. 9    Schematic images of EBL exposure, etching and gold evaporation. Left 

(from top to bottom): EBL exposes pattern on PMMA covered flakes. Exposed pattern 

developing and flake etching. Gold evaporation and lift off. Right (from top to bottom): Image of 

heterostructure device with gold contacts and the zoomed in image of 1D contact. 
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Chapter 5 

Results and discussion of AFM characterization 

5.1 Introduction 

In this chapter, the results of the AFM characterisation of single and double aligned 

hBN/graphene/hBN heterostructures are discussed. Moiré superlattices topography from 

the flat surface and bubbles are investigated. This method of investigation helps to 

provide quick proof of the existence of double alignment.  

 

5.2 AFM characterization of aligned heterostructures 

5.2.1 Moiré superlattices of aligned graphene/hBN heterostructures 

FastScan AFM (Bruker Ltd.) PeakForce QNM mode is used to investigate the alignment 

of the graphene/hBN heterostructures. The Scanasyst-Fluid+ AFM tip is selected. To 

achieve high-resolution images, the adhesion force (𝑛𝑁) from the force curves is kept at 

0 ~ − 2𝑛𝑁 , to preserve a sharp tip when scanning. Nanoscope analysis and WSxM 

software are used to analyse the raw data. Fig. 5.1 demonstrates the height images of the 

moiré pattern from the graphene/monolayer hBN/bulk hBN aligned sample. The period 

of the moiré pattern is 15 𝑛𝑚.  
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Fig. 5. 1    AFM images of moiré pattern from graphene/hBN heterostructure . (a) 

Height image of moiré pattern from aligned graphene on monolayer hBN with a period of 

15 𝒏𝒎. (b) Zoom out height image with graphene edge where moiré pattern ends. 

 

Fig. 5.2 (a) shows the stretched aligned area where the period of the moiré pattern is 

20 𝑛𝑚 along the stretching direction (indicated with a white arrow). Fig. 5.2 (b) is the 

folded edge of the monolayer hBN beneath graphene, where alignment still occurs. One 

phenomenon that is worth discussing is shown in Fig. 5.2 (c), where the moiré pattern 

appears in the part B bubble but has vanished in the part A bubble. This is because the A 

bubble is located between the graphene and monolayer hBN, which prevents the 

alignment from occurring, while the B bubble is located between the monolayer hBN 

and bulk hBN, where the alignment of the graphene and monolayer hBN still exists. 

 

 

 

 

 

 

 

(a)  (b)  
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Fig. 5. 2    AFM images of different alignment situation.  Height images of (a) 

stretched moiré pattern with 20 𝒏𝒎 period, (b) folded edge of hBN beneath graphene and (c) 

bubble A between graphene and hBN and bubble B between hBN and bulk hBN substrate. (d) 

Schematic demonstration of AFM tip scanning two different bubbles, in accordance with (c). 

 

5.2.2 Moiré superlattices of aligned TMDCs heterostructures 

In the case of aligned TMDCs heterostructures, WSe2, WS2, MoSe2 and MoS2 are 

investigated. By knowing the lattice constant 𝑎 for each material, the moiré wavelength 

as a function of relative rotation angle 𝜙 can be calculated. 

B 

A 

(c)  (d)  

(a)  (b)  
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Fig. 5. 3    Six different combinations of selected TMDCs heterostructures’ 

moiré wavelength 𝝀  as a function of relative rotation angle 𝝓  (between two 

different lattices). Small scale image (a) is zoomed in area of (b) the biggest possible moiré 

wavelength 𝝀 with the type of heterostructures WSe2 and WS2, MoSe2 and MoS2, WSe2 and MoS2, 

WS2 and MoSe2. 

(a) 

(b) 
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One interesting phenomenon shown in Fig. 5.3 is that the two types of heterostructure, 

WSe2 and MoSe2, and WS2 and MoS2, have the biggest moiré wavelength 𝜆  up to 

around 135  𝑛𝑚  and 140  𝑛𝑚 . The biggest moiré wavelength 𝜆   of other types of 

heterostructure does not reach 9 𝑛𝑚. This is because the two types of heterostructure 

have the same chalcogen atoms: Se or S. The small difference 𝛿 = 𝑎WSe2/𝑎MoSe2 − 1 

between the two crystals’ lattice constants are relatively small, resulting in a bigger 

moiré wavelength. 

Fig. 5.4 shows the AFM images of the aligned WS2/ WSe2 heterostructure. Fig. 5.5 

shows the WS2/ WSe2 heterostructure’s moiré wavelength 𝜆  as a function of 

relative rotation angle 𝜙 . Compared with the graphene/hBN heterostructure, the 

moiré pattern of the WS2/ WSe2 heterostructure is in a form without sharp edges, while it 

still has a periodical size around 6.6 𝑛𝑚.   

 

 

 

 

 

 

 

Fig. 5. 4    AFM images of moiré pattern from WS2/WSe2 heterostructure. (a) 

Deformation images of moiré pattern in WS2/ WSe2 heterostructure, moiré wavelength is around 

6.6 𝒏𝒎. (b) Height images of moiré pattern in monolayer WSe2 / monolayer WS2 heterostructure 

on suspended PMMA membrane. 

(a)  
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Fig. 5. 5    WS2/WSe2 heterostructure’s moiré wavelength 𝝀 as a function of relative 

rotation angle 𝝓. 
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5.2.3 Thin layer hBN/ graphene/ hBN double aligned heterostructures 

The fabrication process for the double aligned thin-layer hBN/graphene/hBN 

heterostructure is slightly different than described in Chapter 4.5. Graphene is exfoliated 

from the PMMA/PMGI Test Si wafer, and is transferred to the pre-selected bulk hBN on 

SiO2 290 𝑛𝑚. AFM characterisation and Raman spectroscopy techniques are used to 

investigate the alignment and moiré period (single alignment). A relatively large area of 

the moiré pattern is investigated and confirmed by AFM with period 8.75 𝑛𝑚. Thin-

layer hBN is exfoliated from the PMMA/PMGI Test Si wafer, and is transferred on top 

of the aligned graphene/hBN stack, as shown in Fig. 5.6. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. 6    Optical images and AFM images of aligned hBN/graphene/hBN 

heterostructures. (a) single aligned graphene/hBN heterostructure. (b) double aligned 

hBN/graphene/hBN heterostructure. White dash line refers to bilayer hBN, yellow dash line 

refers to graphene. (c) Single alignment with average moiré period 8.75  𝒏𝒎 , (d) double 

alignment with average moiré period 12nm. 

(a)  (b)  

(c)  (d)  
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To further prove that the top bilayer hBN is aligned with the graphene, the moiré pattern 

on the bubbles is carefully characterised using AFM scanning. Fig. 5.5 shows the two 

separate bubbles, A and B. The A bubble is formed between the graphene and the 

bottom hBN; the B bubble is formed beneath the bottom hBN. This further indicates that 

the graphene is aligned with both top and bottom hBN simultaneously. 

 

 

 

 

 

 

 

 

Fig. 5. 7    AFM images of moiré pattern on bubbles.  (a) Deformation images of two 

contiguous bubbles further proved double alignment. (b) Schematic demonstration of AFM tip 

scanning two different bubbles, in accordance with (a). 

 

5.2.4 Simulation of single alignment and double alignment hBN/ 

graphene/hBN heterostructures 

Fig. 5.6 presents the single aligned graphene on hBN with a 2 degree aligned angle (a) 

and a 0 degree aligned angle (b). While the double aligned hBN/graphene/hBN has 2 

degrees between the top hBN and the graphene, there are 3 degrees between the 

graphene and the bottom hBN (c). The wavelength moiré superlattices of the double- 

aligned hBN/graphene/hBN heterostructure increased compared to its counterparts. 

Further discussion is presented in Chapter 6. 

 

70nm

A 

B 

(a)  (b)  
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Fig. 5. 8    Schematic simulations of single aligned and double aligned hBN/graphene/hBN 

heterostructures. 

(c)  

(b)  

(a)  
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Chapter 6 

Results and discussions  

 

Composite super-moiré lattices in double aligned graphene 

heterostructures 

The results are from a manuscript submitted to Science Advances, 26th July 2019. 

No. aay8897. 

As rotation-angle-dependent moiré lattices appear in graphene and hBN heterostructures, 

the electronic spectra result from the periodic potential and consequentially secondary 

Dirac points present. In this work, we present the model of an hBN/graphene/hBN 

heterostructure, in which the graphene is aligned with both the top and bottom hBN 

layers. It should be noted that the super-moiré lattices result in electronic spectra 

reconstruction and crystal reconstruction. And it provides more opportunity to tune the 

spectrum in the low energy regime. 

PMMA/PMGI and PDMS transfer methods are used to fabricate the device. The Peak 

Force QNM AFM technique is used to investigate the moiré lattices’ period and 

heterostructure layer thicknesses. To confirm that the device is double aligned, Fourier 

transformation of AFM images are analyzed; and two sets of hexagonal peaks indicating 

two moiré periods. Raman Spectroscopy is used to investigate the strain distribution in 

overlapped areas. Also, the 2D Raman peaks increase by a factor of 2 for double aligned 

heterostructures than those of their single aligned counterpart. 

My contribution to the work includes: flake preparation, single and double aligned 

heterostructures fabrication, AFM studies of single and double aligned heterostructure 

moiré periods. Raman Spectroscopy studies of strain distribution. Lithography and gold 

evaporation for device contact growth. 
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When two-dimensional atomic crystals are brought into close proximity to form a van 

der Waals heterostructure, neighbouring crystals can start influencing each other’s 

electronic properties. Of particular interest is the situation when the periodicity of the 

two crystals closely match and a moiré pattern forms, which results in specific electron 

scattering, reconstruction of electronic and excitonic spectra, crystal reconstruction, and 

many other effects. Thus, formation of moiré patterns is a viable tool of controlling the 

electronic properties of 2D materials. At the same time, the difference in the interatomic 

distances for the two crystals combined, determines the range in which the electronic 

spectrum is reconstructed, and thus is a barrier to the low energy regime. Here we 
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present a way which allows spectrum reconstruction at all energies. By using graphene 

which is aligned simultaneously to two hexagonal boron nitride layers, one can make 

electrons scatter in the differential moiré pattern, which can have arbitrarily small 

wavevector and, thus results in spectrum reconstruction at arbitrarily low energies. We 

demonstrate that the strength of such a potential relies crucially on the atomic 

reconstruction of graphene within the differential moiré super-cell. Such structures offer 

further opportunity in tuning the electronic spectra of two-dimensional materials. 

 

Main Text: 

Van der Waals heterostructures allow combining different two-dimensional (2D) 

materials into functional stacks1,2, which has already produced a range of interesting 

electronic3,4 and optoelectronic5-8 devices and resulted in observation of exciting 

physical phenomena. The large variety of the heterostructures is mainly due to the large 

selection of 2D materials. However, the assembly of van der Waals heterostructures 

allow one extra degree of freedom: apart from the selection of the sequence of the 2D 

crystals – the individual crystals can be differently oriented with respect to each other. 

Previously such control over the rotational alignment between crystals resulted in the 

observation of the resonant tunnelling9-11, renormalisation of exciton binding energy12 

insulating13 and superconducting4 states. 

Probably one of the most spectacular results of the rotational alignment between 

different 2D crystals is the observation of the band-reconstruction due to electron 

scattering on the moiré pattern in graphene aligned with hexagonal boron nitride (hBN). 

Because the lattice constants of graphene and hBN are relatively close to each other, the 

alignment between the two crystals leads to the formation of a moiré pattern14,15 with 

relatively small wavevector, which results in the appearance of the secondary Dirac 

points16-18 in the electronic spectrum. Furthermore, the strong van der Waals interaction 

also leads to the atomic reconstruction of the graphene lattice19-22. Unfortunately the 

characteristic energies at which the electronic spectrum can be reconstructed are given 

by the difference between the lattice constants of graphene and hBN, which doesn’t 

allow changes to be made to the low energy part of the spectrum. 
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Here, we demonstrate how we can gain further control over the band reconstruction of 

graphene by utilising the differential between two moiré patterns (super-moiré) created 

by top and bottom hBN in hBN/graphene/hBN heterostructures. Such super-moiré 

patterns are not related to the difference in the lattice constants between the two crystals 

and thus can be of any arbitrary wavenumber, which makes it possible to arrange the 

spectrum reconstruction at arbitrary low energies. 

To this end we created encapsulated graphene devices where the graphene layer was 

aligned to both bottom and top hBN layers (alignment angles 𝜃𝛼  and 𝜃𝛽 ). The 

fabrication and transfer procedures have been previously described in 23 with the 

exception that not only the bottom but also the top hBN is now crystallographically 

aligned to the graphene. In brief, we started by identifying the top-hBN layer on SiO2. 

We then use a thin film of PPC on PDMS to lift the hBN from its substrate. This film 

then facilitates bringing the top-hBN into contact with a graphene crystal, Fig. 1a,b. We 

use very long and straight edges of the crystals to identify crystallographic axes and 

align them using a commercially available transfer rig24. The graphene can then be lifted 

away from its substrate, Fig. 1b. At this point, we perform atomic force 

microscopy14,15,19 and Raman spectroscopy25 experiments on the hBN/graphene bilayer 

to confirm the alignment. One such AFM image is presented in Fig. 1e, clearly showing 

the characteristic hexagonal pattern (the Fourier transformation is shown in Fig. 1h). The 

crystals are then aligned and brought into contact with a second thin hBN-layer 

(typically less than 1.5 nm or 5 atomic layers thick), Fig. 1b. This layer is also lifted 

away from its substrate leaving a triple layer on the thin polymer film, Fig. 1c. We then 

perform AFM and Raman characterisation again. Fig. 1f and Fig. 1i are an example of 

one of our double-aligned moiré AFM images and its Fourier transformation for the case 

of the second hBN layer being 1 atomic layer thick, which allows one to see both moiré 

patterns simultaneously. Although not immediately clear in the real-space image, the 

Fourier transformation clearly shows two sets of peaks corresponding to two hexagonal 

patterns (red and green dashed hexagons), as also schematically shown on Fig. 1d. The 

triple layer is then misaligned (~15°) and placed on top of a thick substrate-hBN (Fig. 

1c). Finally, we use standard lithographic techniques to create the Hall-bar geometry. 
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Fig. 1: Device fabrication and characterisation. a Step (1) A thick hBN layer is aligned and 

used to pick up graphene. b Step (2) a thin-hBN layer is aligned and picked up forming a triple 

layer. c Step (3) The heterostructure is placed on top of a thick-hBN layer at 15° rotation angle 

(The substrate). d Illustration of the two individual moiré patterns and super-moiré pattern for 

three overlapping hexagonal lattices. e AFM image of the moiré pattern after the graphene is 

picked up. This shows only one moiré periodicity. f AFM image of the moiré patterns after the 

second thin-hBN is picked up. Here periodicities due to both hBN layers are visible. g 

Reciprocal space image of graphene’s first Brillouin zone. G1 (blue), 𝒈1
𝛼(grey), and 𝒈1

𝛽
 (purple) 

are the reciprocal lattice vectors for graphene and the α and β hBN layers, respectively. α and β 

are at angles 𝜃𝛼 and 𝜃𝛽 relative to graphene. 𝒃1
𝛽

 (green) is the moiré between graphene and the 

β hBN. 𝒃1
𝛼 (red) is the moiré between graphene and the α hBN. h Fourier transformation of the 

image in e, displaying only one hexagonal periodic pattern (red dashed hexagon). i Fourier 

transformation of the image in f, showing two sets of distinct hexagonal patterns (red and green 

dashed hexagons). The scale bar in e is 100nm (f shares this scale). The scale bar in h is 0.2nm-1 

(i shares this scale). 
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The longitudinal resistance (Rxx) as a function of carrier concentration is presented on 

Fig. 2a. Here, apart from the resistance peak associated with the main Dirac point26, 

several additional peaks can be seen. Most of such peaks correspond to the change of 

sign of the transversal (Hall) resistance (Rxy) measured in non-quantised magnetic field, 

Fig. 2b. Typically, if graphene is aligned with only one hBN, a single moiré pattern is 

produced, and only one secondary Dirac point for electrons and one for holes can be 

seen at concentrations which correspond to the wavevector determined by the periodicity 

of the moiré pattern14-18. Aligning graphene to both the top and the bottom hBN will 

produce two moiré patterns (if 𝜃𝛼and 𝜃𝛽 are not equivalent), which should result in two 

secondary Dirac points for electrons and two for holes. However, if electrons can feel 

potential from both moiré patterns simultaneously, then second order processes can be 

allowed, which would result in the reconstruction of the electronic spectrum at many 

other wavevectors. 

In quantized magnetic fields, Landau fans can be seen to originate from these peaks, Fig. 

2c. The Landau fans for most peaks exhibit both positive and negative indexes (positive 

and negative slopes in Fig. 2c), which suggests that those are indeed originating from the 

additional Dirac points and not from the higher order zone edges27. 

To interpret these additional peaks we recall that the perfectly aligned graphene on hBN 

should produce moiré pattern with approximately 14nm periodicity, which corresponds 

to carrier concentration n ≈ 2.31012 cm-2. Thus, for our double-aligned graphene we 

interpret the most pronounced peaks at 1.981012 cm-2 and 2.341012 cm-2 as coming 

from the moiré patterns from the top and bottom hBN layers. 

The periodicity of a moiré pattern, 𝐿, can be related to the carrier concentration required 

to reach edge of its first Brillouin zone by,  𝑛𝑆𝐷𝑃 =
8

√3𝐿2 . Utilising this, we get 

periodicities of 15.3nm and 14.0 nm respectively for the two most prominent features. 

The moiré periodicities are dependent upon both the lattice constant mismatch and the 

alignment angle, as given by 𝑏𝛼,𝛽 = |𝒃𝑛
𝛼,𝛽

| =
4𝜋

√3𝑎
√𝛿2 + 𝜃𝛼,𝛽2

, where 𝒃𝑛
𝛼,𝛽

= 𝑮𝑛 −

𝒈𝑛
𝛼,𝛽

 (n = 0,..,5) are the moiré reciprocal lattice vector between the α or β hBN layer 

(with reciprocal lattice vectors 𝑮𝑛
𝛼,𝛽

) and graphene (with reciprocal lattice vectors  𝑮𝑛), 

𝛿 is graphene-hBN lattice constant mismatch, 𝜃𝛼,𝛽 is the misalignment angle for α or β, 

and 𝑎 is graphene’s lattice constant.  Interestingly, one of the observed periods is larger 
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than that could be expected for graphene aligned with hBN (~15.3nm, see14-19 ). We 

attribute this slightly larger moiré period to stretching of graphene as it interacts more 

strongly with the two aligned hBN layers. Since the angle is zero, or sufficiently close to 

zero (𝛿 ≫ 𝜃), we may calculate a new 𝛿. In this case, the lattice mismatch to achieve the 

periodicity of 15.3nm should be ~1.64%. This corresponds to ~ 0.15% strain in the 

graphene crystal. 

Then we would like to notice the small peaks at 0.351012 cm-2 which corresponds to 

the largest differential moiré pattern. From the carrier concentration we can infer a 

periodicity of 35 nm. Further still, there is a pronounced peak at approximately 

±0.901012 cm-2, which would yield a period of 22.7nm. These features represent 

previously impossible periodicities for the graphene/hBN moiré pattern. 
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Fig. 2: Transport properties of doubly-aligned hBN/graphene/hBN device. a Rxx as a 

function of n for one of our devices with b ≈ 15.3nm (φ1 = 0°), b’ ≈ 14.0nm (φ2 = 0.4°). Lattice 

mismatch, 𝛿, is taken as 1.64%. The moiré and super-moiré peaks are marked by arrows and 

also labelled with their periods on hole side in the unit of nanometres. The position of the 

peaks is symmetric w.r.t holes and electrons. The top axis mark is labelled in the size of the 

moiré pattern which corresponds to the particular carrier concentration. Dashed lines 

correspond to the arrows and can be traced to those in (b). b. Rxy for the same device 

measured at B = 0.2T. The dashed lines can be traced to the arrows in (a) and correspond to 

the particular peaks in Rxx.  c Fan diagram σxx(n, B) for the same device (Scale black to white 

0.5 e2/h to 70 e2/h). All measurements are done at T = 1.7K.  
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In Fig. 3a, we schematically describe the geometric origin of the super-moiré features. 

𝒃𝑚
𝛼  and 𝒃𝑘

𝛽
 (red and green vectors, m = 1,2,..6, k = 1,2,..6) are the α and β moiré patterns. 

Their combination produces six new super-moiré patterns by the combinations of the 

vectors. In Fig. 3a we highlight the 𝒃1
𝛼 − 𝒃𝑘

𝛽
 vectors (blue). In Fig. 3b we present the 

position of the moiré and super-moiré zone edges in carrier concentration as a function 

of the angle between the second hBN layer (𝜃𝛽) and graphene for the case when the first 

hBN layer is held at zero angle mismatch (𝜃𝛼 = 0), and 𝛿 = 1.64%, as calculated. For 

𝜃𝛽 = 0.4°, the features correspond exactly to the observed peaks in 𝑅𝑥𝑥 (as shown by the 

dotted lines connecting Fig. 3b and Fig. 3c), and sign reversal of 𝑅𝑥𝑦, thus revealing the 

presence of new secondary Dirac points in the low energy electronic spectrum. Such low 

energy peaks originate from the differential super-moirés, 𝑏1
𝛼 − 𝑏1

𝛽
, 𝑏1

𝛼 − 𝑏6
𝛽

, and 𝑏1
𝛼 −

𝑏2
𝛽

. Further, in Fig. 3d, we show the position of the Rxx peak in carrier concentration for 

the 𝑏1
𝛼 − 𝑏1

𝛽
super-moiré, against the calculated angle between the two hBNs (|𝜃𝛼 −

𝜃𝛽 |). This peak is unique because its period is independent of the graphene sheet as it 

is geometrically identical to moiré pattern between the two hBN layers. As expected, 

 

Fig. 3: Super-moiré geometry. a Reciprocal-space image of the area around graphene’s K-

point. 𝑏𝑚
𝛼  (green) and 𝑏𝑚

𝛽
 (red) for m = 1,2..6 are the graphene-hBN moiré reciprocal lattice 

vectors. 𝑏1
𝛼 − 𝑏𝑚

𝛽
 (blue) are the six super-moiré reciprocal lattice vectors. The blue 

hexagonal area indicates the 𝑏1
𝛼 − 𝑏1

𝛽
 first Brillouin zone. b Carrier concentration of the first 

Brillouin zone edge for the two moiré and four lowest-energy super-moiré features as a 

function of 𝜃𝛽(𝛿 = 1.64%, 𝜃𝛼 = 0°). c Rxx peak positions in carrier concentration. Dashed 

lines connect values of carrier concentration for 𝜃𝛽=0.4 in b to the position in c. Each line 

matches a peak. d carrier concentration of the 𝑏1
𝛼 − 𝑏1

𝛽
 super-moiré feature vs |𝜃𝛼 − 𝜃𝛽 | for 

four of ours samples (blue circles) and by calculation (red line). 
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Fig. 3d shows the peak position for four of our samples (blue circles) follows exactly  

expectation (red line). 

 

To check that all these peaks indeed originate from the spectrum reconstruction because 

of scattering on the additional periodic potential we measured the Brown-Zak 

oscillations at elevated temperatures (T) where cyclotron oscillations are suppressed, Fig. 

4. At T > 70K oscillations independent of the carrier concentration can be clearly seen. 

At low fields B < 2.5T (Fig. 4b) the oscillations are clearly periodic in 1/B with the 

fundamental field Bf = 9.3T. Assuming a hexagonal unit cell, such fundamental field can 

be calculated to correspond to moiré periodicity of 22.7nm, which corresponds to the 

peak in Rxx at n = ±0.901012 cm-2, Fig. 2a. 

The behaviour at high fields is more complex, as several Brown-Zak oscillations which 

originate from different periodicities overlap. However, by taking the periodicities which 

correspond to the most prominent peaks in Rxx at B = 0 (15.3nm, 14nm and 11.2nm, see 

Fig. 2a) we could identify most oscillations in terms of fractions of the flux quantum per 

the corresponding plaquette, labelled in Fig. 4c. Thus, the graphene-hBN moiré periods 

 

Fig. 4: Brown-Zak oscillations in one of our doubly-aligned hBN/graphene/hBN devices. a 

Map of  σxx(n, B), scale of blue to red is 0.5e2/h to 70e2/h. b Zoom in into the low field part of 

the map, marked by yellow rectangle in (a), scale of black to white is 7e2/h to 37e2/h. The 

Brown-Zak oscillations correspond to a moiré structure with periodicity of 22.7nm and the 

fundamental field is 9.3T.  c Zoom in into the high field part of the map, marked by white 

rectangle in (a), scale of blue to red is 7e2/h to 37e2/h. The Brown-Zak oscillations correspond 

to a moiré structures of different periodicities are marked by dashed lines of different colours. 

Black - 15.3nm (BF=20.5T), green 14.0nm (BF=24.2T) and brown – 11.2nm (BF=38T). All 

measurements are done at T = 70K. 
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(14.0 and 15.3 nm) and super-moiré periods (11.2 nm, 22.7 nm, and 36.3 nm) each give 

features attributable to secondary Dirac points at well understood values of carrier 

concentration. Also they produce clear Brown-Zak oscillations for unitary flux through 

moiré unit cells for the 11.2 nm, 14.0 nm, 15.3 nm, and 22.7 nm periods. 

Further to our previous observations, we would like to note that there are several 

unexplained features in Rxx (Fig. 2a) and Rxy (Fig. 2b), most pronounced at ne ≈ ± 

3.21012cm-2 and ne ≈ ± 4.11012cm-2. One possible explanation for these features is 

higher order moiré periodicities, that is, moiré patterns between super-moiré periods. 

However, the probability of such multiple scattering events diminishes strongly. 

Likewise, there could exist features due to super-moiré patterns between further zone 

edges (2nd, 3rd,… Brillouin zone edges of the graphene/hBN moirés) or a more exotic 

superlattice phenomenon. 

Theoretically28, moiré effects on graphene can be described in terms of a periodic 

superlattice (SL) potential applied to Dirac electrons produced by incommensurable 

lattices of two (top and bottom) hBN flakes, 

Ĥ = 𝑣𝒑 • 𝝈 + ∑ ∑ [𝑈0
𝑗

+ (−1)𝑛 (𝑖𝑈3
𝑗
𝜎3 + 𝑈1

𝑗 𝒂𝑛•𝝈

𝑎
)] 𝑒𝑖𝒃𝒏

𝒋
•(𝒓+𝑗

𝑹

2
)

𝑛=0…5𝑗=± 𝑒𝑖𝑮𝒏•𝒖(𝑟,𝑹).    (1) 

Here, 𝜎3 and 𝝈 = (𝜎1, 𝜎2) are Pauli matrices acting in the sublattice space of graphene’s 

Bloch states;  j=± identifies layers α (+) and β (-); 𝑈0
𝑗
, 𝑈1

𝑗
, and 𝑈3

𝑗
 parameterise a 

smoothly varying moiré potential, the asymmetric sublattice on-site energies, and 

hopping between A and B sublattices, respectively (based on the earlier studies29-31, 

𝑈0
𝑗

≈ 8.5 meV, 𝑈1
𝑗

≈ − 17 meV ,   𝑈3
𝑗

≈ − 15 meV  for 𝜃𝑗 ≪ 𝛿 ). Vector 𝑹 describes 

the phase shift between moiré produced by hBN flakes α and β.  

From this, the super-moiré periods for the individual moiré SLs (α, β) in graphene 

originate in two ways. One is due to the quantum mechanical interference, which 

appears in the second order perturbation theory. In this case, Eq. (1) allows for the 

electron scattering from the combined j=± superlattices with the Bragg vectors  𝒃𝑚
𝛼 − 𝒃𝑘

𝛽
. 

These comprise of different moiré SL reciprocal vectors, leading effectively to the SLs 

with Fourier components described in Fig. 1g and 3a. The second possibility is the 

reconstruction of graphene, which leads to a displacement field,  𝒖(𝑟, 𝑹), generating 

mixing of the moiré SL’s reciprocal vectors. When this is considered, the longest period 
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super-moiré SL ( 𝑚 = 1, 𝑘 = 1 ) that determines the low-energy part of graphene 

spectrum can be described by following SL potential, 

Ĥ1,1
𝑃  ≈ −12𝑈3𝜔𝑎𝑠𝜎3 − ∑ [2𝑈3𝜔𝑎𝑠𝜎3 +

4𝑈3𝑈1

𝑣𝑏
+ 𝑖

2𝑈1
2

𝑣𝑏

𝒃𝑛•𝝈

𝑏
] 𝑒𝑖𝒃𝑚

𝛼 •𝑹𝑒𝑖( 𝒃𝑚
𝛼 −𝒃𝑚

𝛽
)•𝒓

𝑚   

Ĥ1,1
𝐴𝑃  ≈ ∑ [𝑖(−1)𝑚2𝑈0𝜔𝑎𝑠 −

4𝑈3𝑈1

𝑣𝑏
+ 𝑖

2𝑈1
2

𝑣𝑏

𝒃𝑛•𝝈

𝑏
] 𝑒𝑖𝒃𝑚

𝛼 •𝑹𝑒𝑖( 𝒃𝑚
𝛼 −𝒃𝑚

𝛽
)•𝒓

𝑚                           (2) 

This expression was derived for 𝜃𝛽 ≪ 𝛿  for both parallel (P) and antiparallel (AP) 

mutual orientations of the two hBN crystals (hence, approximately, 𝒃𝑚
𝛼 − 𝒃𝑚

𝛽
⊥  𝒃𝑚

𝛼,𝛽
), 

and, here, 𝜔𝑎𝑠 parameterises the amplitude of inversion asymmetric component of strain.  

Vital to this description is the understanding that the displacement field 𝒖(𝑟, 𝑹) develops 

due to the competition between stacking-dependent van der Waals adhesion, of graphene 

and hBN, and elasticity of graphene. Previous work19,20 has identified that the crystals 

form a 2D fixed-density commensurate state when graphene and hBN are close to 

perfect alignment. The effect relies upon strain, and thus 𝒖(𝑟, 𝑹), modulating with a 

period matching that of the moiré pattern to minimise adhesive and elastic energy. The 

commensurate state is characterised by hexagonal domains with increasingly sharp 

domain walls near θ=0, observed in PeakForce atomic force microscopy32, and 

broadening of the 2D-peak in the Raman spectrum19,25. 

To evaluate the degree of strain within our super-moiré samples we have employed 

Raman spectroscopy. In Fig.5a we show the 2D-peak and its full-width half-maximum 

(FWHM) for a typical unaligned sample (black circles), a sample aligned to one hBN 

(blue triangles), and one of our doubly aligned samples (red squares). In the case that the 

two hBN layers may be treated entirely independently, the signature in the Raman 

spectrum would remain unchanged from the singly-aligned case (FWHM (2D) ~ 36 cm-

1). However, it is clear that when a second aligned hBN layer is added, the width of the 

2D-peak increases by a factor of ~ 2, Fig 5a. We attribute this to restructuring of strain 

within the super-moiré unit cells. This observation supports the proposed model of the 

two moiré patterns mixing through strain fields. Therefore, 𝒖(𝑟, 𝑹)  should have 

periodicities described by  𝑏𝑚
𝛼  (α-moiré), 𝑏𝑘

𝛽
 (β-moiré), and 𝑏𝑚

𝛼 − 𝑏𝑘
𝛽

 (super-moirés). 

This is also supported by molecular dynamics simulations of the relaxation in the doubly 

aligned systems, as shown in Fig. 5b, where the Raman spectra of simulated relaxed 

configurations is presented (see Supplementary Materials). 
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To conclude, graphene’s electronic spectrum is significantly altered by scattering from 

super-moiré structures described by the pre-existing moiré between graphene and its 

substrate and encapsulating hBN layers. These alterations may be considered in two 

ways; as double scattering events from both graphene-hBN moiré patterns, or as single 

scattering events from a reconstructed graphene layer. Such super-moiré potential can be 

of arbitrarily small wavevector (unlike moiré potential from single hBN aligned with 

graphene), which allows modification of the graphene band structure at arbitrarily low 

energies.   

 

Fig. 5: Strain distribution in the aligned graphene-hBN heterostructures. Raman spectra (2D-

peak region) for an unaligned sample (grey), single-aligned sample (blue), and double-aligned 

sample (red). (a) Experimental results. (b) Molecular dynamics relaxation simulations. 
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Supplementary 

More examples of double alignment 

Following from our analysis in the main text, we can extend the comparison between 

the calculated periodicities to the electronic transport characteristics of three more 

devices. Fig. S1 shows longitudinal resistance Rxx, hall resistance Rxy and their 

corresponding theoretical fittings of four samples; the device of the main text (Fig. 

S1a), and three others (Fig. S1b-d). All of these samples are encapsulated graphene 

heterostructures with perfect alignment in one side graphene-hBN contact surface. 

From the perfectly aligned moiré period, we can fit δ. The fitted parameters are 

shown in Supp. Table 1.  

We compare Rxx and Rxy data to confirm the presence of secondary Dirac points, 

whose signature has both a peak in the Rxx data and a reversal of sign in Rxy. The 

coexistence of these features rules out other features in the moiré minibands (5). 

 

Many Rxx peaks are observable with good agreement with the calculated periods. 

The amplitudes of the Rxx peaks for super-moiré are typically smaller than those of 

the moiré Dirac points. This is particularly pronounced on the hole side where the 

amplitude ratios, shown in Fig S4, result in a big difference between peaks of moiré 

and super-moiré. The Rxx features match with features in Rxy, indicating the presence 

of a new Dirac point. Many of the super-moiré features in Rxy do not reverse the sign 

entirely – however this may be explained as a result of the weakened amplitude of 

the super-moiré scattering process.  

 Figure 

label 

Lattice 

mismatch 

Second twist angle 

Sample 1 a 1.64% 0.40 

Sample 2 b 1.66% 0.440 

Sample 3 c 1.69% 1.250 

Sample 4 d 1.71% 0.250 

Supplementary Table 1: δ  and 𝜽𝜷 for each device. Lattice mismatch, δ, and angle of the 

second hBN, 𝜃𝛽, for each device in Fig. S1. 
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Different fundamental frequencies of Brown-Zak oscillations 

Previous literature reported the Brown-Zak oscillations (BZO) as a robust method to 

study the periodic potential applied on the graphene, for which maxima in σxx  occurs 

following 
𝐵

𝐵𝐹
=  

𝑝

𝑞
 where fundamental frequency 𝐵𝐹 =  

𝜙0

𝑆
, 𝑝 , 𝑞 are integers, S is the 

area of unit cell (6, 7).  Here we employ BZO to probe the unit cell resulting from 

moiré and super-moiré periodicities. The key point is to extract the different 

frequencies corresponding to different unit cells, and then calculate the periodicity 

by assuming it corresponds to a hexagonal area. 

As reported in (7), with 𝑝, 𝑞 increasing, the amplitude of BZO decays exponentially 

due to the smaller group velocity and larger super unit cell. Usually p = 1 is much 

more prominent than p = 2, 3... It is experimentally difficult to realise observations 

 

 

Supplementary Figure 

1: Transport 

properties of doubly-

aligned encapsulated 

graphene devices. a 

shows the calculated 

dependence on 𝜃𝛽  of 

the moiré and super-

moiré periodicities. 

Dashed lines are a 

guide for the eye linking 

intersections with 𝜃𝛽 =

0.4  to the Rxx and Rxy 

data.  This is a 

reproduction of Fig. 3b 

and 3c from the main 

text. b Same as a for 

device two, 𝜃𝛽 = 0.44 .  

c same as a for device 

three, 𝜃𝛽 = 1.25 . d 

same as a for device 4, 

𝜃𝛽 = 0.25. 
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of the p=1, q=1, oscillations in singly-aligned graphene on hBN since the 

fundamental frequency is ~24T. Further, the BZO would be more visible at high 

carrier densities, high T (up to 150K), and in an electron doped graphene. The 

increased observation of the BZO at high temperature is due to the smearing of the 

electronic energy distribution which removes the influence of quantum phenomenon 

(Landau quantization). The BZO survive because they are transport oscillations, 

rather than a quantum oscillation. 

In our BZO maps (Fig.S2, FigS3), the oscillation corresponding to an aligned 

graphene-hBN moiré is clearest. It is unobservable at carrier densities around Main 

Dirac points (MDP). However, other frequencies start to appear around the carrier 

densities of their corresponding Rxx peaks. Also, many BZO may be distinguished 

more clearly at high densities on electron-doped side of the main Dirac point 

(n>4.5e12 cm-2) where the landau fan from the various Dirac point is unobservable. 

In Fig. S2b, the oscillations of the second largest super-moiré start to appear around 

its RXX peak 0.9e12cm-2 (Fig.S1.a). In this range, only one frequency occurs at small 

magnetic fields, so it can be easily extracted. Then, around n = 2.0e12 cm-2, shown 

in Fig.S2.c, the frequency of perfectly aligned graphene-hBN moiré pattern becomes 

dominant. To distinguish other frequencies, higher n and higher B are both required. 

In Fig.S2.d, we neglect the two frequencies that have already been extracted in the 

small n. Another two frequencies are observed. In total four distinct periodicities are 

observable; 2 moirés, and 2 super-moirés. 
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Fig.S2 Brown-Zak Oscillations in sample 1. This sample is the same the main text. a σxx as 

a function of carrier concentration and magnetic field (Scale: blue to red 0.5 e2/h to 70 e2/h). 

b, c and d are zoom-in of the region marked by the yellow, white, and grey dashed lines, 

respectively (scales: blue to red,  7 e2/h to 37 e2/h.). 

 

Fig.S3 Brown-Zak oscillations for sample 4. a σxx map of carrier concentration and B-field 

of sample (scale: blue to red, 4 e2/h to 150 e2/h). b and c are zoom-in of the a, marked by the 

yellow and grey rectangles, respectively. (b scale: blue to red, 2.4 e2/h to 30 e2/h) (c scale: 

blue to red, 3.5 e2/h to 50 e2/h).  d shows two magnetic field sweepings at carrier densities 

6.0e12cm-2 and 8.5e12cm-2 with the same scale as c, dotted lines connecting the peaks of 
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two sweepings to the maxima in the map. The Brown-Zak oscillations correspond to a moiré 

structures of different periodicities are marked by dotted lines of different colours. Black – 

14.6nm (BF=22.5T), violet – 14.2nm (BF=23.8T), light pink – 8.9nm (BF =60.5T), green – 

11.9nm (BF=33.5T), red – 18.4nm (BF=14.1T). The periods are similar with those derived 

by Rxx and Rxy. All measurements are done at 35K. 

 

Fig.S4 electron-hole symmetry in super-moiré features. a, b and c, scatter plots represent 

the ratios between hole-side peak amplitudes and their electron-side counterparts with 

dashed lines connecting their corresponding peaks (red – hole-side, blue – electron-side). 

Different shapes point to different samples, a (square) – sample 1, b (circle) – sample 2 and 

c (triangle) – sample 3, same as Main text Fig.4. Different colours point to different moiré 

vectors and super-moiré vectors, shown clearly in d. 

  



103 
 

Gap Opening at the main Dirac point 

 

Fig.S5 Gap opening in one of our double aligned samples. a Rxx vs back-gate voltage through 

the main Dirac point for various temperatures (1.54K-blue to 187.9K-red). b Temperature 

dependent conductivity at the main Dirac point. Experimental data (black dots) and exponential 

fit (red line). Fit gives a pseudo-gap of 21meV for data range of T>50K. 

Previously, a gap has been observed in the singly-aligned graphene-hBN superlattices of 

approximately 25 meV(8, 9). The origin of the gap is in the proximity induced sublattice 

symmetry breaking in graphene due to the hBN layer. Hunt el Al(8), showed that the 

gaps size is correlated with the periodicity of the moiré pattern. With that context, we 

have observed similar behaviour in our doubly-aligned samples. 

With each sample we have measured the temperature dependent behaviour of the 

conductivity at the main Dirac point. In Fig.S5a we present the characteristic plot of Rxx 

against gate voltage through the main Dirac point, for many temperatures (1.54K – 

187.9K). In Fig.S5b, the σxx at the Dirac point is plotted against temperature. The gap 

may then be extracted by fitting the data with to the Arrhenius law. In this case, we 

observed a 21meV gap. Which is consistent with singly-aligned graphene on hBN. 
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Atomic force microscopy of other double aligned samples  

We have made and measured many doubly-aligned samples. Each sample shows a 

double moiré pattern in the AFM images (Fig. S6 a-d), principally confirmed by the 

presence of two sets of independent spots in the Fourier transformation (Fig. S6 e-h). 

In each case the encapsulation hBN layer is thin (<5 layers). We do not observe the 

moiré pattern when the hBN is thick (10s of nm). The double alignment is further 

confirmed by electronic transport data – yielding several moiré and super-moiré 

features. 

 

Fig.S6. Examples of double aligned samples. a, b, c, and d AFM Young’s Modulus images 

of super-moiré samples. In some cases, contamination is visible in the image. e, f, g, and h 

Fourier transformations of the images in a, b, c, and d, respectively. Each image shows two 

sets of hexagonal spots corresponding to distinct moiré periods. 
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Uniformity in Heterostructures 

 

Fig.S7. Uniformity in doubly aligned heterostructures. a Optical image (colour enhanced) of 

one of our hBN-graphene-hBN doubly aligned heterostructures before lithography. Dark blue 

highlights the bottom hBN layer, grey highlights overlap of the top hBN layer on the bottom hBN, 

and darker grey (outlined with dashed red) highlights the graphene region. a-inset AFM 

topography image of the area outlined by green in a and b. The vertical lines are an AFM 

artefact due to stray laser interference. Scale black to white is 2nm. b Map of the FWHM(2D) in 

the Raman spectrum. scale black to white is 15cm-1 to 100cm-1. Each of these characterisation 

tools builds up an image of where there are distortions and deformations in the heterostructure. 

The lithography steps are then designed specifically to avoid these imperfections. 

Typical heterostructures produced from mechanically exfoliated flakes (method 

described in the next section) contain imperfections (creases, folds, contamination 

blisters, tears, etc.). However, to confirm the uniformity of our doubly-aligned samples 

we utilise optical images, AFM, and Raman spectroscopy mapping, to characterise the 

nature of our fully assembled heterostructures (Fig.S7) and design the devices to avoid 

such inhomogeneities. Fig.S7a shows the optical images of one of our doubly aligned 

samples. Clearly evident is a crack in the top-hBN layer induced during the fabrication 

process. Likewise, the crack is visible in the FWHM(2D) map (Fig.S7b). Further, in 

Fig.S7a-inset we can see examples of blisters and folds, which are most likely in the 

graphene layer. However, by only using the area of the heterostructures which is 

removed from these distortions we can guarantee uniform and homogenous devices. 
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Sample Fabrication 

Further to the sample preparation described in the main text, in Fig S8, the general 

process is shown step-by-step. We use PPC (sometimes PMMA) spun on a thick 

PDMS membrane to facilitate moving and orientating the flake. This membrane is 

used to pick up the first hBN layer. The crystal may then be positioned and aligned 

to graphene (Fig. S8a) before the two are brought into contact (Fig. S8b). Removing 

the membrane in a precise way then lifts the graphene off from its substrate (Fig. 

S8c). Further, we can invert the membrane and perform various characterisation 

techniques on the half-assembled heterostructure (Fig S8d). The previous steps (Fig 

S8a-d) may be repeated multiple times to produce increasingly complex 

heterostructures. Finally, the stack of crystals is positioned (Fig S8e) and brought 

into contact with a final ‘substrate’ hBN (Fig S8f). The membrane is removed (Fig 

S8g) and all the crystals are left on a SiO2 wafer (Fig S8h). 

 

 

Fig.S8: illustration of a typical heterostructure fabrication process. a A thin top-hBN (red) 

is aligned over a graphene flake (black). b The crystals are brought into contact. c The 

graphene and hBN are lifted away from the substrate. d The membrane is inverted and may 

be characterised by AFM and Raman spectroscopy. e once all the crystals are assembled on 

the membrane, the stack is aligned over a final substrate hBN layer (green). f The crystal 

are brought into contact. g The membrane is removed slowly. h All the crystals are left on 
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the SiO2/hBN substrate. The PPC/PDMS membrane is yellow, the Silicon is blue, and 

Silicon dioxide is purple. 
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Chapter 7 

 

Piezoelectricity in monolayer hexagonal boron nitride 

The results are from a manuscript submitted to Nano Letters, 29th April 2019. NL-2019-

017137. 

Although monolayer hBN is theoretically considered to have piezoelectric properties, it 

has not been proved by experiment until this work. A local electric field is detected 

around bubbles and creases formed in hBN/graphene heterostructures, in accordance 

with the theoretical analysis. This effect appears in single layer hBN but vanishes in 

bilayer and bulk hBN forms. Electrostatic force microscopy (EFM) and AFM technique 

are used to investigate strain-induced electric field and the change of direction of creases 

between bubbles.  

My contribution to the work includes: AFM studies of topography contrast of monolayer 

hBN on graphene and crease direction between bubbles. Also an additional experiment 

(supplementary 6), coating hBN/graphene heterostructures with polyelectrolyte 

nanoparticles to observe the alignment along the electric field. 
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Two-dimensional (2D) hexagonal boron nitride (hBN) is a wide-bandgap van der Waals 

crystal with remarkable properties, including exceptional strength, large oxidation 

resistance at high temperatures and single-photon emission. Furthermore, in recent years 

hBN crystals have become the material of choice for encapsulating other 2D crystals in a 

variety of technological applications, from optoelectronic and tunnelling devices to 

composites. Monolayer hBN, which has no centre of symmetry, has been predicted to 

exhibit piezoelectric properties, yet experimental evidence is lacking. Here, by using 

electrostatic force microscopy, we observed this effect as a strain-induced change in the 

local electric field around bubbles and creases, in agreement with our theoretical 

analysis. No piezoelectricity was found in bilayer and bulk hBN, where the centre of 

symmetry is restored. These results add piezoelectricity to the known properties of 

monolayer hBN, which makes it a desirable candidate for novel electromechanical and 

stretchable optoelectronic devices, and pave a way to control the local electric field and 

carrier concentration in van der Waals heterostructures via strain. 
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Main Text: 

Piezoelectricity is an important property of non-centrosymmetric crystals that allows 

conversion of mechanical strain into electric field, and vice versa.1 Recently, two-

dimensional (2D) crystals have shown to be a unique platform to investigate and exploit 

such property for many reasons. First, they have the ability to sustain large strain (up to 

10%) before rupture or plastic deformation,2,3 while this is challenging to achieve in 3D 

crystals. Second, many crystals are found to be piezoelectric only when reduced to two-

dimensionality. This is the case of semiconducting transition metal dichalcogenide 

crystals, in which inversion symmetry is broken only in their 2D forms, as recently 

observed in single-layer MoS2.
4,5 Furthermore, 2D crystals are likely to show areas of 

non-uniform strain near corrugations or bubbles that naturally form on substrates.6 In 

such areas, strained-induced local charge densities, 𝜌, are expected to appear owing to 

the local variation in polarization, 𝑷, since 𝜌(𝒓) = −𝜵 ∙ 𝑷(𝒓).7  

2D hexagonal boron nitride (hBN) is a van der Waals crystal with remarkable 

properties2,8-11 and is an essential component of many new 2D technologies.12 Recently, 

monolayer hBN has also been theoretically predicted to be piezoelectric.7,13 This is 

because it has a honeycomb lattice structure similarly as graphene, but the presence of 

different elements in the two sublattices of its unit cell makes it non-centrosymmetric. 

On the other hand, its bilayer and bulk counterparts present inversion symmetry and, 

therefore, no piezoelectricity is expected.7,13 Here we report experimental evidence of 

piezoelectricity in monolayer hBN by directly visualizing the strained-induced electric 

field in hBN/graphene heterostructures using electrostatic force microscopy (EFM)14,15 

(Figure 1a). EFM images of monolayer hBN on graphene show enhanced electric 

contrast in correspondence of non-homogeneous strain areas. Such contrast vanishes on 

bilayer hBN. We support our experimental findings with theoretical calculations, solving 

the elasticity equations in a honeycomb lattice for deformations that mimic the observed 

bubbles and creases (Figure 1b). 
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Figure 1. Schematic illustration of the experimental setup and the piezoelectric field in 

monolayer hBN around bubbles. (a) EFM on hBN/graphene heterostructures on SiO2/Si 

substrates. An ac voltage bias of frequency  is applied between the AFM tip and the Si 

substrate. Simultaneous electric and dielectric images are measured at the first () and second 

(2) harmonic, respectively, of the cantilever frequency shift, mec. (b) Example of calculated 

strain-induced polarization and electric field distribution for a triangular bubble in monolayer 

hBN. 

 

EFM is a non-contact scanning probe technique that maps the local electrostatic 

interaction between the tip and the sample.14,15 We acquired EFM images by applying an 

ac voltage bias at frequency  between the tip and the sample. We measured the 

frequency shift, mec, of the cantilever at its mechanical resonance, detecting the 

electric response at the first and second harmonics,  and 2, respectively16-18 (Figure 

1a) (see Methods). We thus obtained two simultaneous EFM images: the electric image 

at , which is proportional to the electric field on the surface,16,18,19 and the dielectric 

image at 2, which depends only on the tip-sample capacitive interaction and the 

dielectric properties of the sample16,17 (see Methods and Supporting Note 1 in the 

Supporting Information, SI). The latter was required here to investigate the impact of 

local capacitive/dielectric variations on the electric image. Unlike conventional EFM 

that uses a double-pass approach, we recorded simultaneous topography and EFM 

images on a single pass to minimize the tip-surface distance and, therefore, increase the 

resolution of the EFM images.   
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We applied EFM to monolayer, bilayer and multilayer hBN on graphene on SiO2/Si 

substrates, as shown in Figure 1a. We fabricated the samples using the standard dry 

transfer technique,20 which is ubiquitous to the production of high-quality van der Waals 

heterostructures (see Methods). We studied hBN on graphene instead of hBN directly on 

SiO2 substrates because graphene promotes the formation of non-uniform strain areas. 

Such areas are observed around creases and bubbles filled with hydrocarbons that 

spontaneously appear in hBN/graphene heterostructures.6 Furthermore, it is beneficial 

here to use graphene as bottom layer because it acts as a charge-sink for localized 

charges trapped at the substrate interface, facilitating the visualization of strained-

induced electric fields in the overlying hBN layer.  

 

 

 

Figure 2. AFM topography and EFM images of monolayer hBN on graphene. (a) Topography of 

monolayer hBN on graphene. (b) Corresponding EFM electric image, showing enhanced 

contrast around and between bubbles. Dotted lines are a guide to the eye. (c) Corresponding 

EFM dielectric image, showing no contrast around or between bubbles. (d) Zoom in the 

topography (a), showing atomically thin creases between two bubbles, and corresponding (e) 

electric and (f) dielectric images. Colour scale in (d) was adjusted to show the atomically thin 

creases, which are marked by black arrows. 

Figure 2a shows a representative topography image of our monolayer hBN on graphene, 

where several bubbles and creases can be seen. The corresponding EFM electric image 
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in Figure 2b shows high contrast over the bubbles due to the presence of molecules 

inside. However, it also shows high intensity in many areas around the bubbles and 

creases, spanning hundreds of nanometres and connecting various bubbles (marked by 

white dashed contours in Figure 2b). A different behaviour can be seen in the 

corresponding dielectric image at 2 in Figure 2c. This shows again the characteristic 

enhanced contrast over the bubbles caused by the material trapped inside, but no contrast 

around or between them. Images obtained in other locations confirm these observations 

(see Figure S1 in the SI). The dielectric image allows us to rule out that the bright 

regions around and between the bubbles in Figure 2b reflect a local change in the surface 

dielectric properties or in the capacitive interaction. Furthermore, we did not observe any 

bright feature in the electric image in the absence of bubbles and creases (Figure S2). 

This implies that the electric field variations detected around them do not originate from 

molecules that might be trapped at the hBN/graphene or graphene/SiO2 interface. We 

therefore conclude that such electric field variations are the consequence of the hBN 

being strongly strained in these areas. Close-up images confirmed this conclusion. 

Figure 2e shows a bright area between two bubbles. The corresponding topography 

image (Figure 2d) reveals the presence of atomically thin creases (height < 3 Å) 

connecting the bubbles, which are associated with strain concentration and release 

around the bubbles.6,21 The electric contrast that we obtained in these areas is 

comparable to the output voltage generated in monolayer MoS2 when subjected to 

similar strains,4 in agreement with the expected piezoelectric response of monolayer 

hBN, as monolayer hBN and MoS2 have similar piezoelectric constants.7 We thus 

conclude that the bright areas detected in the electric images around the bubbles and 

creases are consequences of the piezoelectric properties of the monolayer hBN.   
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Figure 3. AFM topography and EFM images of bilayer hBN on graphene. (a,d) Topography and 

corresponding (b,e) electric and (c,f) dielectric images of bilayer hBN. Contrary to the case of 

the monolayer (Figure 2), no bright areas were detected around or between bubbles in the 

electric image. 

We then investigated the case of the bilayer hBN, in which no piezoelectricity is 

expected. Figure 3 shows representative topography and EFM images of bilayer hBN on 

graphene on a SiO2/Si substrate, taken under the same experimental conditions as Figure 

2. The bilayer form bubbles of similar size and shape as those that we found in the 

monolayer (Figure 3a,d). The electric images (Figure 3b,e) show again high contrast 

over the bubbles, as expected. However, we found no noticeable features around or 

between them, in contrast with our observations on the monolayer. We consistently 

found this behaviour for all the bubbles on the bilayer and multilayers (Figure S3). 

These observations agree with the predicted absence of piezoelectricity in bilayer hBN.   

 

To support our experimental data, we theoretically calculated the piezoelectric behaviour 

of monolayer hBN in the presence of bubbles and creases that mimic those observed 

experimentally. Given the height profile of the bubbles, we solved the discretized 

elasticity equations for the membrane with a honeycomb lattice (see Methods and 

Supporting Notes 2 and 3), thus providing the strain tensor 𝑢𝑗𝑘  and hence the 

piezoelectric induced polarization 𝑃𝑖(𝒓) = ∑
𝑗𝑘

𝛾𝑖𝑗𝑘𝑢𝑗𝑘(𝒓) , being 𝛾𝑖𝑗𝑘  the 3-rd rank 

piezoelectric tensor. For 2D crystals with D3h symmetry lying in the 𝑥𝑦 -plane (we 

choose 𝑥-direction parallel to the zigzag edge, and 𝑦-direction parallel to the armchair 

edge), the only non-zero independent coefficient is7 𝛾 ≡ 𝛾𝑦𝑦𝑦 = −𝛾𝑦𝑥𝑥 = −𝛾𝑥𝑦𝑥 =

−𝛾𝑥𝑥𝑦 . For the case of hBN and related 2D crystals with hexagonal symmetry, the 

polarization can be written as7,22 𝑷(𝒓) = 𝛾𝓐(𝒓) × 𝒛̂ , where 𝓐(𝒓) = (𝑢𝑥𝑥(𝒓) −

𝑢𝑦𝑦(𝒓))𝒙̂ − 2𝑢𝑥𝑦(𝒓)𝒚̂  has the form of the gauge field that appears in strained 

graphene.23 We used the modern theory of polarization that exploits the geometrical 

properties of the Bloch wave-functions to obtain the electronic polarization,24 a method 

that has been applied to non-centrosymmetric hexagonal nanotubes25 and 2D crystals.7,22 

In particular, it has been shown that it is possible to express the piezoelectric coefficient 

in terms of the valley Chern number.7 For the case of interest here, the piezoelectric 

coefficient of hBN takes the simple form 𝛾 = 𝜂
𝑒

4𝜋𝑎0
𝒞valley ≈ 2.91 × 10−10 Cm-1, where 
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𝜂 ≈ 3.3  is the electron-phonon coupling in hBN,22 𝑎0 = 1.44 Å  is the interatomic 

distance, 𝑒 is the elementary charge, and 𝒞valley = ∑ 𝜏𝒞τ = sign(Δ)𝜏  is the valley Chern 

number, where 𝜏  is the valley index, ∆≈ 5.97 eV  is the hBN bandgap, and 𝒞τ =

𝜏 sign(Δ)/2. We refer to Methods for details in the numerical simulations steps. From 

these calculations we obtain the spatial distribution of electronic polarization 𝑷(𝒓), the 

piezoelectric charge density 𝜌(𝒓) and the energy density generated by the piezoelectric 

effect. 

 

 

Figure 4. Simulated piezoelectric-induced polarization in bubbles on monolayer hBN. (a) 

Simulated topography image of a triangular bubble and corresponding calculated (b) polarization 

(vector field) and charge distribution (colormap) and (c) electric field energy density. (d) 

Simulated topography of two elliptical bubbles with atomically thin creases in between and 

corresponding (e) polarization (vector field) and charge distribution (colormap) and (f) electric 

field energy density . Colour scale in (d) was adjusted to show the creases. 

 

Figure 4a-c shows calculated images for a triangular bubble with one-dimensional 

creases at the vertices (Figure 4a) similar to the ones experimentally observed. 

Simulations for bubbles with different shapes are reported in Figures S6 and S8. The 

shape of the bubble (Figure 4a) is given by the equilibrium configuration of a material 
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trapped between a flat substrate and a 2D crystal attracted by van der Waals forces, as 

described in ref.6. Figures 4b,c show the corresponding calculated polarization charge 

and electric field energy density images. Our simulations predict high contrast in energy 

density in the strained areas around the bubbles in correspondence of piezoelectric 

charge densities, in qualitative agreement with our observations. This can be understood 

as the EFM signal detects the electric field variations that arise from local charge 

densities.16,18 We analysed the triangular bubble at different orientations with respect to 

the crystallographic axes (Figure S7). We found that the energy density distribution does 

not depend on the bubble orientation, which is also consistent with our experimental 

observations. However, the bright areas that we experimentally observed tend to extend 

over larger regions that connect different bubbles. This can be explained by the presence 

of atomically thin creases in these regions, which generate additional strain. To support 

this conclusion, we analysed the case of bubbles connected by such ultrathin creases. 

Figure 4d-f shows simulations for two elliptical bubbles with atomically thin creases in 

between, which mimic the ones observed in Figure 2d (see also Figure S9). The 

calculated electric field energy density image (Figure 4f) clearly exhibits enhanced 

contrast that extends between the two bubbles and matches the bright contrast observed 

in the EFM image (Figure 2e) (see also Figure S10).  

 

To further confirm the piezoelectricity of the monolayer, we made an additional 

experiment using a decoration technique. We deposited polyelectrolyte nanoparticles in 

solution onto our hBN/graphene samples. These nanoparticles tend to align with the 

electric field, similarly as iron filings around a magnet (see Supporting Note 6). Figure 

S11 shows representative topography images that we obtained. We found that the 

nanoparticles align with the field in monolayer hBN, while this alignment is absent in 

bulk hBN. The nanoparticles distribution in monolayer hBN, detected at distances up to 

a few hundreds of nanometres from the bubble, agrees with the calculated electric field 

distribution that originates from the strain around the bubbles.  

 

It is useful to estimate the induced polarisation and the electric field energy density due 

to the anisotropic strain gradient in our hBN membranes. Although they vary strongly, 

they can reach relatively high levels in some regions,  1012 cm-2 and  10-6 eVÅ-2, 

respectively, comparable to the carrier concentration in doped graphene26 and to the 

energy density in capacitors used in microelectronic circuits27 if scaled to two-
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dimensionality. Such strain-induced electric fields can provide a significant scattering 

mechanism if monolayer hBN is used as encapsulation layer on top of graphene. At the 

same time, one can envisage that special distribution of the carrier density in graphene 

can be altered via strain in such monolayer encapsulation layer. 

 

In summary, the experimental images and theoretical simulations that we have presented 

here confirm the generation of piezoelectric fields in highly strained monolayer hBN. 

We visualized the electric fields generated by strained regions around bubbles and 

creases in the monolayer, while they are absent in the bilayer and bulk hBN, in 

agreement with the theory. The piezoelectricity of single-layer hBN opens the door to its 

combination with other 2D materials for the development of devices with novel 

functionalities and self-powering potential. These results are also important as they show 

a way to detect piezoelectricity in other 2D crystals on the nanoscale. 

 

Methods:  

Samples preparation. Samples were fabricated using the standard dry transfer technique. 

Briefly, monolayer hBN was mechanically exfoliated and identified on a double-

polymer layer of Polymethylglutarimide (PMGI) and Poly(methyl methacrylate) 

(PMMA). The PMGI layer was developed from beneath the PMMA layer to create a 

free-standing and easily-manipulated membrane with the crystal on top. The membrane 

was then inverted and positioned above graphene using a set of micromanipulation 

stages – with accuracy better than 5 m. The crystals were then brought into contact. 

The PMMA was removed by simply peeling back the membrane, meaning no solvent 

come into contact with either crystal to preserve the cleanliness of the top surface. 

 

AFM and EFM imaging. We acquired simultaneous AFM and EFM images using a 

Nanotec Electronica AFM (see Supporting Note 1 for details). We measured the EFM 

force gradient at the first and second harmonic by using a phase-lock loop and a multi-

frequency lock-in amplifier (Zurich Instruments). We used n-doped silicon probes 

(Nanosensors PPP-XYNCSTR, mechanical resonance frequency  137 kHz and spring 

constant  5.3 Nm-1), calibrated using the Sader’s method.28 Doped silicon tips have the 

advantage of a tip radius of only a few nanometres, one order of magnitude smaller than 

the typical radius of metal-coated probes, thus increasing the lateral resolution of both 
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topography and EFM images. Furthermore, unlike metal-coated probes, n-doped silicon 

probes suffer no substantial tip modifications during imaging and, therefore, ensure 

stable measurement conditions.29 We oscillated the cantilever in resonance with free 

amplitudes below 20 nm and setpoints imposing minimum amplitude reduction. We 

carried out EFM imaging in the so-called frequency modulation mode,30-32 electrically 

exciting the cantilever with an ac voltage of amplitude 4 V and frequency 1.8 kHz. We 

acquired and processed the data using WSxM software.33,34 

 

Theoretical calculations. For a given strain profile, the induced charge density is 

obtained from the local variation of the polarization as 𝜌(𝒓) = 𝑒 𝑛(𝒓) = −𝜵 ∙ 𝑷(𝒓) =

−𝛾𝒛̂ ∙ [𝜵 × 𝓐(𝒓)] . The numerical calculation involves the following steps (see 

Supporting Notes 2 - 4 for details): (i) The equilibrium configuration of a deformed 

single-layer hBN membrane (61200 or 242000 atoms, depending on the cases, clamped 

boundary conditions) is obtained from the numerical solution of the discretized elasticity 

equations for a given shape (e.g. circular, triangular or elliptical bubbles). (ii) The 

solution gives the strain fields 𝑢𝑖𝑗(𝒓) generated in the crystal that minimize the energy, 

which enters in the vector potential 𝓐(𝒓) and which is used to calculate the spatial 

distribution of electronic polarization 𝑷(𝒓) , piezoelectric charge density 𝜌(𝒓) , the 

energy density generated by the piezoelectric effect 𝑢𝐸(𝒓) = |𝑷(𝒓)|2/(2𝜀2𝑑), where 𝜀2𝑑 

is the dielectric constant of the hBN film. (iii) The first derivative of the energy density 

with respect to the out of plane direction gives the electrostatic force distribution acting 

normal to the surface.35,36 
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Supplementary 

S1. Electrostatic force microscopy (EFM) 

EFM measures the electrostatic force acting between a conductive tip and the sample 

with an applied electric bias. This force is the sum of the capacitive interaction between 

the tip and the sample, which depends on its surface potential and dielectric properties of 

the sample, and the Coulombic interaction between the tip and the static 

charges/multipoles on the surface, as described in refs.1,2 The total force can then be 

written as follows:2 
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𝐹 =  
1

2

𝜕𝐶

𝜕𝑧
𝑉2 + 𝐸𝑧𝑄𝑡               

(1) 

where V is the electric potential difference and C is the capacitance between the tip and 

the sample, Qt is the total charge on the tip, and Ez is the z-component of the electric 

field arising from the charges on the surface. The capacitive term depends on the first 

derivative of the tip-sample capacitance, ∂C/∂z, respect to the tip-sample distance, z. 

This in turn is a complicated function of geometrical and dielectric properties of the 

probe-sample system.3  

In this work, we carried out ac-EFM imaging by applying an ac bias voltage V = Vac 

sin(ωt) between tip and the bottom conductive substrate (doped silicon). In this case, it 

can be shown that the electrostatic force is the sum of three components at 0, ω and 2ω 

frequencies                   

𝐹 =  𝐹𝑑𝑐 +  𝐹𝜔𝑉𝑎𝑐 𝑠𝑖𝑛(𝜔𝑡) + 𝐹2𝜔𝑉𝑎𝑐
2 𝑠𝑖𝑛 (2𝜔𝑡)                        (2) 

where 

𝐹𝜔 = 𝑓𝜔 (𝐶,
𝜕𝐶

𝜕𝑧
, 𝑉𝐶𝑃𝐷 , 𝜀) + 𝐸𝑧,𝑑𝑐𝐶    and     𝐹2𝜔 = 𝑓2𝜔 (𝐶,

𝜕𝐶

𝜕𝑧
, 𝜀)                       (3) 

as described in ref.2. The amplitude of the first harmonic, 𝐹𝜔, can be written as the sum 

of a capacitive term and a term proportional to the electric field generated by static 

charges on the surface. The capacitive term is a complicated function of various 

parameters, namely, the tip-substrate capacitance and its first derivative, the dielectric 

properties of the sample, 𝜀, and the tip-substrate contact potential difference, VCPD. On 

the other hand, the amplitude of the second harmonic, 𝐹2𝜔, is not dependent on the static 

charge distribution on the surface. It is a purely capacitive term that depends only on the 

tip-substrate capacitance and the dielectric properties of the sample.  

In this study, we measured both the first harmonic 𝜔 and the second harmonic 2𝜔 using 

a multifrequency lock-in amplifier. This allowed us to detect the electric field generated 

by strain-induced charge densities in the 𝜔-image, which we referred to as the electric 

image. The 2𝜔-image, which we referred to as the dielectric image, is a control image 

that allowed us to detect any variation in the tip-sample capacitive interaction. We thus 

verified that the observed variations in the electric image are indeed associated to the 
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presence of static charges and do not reflect variations in the tip-sample capacitive 

interaction.  

Following Glatzel et al. nomenclature,4 EFM images can be obtained either in amplitude 

modulation (AM)5 or in frequency modulation (FM)6 mode. In AM mode, the 

electrostatic force is directly detected, while in FM mode it is the force gradient. Here 

we used the FM mode in single-pass mode, detecting the first and second harmonic of 

the force gradient while taking topography images. This approach proves advantageous 

because it enhances the sensitivity and lateral resolution of the measurement by 

minimizing the tip-surface distance and stray capacitance contributions. To avoid 

topographic cross talks, the tip was electrically oscillated at low frequencies, at 1.8 kHz 

with amplitude 4 V, two orders of magnitude far from the mechanical vibration of the 

cantilever (at 137 kHz).  

 

Figures S1, S2 and S3 below are additional topographic and electric images taken on 

monolayer, bilayer and multilayer hBN.   

 

 

Figure S1. Additional AFM and EFM images of the monolayer hBN areas with bubbles. (a) 

Topography and (b) electric images of hBN/graphene on a SiO2/Si substrate, showing enhanced 

contrast around and between the bubbles. 

a b

24 nm 1.5  V

c d

20 nm 1.3 V
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Figure S2. AFM and EFM of a monolayer hBN area without bubbles. (a) Topography image 

and (b) corresponding electric image, showing no areas with enhanced contrast. 

 

 

Figure S3. AFM and EFM of monolayer (1L), bilayer (2L) and few-layer (FL) hBN areas with 

bubbles. (a,c) Topography and (b,d) corresponding electric images, showing no contrast 

variations around or between bubbles in the bilayer and a multilayer. Conversely, they can be 

observed on the monolayer region. 

a b

12 nm 1.1 V

a b

2L 2L

1L 1L

c d

20 nm 1.4 V

FL FL
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S2. The elasticity problem in the deformed honeycomb lattice 

Here we describe the method used to compute the piezoelectric induced polarization and 

charge density generated by bubbles in monolayer hBN. Our technical analysis consists 

in solving the elasticity equations for the membrane in the honeycomb lattice by means 

of a discretization procedure. The strain fields obtained for different profiles of bubbles 

are used to calculate the piezoelectric induced charge density and the electric fields. 

We start by considering a single sheet of hBN in the continuum limit, in which the free 

energy of the membrane is given by the classical theory of elasticity:7,8 

𝐹𝑒𝑙[𝒖, 𝑤] =
1

2
∫ 𝑑2𝑥[𝜅(𝛻2𝑤)2 + (𝜆𝑢𝑖𝑖

2 + 2𝜇𝑢𝑖𝑗
2 )]             

(4) 

where 𝑢𝑖𝑗 is the strain tensor 

𝑢𝑖𝑗 =
1

2
(𝜕𝑖𝑢𝑗 + 𝜕𝑗𝑢𝑖 + 𝜕𝑖𝑤𝜕𝑗𝑤)              

(5) 

with 𝑢𝑖  the field associated to the in plane displacements in the 𝑖 − 𝑡ℎ direction (𝑖 =

𝑥, 𝑦), 𝑤 that associated to the out of plane displacements, 𝜅 = 0.82 eV is the bending 

rigidity, 𝜆 = 23.39 eV/𝑙2  and 𝜇 = 49.55 eV/𝑙2  are the Lamé coefficients of hBN,9 𝑙 

being the lattice constant. The value of 𝑙  in the atomic limit is 𝑙0 = √3𝑎0 = 2.52 Å, 

which gives: 𝜆0 = 3.68 eVÅ−2 and 𝜇0 = 7.80 eVÅ−2. 

We consider the case in which the configuration of the out of plane displacements is 

defined as to reproduce the different shapes of bubbles observed in the experiments, 

𝑤(𝑥, 𝑦) ≡ 𝑤0(𝑥, 𝑦). Therefore the free energy 𝐹𝑒𝑙 is a functional of the in plane fields 𝑢𝑖 

only, and the bending energy represented by the first term of equation (4) can be safely 

neglected, since it is just an additive constant to the total energy. 

At equilibrium, the configuration of the 𝑢𝑖  fields that minimizes 𝐹𝑒𝑙  is given by the 

solution of the following elasticity equations: 

     𝜆𝜕𝑥 (𝜕𝑥𝑢𝑥 + 𝜕𝑦𝑢𝑦 +
|𝛻𝑤|2

2
) + 𝜇𝜕𝑥[2𝜕𝑥𝑢𝑥 + (𝜕𝑥𝑤)2] + 𝜇𝜕𝑦(𝜕𝑦𝑢𝑥 + 𝜕𝑥𝑢𝑦 +

𝜕𝑥𝑤𝜕𝑦𝑤) = 0                  (6a) 
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     𝜆𝜕𝑦 (𝜕𝑥𝑢𝑥 + 𝜕𝑦𝑢𝑦 +
|𝛻𝑤|2

2
) + 𝜇𝜕𝑦 [2𝜕𝑦𝑢𝑦 + (𝜕𝑦𝑤)

2
] + 𝜇𝜕𝑥(𝜕𝑦𝑢𝑥 + 𝜕𝑥𝑢𝑦 +

𝜕𝑥𝑤𝜕𝑦𝑤) = 0          (6b) 

that are nothing but the static Euler-Lagrange equations. 

We next generalize equations (6) to the discrete case by replacing the partial derivatives 

with their corresponding finite differences on the honeycomb lattice. For this we follow 

the approach of refs 10,11. The honeycomb lattice consists of two sub-lattices, that here 

we label A and B (Figure S4). In the particular case of hBN, the two species correspond 

to Nitrogen and Boron atoms, respectively. Each atom of type A has three first nearest 

neighbors of type B, that we labeled with the indices 1,2,3, and six second nearest 

neighbors of type A, labeled by the indices 4,…9. 

 

Figure S4. The honeycomb lattice of hBN. For a given site of type A (red), there are 

three first nearest neighbors 1,2,3 of type B (cyan) and six second nearest neighbors 

4,…9 of type A. 

 

According to Figure S4, if the point A has coordinates (𝑥, 𝑦), the coordinates of its nine 

nearest neighbors are then: 

𝑛1 = (𝑥 −
𝑙

2
, 𝑦 −

𝑙

2√3
),   𝑛2 = (𝑥 +

𝑙

2
, 𝑦 −

𝑙

2√3
),   𝑛3 = (𝑥, 𝑦 +

𝑙

√3
) 

𝑛4 = (𝑥 −
𝑙

2
, 𝑦 −

𝑙√3

2
),   𝑛5 = (𝑥 +

𝑙

2
, 𝑦 −

𝑙√3

2
),   𝑛6 = (𝑥 − 𝑙, 𝑦) 

B
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𝑛7 = (𝑥 + 𝑙, 𝑦),   𝑛8 = (𝑥 −
𝑙

2
, 𝑦 +

𝑙√3

2
),   𝑛9 = (𝑥 +

𝑙

2
, 𝑦 +

𝑙√3

2
) 

            (7) 

An analogous scheme holds for each atom of type B, with an equivalent definition of the 

nearest neighbors. The partial derivatives of first and second order that appear in the 

continuum equations (6) can be replaced by their corresponding finite differences on the 

lattice, by introducing the following operators:10,11 

𝑇𝑓(𝐴) = 𝑓(𝑛1) − 𝑓(𝐴) + 𝑓(𝑛2) − 𝑓(𝐴) + 𝑓(𝑛3) − 𝑓(𝐴) ∼
𝑙2

4
𝛻2𝑓

          (8a) 

𝐻𝑓(𝐴) = 𝑓(𝑛6) − 𝑓(𝐴) + 𝑓(𝑛7) − 𝑓(𝐴) ∼ 𝑙2𝜕𝑥
2𝑓           

(8b) 

𝐷𝑓(𝐴) = 𝑓(𝑛4) − 𝑓(𝑛5) + 𝑓(𝑛9) − 𝑓(𝑛8) ∼ 𝑙2√3𝜕𝑥𝜕𝑦𝑓 

          (8c) 

𝛥𝑥𝑓(𝐴) =
𝑓(𝑛7)−𝑓(𝑛6)

2
∼ 𝑙𝜕𝑥𝑓   

          (8d) 

𝛥𝑦𝑓(𝐴) =
𝑓(𝑛3)−𝑓(𝐴)−[𝑓(𝑛1)−𝑓(𝐴)+𝑓(𝑛2)−𝑓(𝐴)]

2
∼

𝑙

√3
𝜕𝑦𝑓           

(8e) 

where 𝑓 is a generic function of the lattice positions. Thus, the elasticity equations on the 

honeycomb lattice can be written as: 

4𝜇𝑇𝑢𝑥 + (𝜆 + 𝜇)𝐻𝑢𝑥 +
𝜆+𝜇

√3
𝐷𝑢𝑦 +

𝜆+𝜇

𝑙
[𝛥𝑥𝑤𝐻𝑤 + 𝛥𝑦𝑤𝐷𝑤] +

4𝜇

𝑙
𝛥𝑥𝑤𝑇𝑤 = 0

          (9a) 

  4(𝜆 + 2𝜇)𝑇𝑢𝑦 − (𝜆 + 𝜇)𝐻𝑢𝑦 +
𝜆+𝜇

√3
𝐷𝑢𝑥 +

4√3

𝑙
(𝜆 + 2𝜇)𝛥𝑦𝑤𝑇𝑤 +

𝜆+𝜇

𝑙√3
[𝛥𝑥𝑤𝐷𝑤 −

3𝛥𝑦𝑤𝐻𝑤] = 0      (9b) 

Notice that in equations (8d) and (8e) we used a symmetric definition of the first order 

differences, which differs from the one adopted in previous works.10,11 Although this 

choice is completely irrelevant when dealing with periodic boundary conditions, it 
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becomes necessary in the case of clamped boundary conditions (zero displacements at 

the edges of the lattice), in order to prevent the appearance of any preferential direction. 

As an illustrative example, Figure S5 shows the equilibrium configuration of the 

membrane as obtained from the numerical solution of equations (9) in the presence of 

clamped boundary conditions and of a circular bubble given by: 𝑤(𝑥, 𝑦) =

𝑤𝑚𝑎𝑥 [1 − (
𝑟

𝑅
)

2

] 𝛩 [1 − (
𝑟

𝑅
)

2

], with 𝑟2 = 𝑥2 + 𝑦2, 𝑅 = 4𝑙, and 𝑤𝑚𝑎𝑥 = 4.33𝑙. As it is 

evident from the stretching (and eventually shrinking) of the B-N bonds in proximity of 

the bubble, the system is forced to develop a finite strain 𝑢𝑖𝑗, that would be absent in the 

flat case 𝑤 = 0. 

 

 

Figure S5. Example of circular bubble. Numerical solution of the elasticity equations 

(13) in the presence of clamped boundary conditions and of a circular bubble. The out of 

plane displacement 𝑤 is represented as a color map displaying the heights of the lattice 

points in units of 𝑙. 

S3. Evaluation of the charge density and electric field generated by the piezoelectric 

effect in the presence of bubbles 
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In the presence of a finite strain field 𝑢𝑖𝑗, piezoelectric crystals acquire a polarization 𝑷 

given by: 𝑃𝑖 = ∑
𝑗𝑘

𝛾𝑖𝑗𝑘𝑢𝑗𝑘 , where 𝛾𝑖𝑗𝑘  is the third-rank piezoelectric tensor. The local 

variations of this polarization field can generate charge self-doping, with charge density 

given by:12 

𝜌 = −𝛻 ⋅ 𝑷              

(10) 

Equation (10) implies that 𝑷 is proportional to the electric field 𝑬, according to the 

Maxwell law: 𝑬 = −𝑷/𝜀2𝑑 , where 𝜀2𝑑 ≡ 𝜀𝑟𝜀0𝑙⊥  is the dielectric constant of the bi-

dimensional film, with 𝜀𝑟 the relative permittivity along the 𝑐 axis, 𝜀0 the permittivity of 

the vacuum, and 𝑙⊥ the interlayer spacing. The characterizations of hBN given by the 

refs. 13,14 provide the following values: 𝜀𝑟 = 6.85 and 𝑙⊥ = 3.33 Å. 

For the case of monolayer hBN and related 2D crystals, one can exploit the symmetries 

of the piezoelectric tensor to write the piezoelectric induced polarization as:15 

𝑷 = 𝛾𝒜 × 𝒛̂              

(11) 

with 

𝒜 = (𝑢𝑥𝑥 − 𝑢𝑦𝑦)𝒙̂ − 2𝑢𝑥𝑦𝒚̂             

(12) 

and 𝛾  the piezoelectric constant of the material. Here we use the value 𝛾 =

2.91 × 10−10 C/m, as given by the analytic estimate based on the 𝒌 ⋅ 𝒑 method.15 

Using equations (10)-(12) along with the definition (5) of the strain field 𝑢𝑖𝑗, the charge 

density can be written as: 

𝜌 = 𝛾[(𝜕𝑥
2 − 𝜕𝑦

2)𝑢𝑦 + (𝜕𝑦𝑤)(𝜕𝑥
2 − 𝜕𝑦

2)𝑤 + 2(𝜕𝑥𝜕𝑦𝑢𝑥 + 𝜕𝑥𝑤𝜕𝑥𝜕𝑦𝑤)]             

(13) 

In the case of the honeycomb lattice that we are considering here, the partial derivatives 

appearing in the previous expression must be replaced by their corresponding finite 

differences defined in the equations (8), which gives: 
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𝜌 =
𝛾

𝑙2
[2(𝐻 − 2𝑇)𝑢𝑦 +

2√3

𝑙
𝛥𝑦𝑤(𝐻 − 2𝑇)𝑤 +

2

√3
(𝐷𝑢𝑥 +

1

𝑙
𝛥𝑥𝑤𝐷𝑤)]

          (14) 

S4. Numerical results 

Here we report on the numerical results obtained by solving the discrete elasticity 

equations (9) in the presence of different bubble shapes. In particular, given the 

polarization field 𝑷, we compute the charge density 𝜌 according to equation (14) and the 

energy density of the electric field generated by the piezoelectric effect: 𝑢𝐸 =
𝜀2𝑑

2
|𝑬|2 =

1

2𝜀2𝑑
|𝑷|2 . The results refer to lattices of size 𝑁𝑠 = 61200  atoms (or bigger, when 

specified) with clamped boundary conditions. From the energy density of the electric 

field generated by the piezoelectric effect we can obtain the electrostatic force 

distribution acting normal to the surface by computing the first derivative with respect to 

the out of plane direction.16,17 

Figure S6 shows the numerical results obtained in the case of a perfectly circular bubble, 

as given by the following height profile: 

𝑤(𝑥, 𝑦) = 𝑤0𝑒
−(

𝑥2+𝑦2

𝑅2 )
   

          (15) 

which displays a gaussian decay moving from the center of the bubble. Here 𝑤0 = 28 

nm is the maximum height of the bubble and 𝑅 = 380 nm its radius.  

 

 

Figure S6. Perfectly circular bubble with height profile given by equation (15). (a) 

Topography. (b) Charge density. The superimposed arrows represent the polarization 

field. (c) Energy density of the electric field.  
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Figure S7 displays a triangular bubble having the same shape of that of Figure 4a in the 

main text, but different orientations 𝜃  with respect to the crystallographic axes. We 

considered the cases 𝜃 = 0∘  (first column), 𝜃 = 20∘  (second column), 𝜃 = 40∘  (third 

column), and 𝜃 = 60∘ (fourth column). These cases show that the distribution of energy 

and electric fields is not strikingly affected by the particular orientation of the bubble, 

but rather by its geometry, as the energy results to be concentrated mainly along the 

sides of the bubble and the creases. 

 

 

Figure S7. Triangular bubble at different orientations with respect to the 

crystallographic axes. (a) Topography. (b) Charge distribution. (c) Energy density. 

Columns from left to right correspond to rotations of 𝜃 = 0∘, 20∘, 40∘  and 60∘  with 

respect to the crystallographic axes, respectively. 
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Figure S8 refers to the geometrical configuration of an elliptical bubble with one-

dimensional creases at the vertical corners. This bubble shape has been obtained by 

means of the following analytical expression for the height field: 

𝑤(𝑥, 𝑦) = 𝑤0𝑒𝑥𝑝 [− (
𝑥

𝑏
𝑒𝑦2 𝑐2⁄ )

4

] 𝑒−2𝑦2/𝑐2
+ 𝑤𝑐𝑒−𝑥2/𝜉2

[𝑒−(
𝑦−2𝑐

𝑐
)

2

+ 𝑒−(
𝑦+2𝑐

𝑐
)

2

]

          (16) 

where 𝑤0 = 10  nm is the maximum height of the bubble, 𝑏 = 57  nm, 𝑐 = 210  nm, 

𝑤𝑐 = 1 nm is the maximum height of each crease and 𝜉 = 10 nm sets the width of the 

creases. 

 

Figure S8. Elliptical bubble with one-dimensional creases as obtained from the height 

profile given by equation (16). (a) Topography. (b) Charge density. The superimposed 

arrows represent the polarization field. (c) Energy density of the electric field. (d) 

Electrostatic force distribution.  

 

Finally, we report the analytical expression used to modulate the height field in the 

configuration in which two bubbles are connected by many ultrathin creases, 

corresponding to Figure 4d-f of the main text and to Figure S9 of the next section: 
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𝑤(𝑥, 𝑦) = 𝑤0𝑒−2𝑦2/𝑐2
{𝑒𝑥𝑝 [− (

𝑥−𝐷/2

𝑏
𝑒𝑦2 𝑐2⁄ )

4

] +

𝑒𝑥𝑝 [− (
𝑥+𝐷/2

𝑏
𝑒𝑦2 𝑐2⁄ )

4

]} +  

    + ∑
𝑛=−𝑁

𝑁

𝑤𝑐𝑒−[(𝑦−𝑛𝑑)/𝜉]2
{𝑒−(1−2𝑥/𝐷)2

+ 𝜃(𝑥 + 𝐷/2)𝑒−(1+2𝑥/𝐷)2
+ [1 − 𝜃(𝑥 +

𝐷/2)]𝑒−[(𝑥+𝐷/2)2/𝑏]2
}   (17) 

where 𝑤0 = 20 nm is the maximum height of each bubble, 𝐷 = 400 nm is the distance 

between their centers, 𝑏 = 75 nm, 𝑐 = 150 nm, 2𝑁 + 1 = 11 is the number of creases, 

𝑑 = 10 nm is the distance between the creases, 𝑤𝑐 = 0.45 nm sets the height of the 

creases in 𝑥 = 0 at approximatively 0.3-0.4 nm, and 𝜉 = 2.5 nm sets the width of each 

crease. The numerical results concerning this configuration have been obtained by 

solving the elasticity equations in a lattice of 𝑁𝑠 = 242400 atoms, which is much larger 

than that corresponding to the other results shown in the present work. Such a large size 

has been indeed necessary to reproduce the narrow feature of the creases. The geometry 

of the creases can be better visualized in the Figure S9b below. 

S5. Comparison between simulated and experimental images  

As described in the main text, we found atomically thin creases around many bubbles, 

which generate large strains. Such creases can extend over distances up to hundreds of 

nanometers from the bubbles and connect different bubbles. To better compare our 

experimental images with the simulations, we included such ultrathin creases in the 

theoretical model. Figure S9a shows a topographical simulation with atomically thin 

creases that connect two elliptical bubbles. The simulation reproduced the spacing ( 10 

nm) and the height (3 Å) of the creases that we experimentally observed, as shown in 

AFM topography image given in Figure S9c and in the main text (Figure 2d). Figure 

S10a,b shows the corresponding calculated electric field energy density and its profile, 

which predicts that the piezoelectric field extends along the ultrathin creases in the 

region between the bubbles, in qualitative agreement with our observations in the EFM 

image (Figure S10c). 
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Figure S9. Analytical simulation of the thin creases mimicking the experimental 

observations. (a) Simulated topography image, same image as Figure 4d in the main text, 

with height profile given by equation (17). (b) Profile along the line in (a). (c) 

Experimental topography, same image as Figure 2d in the main text. (d) Profile along 

the line in (c). 
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Figure S10. Comparison between simulated electric field energy density and EFM data. 

(a) Electric field energy density simulation, same image as Figure 4f in the main text. (b) 

Average smoothed profile along the vertical line and in a corresponding to the area 

enclosed by the dotted rectangle. (c) Experimental EFM data, same image as Figure 2e 

in the main text. (d) Average profile along the line in (c) corresponding to the area 

enclosed by the dotted rectangle. 
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S6. Polyelectrolyte nanoparticles deposition 

We further verified the piezoelectricity of the hBN monolayer by using an indirect 

approach. We utilized the electrophoretic properties of a polyelectrolyte solution, 

Poly(ethyleneimine) (PEI), in salinated water. We deposited the PEI nanoparticles in 

solution onto the surface of our samples, allowed the solution to dry, and then washed 

off the majority of the polymer/salt. The resultant samples consisted of the original 

heterostructure and only the most strongly adhered PEI molecules. The distribution of 

remaining polyelectrolytes was measured with PeakForce-AFM (description to follow). 

These polymer chains have a characteristic length of 50 nm to 1700 nm depending upon 

the PH of the saline suspension they are deposited in. At PH10 the nanoparticles closed 

in a spherical shape, and, as the PH is lowered, the characteristic length increases. In our 

experiments we used PH6, which yields slightly elongated particles (up to 150 nm). At 

lower PHs, the distribution of PEI on the sample becomes dominated by the interaction 

between polyelectrolytes, rather than the adhesion to the sample.  

The elongated polyelectrolytes experience a Debye force in the presence of a polarizing 

field which drives and orients the molecules, ‘electrophoretic motion’. Since the 

majority of polymers and salt are washed off in the processing steps, only the most 

strongly adhered PEI molecules remain; their orientation dominated by the piezoelectric 

response to monolayer hBN’s strain field. Figure S11a,d show simulations of the 

electrostatic force distribution on monolayer hBN based on the bubble geometries 

observed in topographical AFM images (Figure S11b,e). In these cases, we can observe 

a characteristic PEI distribution around the bubbles: PEI molecules clearly tend to orient 

in the direction of the electrostatic force lines and a direct correlation can be established 

between the alignment of the nanoparticles and the electrostatic force simulation (Figure 

S11c,f). However, this contrasts to the case of bulk hBN (Figure S11g,h), where the PEI 

nanoparticles have no clear order. These results are in good agreement with the presence 

of an electric field generated by the piezoelectric effect around strained areas such as 

bubbles and creases in the monolayer.  

PeakForce-AFM was used here. PeakForce-AFM is a scanning probe technique used to 

establish real-time control of the exact maximal-force between probe and the sample (the 

peak-force). Further, force/time profiles can be extracted for each pixel, which allows us 

to understand different aspects of the tip/sample interaction. The details are explained in 
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detail in ref.18. Here we minimized the peak-force to reduce the influence of the tip on 

the sample, and used only the topography signal (height) in our analysis. 

 

 

 

Figure S11. Indirect evidence of the piezoelectric field generated around bubbles. (a,d) 

Electrostatic force distributions of bubbles in monolayer hBN mimicking the ones 

observed experimentally in (b,e). The insets show the topographical simulations. The 

dashed lines were drawn to guide the eye along the electric field lines. (c,f) 250x250 nm2 

zooms in the areas around the dashed lines in (b,e) respectively. The dash-dotted lines 

are a guide to the eye and correspond to the dashed lines in (b,e). (g) Bubble in bulk 

hBN and (h) zooms from areas where alignment of the PEI nanoparticles should be 

expected in case of being a monolayer. In the monolayer (c,f) a clear alignment of the 
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nanoparticles to the electric field lines is detected, while this is absent in the bulk hBN (h) 

where the nanoparticles are located at random positions. 
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Chapter 8 

Convergent beam electron holography for analysis of van der Waals 

heterostructures 

The results are from a published paper in PNAS, 17th July 2018, 115 (29) 7473-7478 

In this work, convergent beam electron holography used as a technique to investigate the 

stacking order of aligned graphene/hBN heterostructures. It provides visual information 

of defects in heterostructures at the atomic scale, with a field of view of the order of 

thousands of square nanometre. 

My contribution to the work includes: flake preparation and fabrication of aligned 

graphene/hBN heterostructures, AFM studies of the topography and moiré period of 

aligned heterostructures. 
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Abstract 

The Van der Waals heterostructures, which explore the synergetic properties of 2D 

materials when assembled into 3D stacks, have already brought to life a number of 

exciting new phenomena and novel electronic devices. Still, the interaction between the 

layers in such assembly, possible surface reconstruction, intrinsic and extrinsic defects 

are very difficult to characterise by any method, because of the single-atomic nature of 

the crystals involved. Here we present a convergent beam electron holographic 

technique which allows imaging of the stacking order in such heterostructures. Based on 

the interference of electron waves scattered on different crystals in the stack, this 

approach allows one to reconstruct the relative rotation, stretching, out-of-plane 

corrugation of the layers with atomic precision. Being holographic in nature, our 

approach allows extraction of quantitative information about the three-dimensional 

structure of the typical defects from a single image covering thousands of square 

nanometres. Furthermore, qualitative information about the defects in the stack can be 

extracted from the convergent diffraction patterns even without reconstruction – simply 

by comparing the patterns in different diffraction spots. We expect that convergent beam 

mailto:tatiana@physik.uzh.ch
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electron holography will be widely used to study the properties of van der Waals 

heterostructures. 

Significance statement 

Assembling 2D materials into vertically stacked heterostructures allows an 

unprecedented control over their properties. The interaction between the individual 

crystals plays the crucial role here, thus, the information about the local atomic stacking 

is of great importance. Still, there are no techniques which would allow investigating the 

stacking between such crystals with any reasonable throughput. We present the use of 

convergent beam electron diffraction (CBED) to investigate the quality of the interface 

in such heterostructures. We demonstrate that defects such as crystallographic 

misorientation, strain, ripples, and others can be visualized and quantitative information 

about such structures can be easily extracted. Furthermore, CBED images can be treated 

as holograms, thus their reconstruction gives three-dimensional profiles of the 

heterostructures over a large area.  

 

Main Text: 

Stacking 2D materials into the van der Waals heterostructures offers an unprecedented 

control over the attributes of the resulting devices (1, 2). Initially the individual layers in 

the stack were considered to be independent, which, offers a reasonable zero-order 

approximation of the properties of such heterostructures. However, as we gain better and 

better control over the stacking arrangement between the individual components and the 

cleanliness of the interfaces – the interaction between the individual crystals becomes 

more and more important, and can even dominate the performance of the structures. 

 

Still, it is very difficult to extract the detailed information about the stacking. Cross-

sectional transmission electron microscopy (TEM) imaging (3) allows atomic scale 

information on the structure and chemistry of the buried interface between the individual 

crystals to be obtained. Unfortunately, this technique requires a sophisticated sample 

preparation, is time consuming, and only yields data on a thin slice of the sample, which 

is not necessarily representative for the large area device. Preferential scattering 

detection in the scanning TEM has been recently demonstrated to allow determination of 

atomic stacking for well-aligned graphene/boron nitride heterostructures, but it requires 

a custom aperture configuration and is based on atomic resolution imaging compared 
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with relaxed DFT modelling so is inherently limited to a small field of view (4). Thus, 

the whole field of van der Waals heterostructures would benefit enormously from a 

technique which allows one to extract three-dimensional structure of the buried 

interfaces inside such stacks on a larger scale. 

 

Convergent beam electron diffraction (CBED) (5) has been previously applied to three-

dimensional crystals where it provides a valuable method for studying crystallographic 

structure (6-9), measurements of strain (10, 11) and specimen thickness (12, 13) for a 

nanoscale volume. The choice of the electron beam convergence angle (14, 15), 

defocusing distance, lens aberrations and specimen thickness allow precise control of the 

volume of material analysed in a single measurement. However, accurate interpretation 

of a general CBED pattern is not straightforward, requiring careful comparison to 

simulated structures, which often limits application of the technique. CBED on thin van 

der Waals heterostructures (1, 2) would deliver a dramatically larger amount of 

information, which is intuitively easy to interpret and immediately results in both 

qualitative and quantitative data about the stack. Furthermore, CBED of van der Waals 

heterostructures can be considered as a hologram, so conventional holographic 

reconstruction techniques can be applied, thus delivering information about the three-

dimensional arrangement between the crystals in the stack (including the local strain, 

lattice orientations, local vertical separation between the layers, etc.) which is not 

accessible by conventional TEM imaging (16, 17). 

 

A CBED pattern from a single layer of graphene or hBN consists of finite-sized spots 

arranged into a six-fold symmetrical pattern. The centres of the spots have the same 

positions as the diffraction peaks, given by sin / ,a =  where   is the wavelength,   

is the diffraction angle and a  is the period of the crystallographic planes. The size of a 

CBED spot on the defector depends on the convergent angle and the diameter of the 

limiting aperture, and it remains the same independent of the z-position of the sample (or 

defocusing distance f ). The sample area imaged within a CBED spot corresponds to 

the illuminated area, whose diameter can be approximated as 2 tan ,f   where   is the 

convergence semi angle of the electron beam, Fig. 1a. Probing the samples by 

convergent (underfocus, 0f  ) or divergent (overfocus, 0f  ) incident wavefront is 

achieved by changing the z -position of the sample. 
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Fig. 1. Experimental arrangement for convergent beam electron diffraction. (a) Schematics of 

CBED on a bilayer system. Here f  is the sample z -position counted from the focus of the 

electron beam (in this particular case underfocus 0f   CBED conditions are shown), Z  is the 

distance from the virtual sources plane to the detector, S(1) and S(2) are the virtual sources for the 

first-order CBED spots of bottom (1) and top (2) crystals in the heterostructure stack 

respectively.   is the angular coordinate on the detector. (b) Distribution of CBED spots on a 

detector in the case of two aligned crystals with slightly different lattice constants. 

 

In case of a CBED on a bilayer structure (for instance graphene/hBN stack – the 

type of devices we concentrate on in this paper), the electron beams diffracted on each 

layer interfere at the positions where the CBED patterns of individual layers overlap (Fig. 

1b), thus creating a specific interference pattern (Fig. 2). Such interference patterns 

contain information about the local interatomic spacing (local strain), the vertical 

distance between the crystal layers, the relative orientation between the layers, etc.  
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Results 

Simulated CBED of perfect crystals.  

Fig. 2 demonstrates modelling of CBED for several typical bilayer heterostructures 

consisting of perfect crystals (the simulation procedure is described in Supporting 

Information). The interference pattern in a CBED spot can be interpreted as being 

created by a superposition of two waves originating from two corresponding virtual 

sources, as sketched in Fig. 1a. If the two stacked crystals have the same lattice constant 

and the same orientation (as, for instance, in the case of AA or AB stacked bilayer 

graphene) then the virtual spots are found almost at the same position, and no 

interference pattern is observed in CBED spots. A relative rotation between the layers 

(Fig. 2a – d), or a slight mismatch of the lattice constants (Fig. 2e – h), lead to the virtual 

sources, and correspondingly, the CBED spots, to appear at slightly different positions, 

Fig. 1b. As a result, the interference between the CBED spots occurs, and a fringed 

interference pattern is observed where the spots overlap. If the two graphene crystals in 

the double layer are rotated with respect to each other by a small angle ,  the CBED 

patterns from the two crystals will be rotated relative to each other by the same angle. 

Diffracted electron waves, which originate from the separate layers, but arrive to the 

same point in the CBED detector plane, gain different phases, and the difference is now 

proportional to the rotation between the layers. As a result, radially distributed 

interference fringes will be observed, with the period of fringes within a particular 

CBED spot, dependent on the angle of the rotation between the layers, Fig. 2a – d. 

 

Fig. 2 Simulated CBED patterns for various 2D bilayer heterostructures. (a) Illustration of a 

bilayer graphene illuminated by a convergent electron beam with one graphene layer rotated by 

an angle .  (b) – (d) Simulated CBED patterns of a double layer graphene for different .  (e) 
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Sketch of the top view of a graphene-hBN stack with AA atomic stacking in the centre of the 

beam, and (f) the simulated CBED pattern. (g) Sketch of the top view of graphene-hBN with AB 

stacking in the centre of the beam, and (h) the simulated CBED pattern. For these simulations 

the distance between the layers is 3.35 Å, 3 μm,f = −  and the imaged area is about 50 nm in 

diameter. (All scale bars correspond to 2 nm-1.)  

 

In the case of two crystals with aligned crystallographic directions but with slightly 

different interatomic spacing (as, for instance, the case for graphene and hBN) – the 

CBED spots will be shifted in the radial direction, Fig. 1b. hBN has a 1.8% larger basal 

plane lattice spacing than graphene and this will result in the appearance of an 

interference patterns with tangentially distributed fringes, Fig. 2e – h. The period and the 

tilt of the fringes are unambiguously defined by the lattices' periods, the probing electron 

beam wavelength, the z -position of the sample, the relative rotation between the layers, 

and the distance between the layers (as shown in Supporting Information). Interestingly, 

CBED patterns of such bilayer samples are extremely sensitive to the atomic 

arrangements in the layers. If the local stacking under the centre of the electron beam is 

AA (Fig. 2e) – the pattern of interference fringes has maxima at the centre of the CBED 

spots, Fig. 2f. If the local atomic stacking is AB (Fig. 2g) – the pattern of interference 

fringes in the CBED spots is shifted and as a result, the intensity distribution in the 

opposite CBED spots (such as 1-100 and -1100) are not mirror-symmetric, Fig. 2h. 

 

Also the distance between the layers affects the interference pattern. The phase 

difference between the electron waves diffracted from the two identical and aligned 

crystals separated by a distance z  is given by  

( )
2

1 cos ,z z


 


 =  −                                                      (1) 

where   is the electron wavelength – 4.2 pm for 80 keV electrons. Since sin ,
a


 =  the 

phase shift within the CBED spot can be approximated as: 

2
,z

z

a





                                                                      (2)   

where a  is the lattice period which defines the order of the particular CBED spot. It is 

clear that for a bilayer graphene ( 2.13a =  Å for the first-order CBED spots), with a 

typical interlayer distance of about 3.35 Å, the phase difference is negligible (about 0.1 



149 
 

rad) and remains almost constant over the entire CBED spot and thus no interference 

fringes should be observed within the CBED spots (as indeed has been reported 

previously (18)). Further discussion on the period of the interference fringes and 

examples of the reconstruction of the exact interlayer distances from CBED patterns are 

provided in Supporting Information. 

 

We should stress that even in the case of a monolayer, the intensity distribution within 

each CBED spot is not an image of the sample but a far-field distribution of the intensity 

of the wave scattered by the sample, which in fact is an inline hologram of the sample 

area.    

 

Simulated CBED for crystals with out-of-plane atomic displacements.  

To quantitatively study the relation between the atomic defects and the CBED pattern 

we simulated out-of-plane and in-plane displacements of atoms in the graphene lattice 

and the corresponding phase distributions in the detector (far-field) plane, shown in Fig. 

3. When atoms are displaced out of the crystal plane by a distance ,z  the scattered 

wave gains additional phase shift given by Eq. 1. Because z  is an even function of 

,  the added phase shift causes equal intensity change (increase or decrease of the 

intensity) in opposite CBED spots (see Supporting Information for the derivation of the 

formulae for the phase shift). A simulated CBED pattern of an out-of-plane defect 

(bubble, Fig. 3a) with a maximum height in the centre of 2 nm is presented in Fig. 3b, 

with the phase distribution in the far-field is shown in Fig. 3c. Formular 2 allows 

reconstruction of the shape of the bubble from the measured phase with 90% precision. 

The discrepancy is due to diffraction effects (which are strong for 4nm wide bubble) and 

assumed perfect coherence of the elctron beam. This Fresnel diffraction effect can be 

compensated, and the true shape of the bubble restored by performing deconvolution 

with the free-space propagator as explained in detail in Supporting Information. Such 

diffraction effects are much less pronounced in the experimental images where electron 

waves are only partially coherent, and where the use of formula (2) gives excellent level 

of accuracy.   
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Fig. 3. Simulated CBED patterns for graphene and graphene-BN bilayer heterostructures where 

graphene lattice is deformed.  
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(a) Side view illustration of a graphene layer with atoms displaced out of plane, not drawn to 

scale.  

(b) Corresponding simulated CBED pattern where the atoms are displaced out of plane in the 

form of a bubble. The atomic z -positions are shifted by 
2 2

B 2

B

exp ,
2

x y
z A



 +
 = − − 

 
 

B 2A =  nm, 

B 2 =  nm.  

(c) The difference of the phases of the wavefronts scattered by graphene with and without the 

out-of-plane atomic displacement due to the bubble. The blue curve shows the profile through 

the center of the distribution, that is at 0.yK =  

(d) Sketch of the side view of a graphene-BN bilayer with AA stacking area but with atoms in 

graphene displaced out of plane due to the presence of a bubble.  

(e) Corresponding simulated CBED pattern for (d). The graphene atoms displacement same as in 

(b). 

(f) Reconstructed distribution of the atomic out-of-plane displacement due to the bubble in the 

graphene layer. The scale bar corresponds to 5 nm. 

(g) Sketch of the top view of the graphene layer with atoms displaced laterally (within the crystal 

plane).  

(h) Simulated CBED pattern where the atoms positioned at 0x   are displaced by 10x = −  pm.  

(i) The difference between the phases of the wavefronts scattered from graphene with and 

without in-plane atomic displacement. The blue curve shows the profile through the center of the 

distribution, that is at 0.yK =  

(j) Sketch of the side view of a graphene-BN bilayer, AA stacking area, with atoms in graphene 

displaced within graphene plane as in (h).  

(k) Corresponding simulated CBED pattern for graphene-hBN heterostructures described in (j). 

(l) Reconstructed distribution of the atomic in-plane x  displacement in the graphene layer. The 

scale bar corresponds to 5 nm. 

For these simulations the distance between the layers is 3.35 Å, 2 μm,f = −  and the imaged 

area is about 28 nm in diameter. The scale bars in (b), (e), (h) and (k) correspond to 2 nm-1.  

 

A CBED pattern of a monolayer contains only the amplitude information of the wave, 

losing the phase part of the signal. Consequently a direct recalculation of the CBED 

pattern into the atomic distribution is impossible. However, the CBED pattern intensity 

distribution unambiguously relates to the atomic three-dimensional displacements, and 

the atomic displacements in principle can be recovered by simulating a matching CBED 

pattern of a lattice with modelled displacements. The situation is considerably improved 
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in the case of CBED of a bilayer system. Here, the second layer adds a second wavefront 

that acts as a reference wave. This situation can be considered as a form of an off-axis 

holography, where the wavefront, scattered on one of the crystals, is treated as the object 

wave, and the wavefront scattered on the other layer – as the reference wave. The 

resulting interference pattern forms an off-axis hologram, which can be reconstructed to 

give the amplitude and phase distributions of the wavefront at the position of each 

CBED spot. The reconstruction approach which we use here is based on an established 

procedure for reconstruction of off-axis holograms (19-21), and involves two Fourier 

transforms (22) (more details are provided in Supporting Information). From the set of 

the phase distributions recovered for individual CBED spots, the atomic displacements 

in the layers can be immediately recovered.  

 

Fig. 3d shows a sketch of a bilayer graphene/hBN heterostructure with out-of-plane 

displacement of atoms in the graphene layer. The corresponding simulated CBED 

pattern is shown in Fig. 3e. An out-of-plane atomic displacement results in an additional 

phase shift, which is the same for all CBED spots of the same order. Thus, in order to 

extract the out-of-plane atomic displacements, the symmetric component of the CBED 

signal is extracted by averaging the phase distribution from all CBED spots of the same 

order, producing .z  z  is calculated from z  by applying Eq. 2, Fig. 3f. 

 

Simulated CBED of crystals with in-plane atomic displacement.  

When atoms are displaced within the crystal plane by a distance x  the additional phase 

shift is given by 

 ,x xK x = −                                                                           (3) 

where ( ),x yK K  are the coordinates in the far-field (detector) plane. Fig. 3g shows a 

sketch of graphene layer with an in-plane displacement 10x = −  pm for the atoms in 

the positive semiplane ( 0x  ). The corresponding simulated CBED pattern is shown in 

Fig. 3h. Because the phase shift x  is an odd function of ,xK  an in-plane displacement 

give rise to opposite intensity variation in opposite CBED spots, as shown in Fig. 3h. As 

follows from Eq. 3, for 10x =  pm, the maximal phase shift in the first-order CBED 

spots amounts to ±0.3 radian, which is confirmed by the phase distribution shown in Fig. 

3i. In Fig. 3i, vertical interference fringes observed in the centre of each CBED spots are 
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due to diffraction on a knife-edge. Because infinite coherence is assumed in the 

simulation, Fresnel fringes appear in the region of about 2.4 / 2.f  Again, if we perform 

deconvolution with the free-space propagator (see Supporting Information) this Fresnel 

diffraction effect can be completely compensated. Such diffraction effects should be 

much less pronounced in experimental images where electron waves are only partially 

coherent.  

According to Eq. 3, an in-plane displacement does not cause intensity variations 

(irregularities of fringes) in CBED spots that are orthogonal to the direction of the 

displacement (see no change in the intensity distributions in (1-210) and (-12-10) spots, 

Fig. 3h,i). In order to quantitatively reconstruct the in-plane atomic shifts in the x -

direction, the difference between the phase distributions in the opposite CBED spots 

along the xK -direction should be calculated and divided by 2, thus extracting only the 

antisymmetric component of the signal. x  is then calculated from x  by applying Eq. 

3.  

 

Fig. 3j shows a sketch of a graphene/hBN hetrostructure with atomic in-plane 

displacement of some of graphene atoms (the whole right semiplane is shifted by 10 pm). 

The corresponding simulated CBED pattern is shown in Fig. 3k. The phase distributions 

were reconstructed for each CBED spot, and x was obtained from the reconstructed 

phase distributions as described above. Fig. 3l shows the reconstructed x  which 

matches the pre-defined values: 0 for 0x   and -10 pm for 0.x   An example of 

reconstruction when both x  and z  occur simultaneously with more details about the 

reconstruction procedure, is provided in Supporting Information. 

 

As one can see, it is easy to distinguish between the out-of-plane and in-plane atomic 

displacements even without performing a reconstruction by simply comparing the 

intensity contrast in the opposite CBED spots of monolayers or the regularity of 

interference fringes for bilayer samples. An out-of-plane defect will always result in a 

symmetric phase distribution between the mirror-symmetric CBED spots, and an in-

plane defect – in an antisymmetric one. 

 

Experimental results.  
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Fig. 4 shows CBED patterns for three of our samples: aligned graphene on hBN (Fig. 

4a), graphene rotated with respect to hBN by a small angle (Fig. 4b), and a multilayered 

sample (Fig. 4c). As predicted by the simulations (Fig. 2), the interference patterns are 

tangential and radial in Fig. 4a and Fig. 4b respectively. The particular arrangement of 

the interference patterns (for instance, the number of interference fringes) depends on 

f  as well as the misorientation angle between the two crystals, among other 

parameters. The misorientation angle calculated for this particular sample is 2.5°±0.1° 

(see Supporting Information). More examples of experimental CBED patterns for 

graphene-hBN heterostructures are provided in Supporting Information.  

 

 

Fig. 4. Experimental CBED patterns of graphene-hBN samples. (a) CBED pattern where the 

direction of fringes indicates that there is almost no relative rotation between the layers, 

5 μm,f = −  6.93 =  mrad, which gives the diameter of the imaged area of about 70 nm. (b) 

CBED pattern of another sample where the direction of fringes indicate a relative rotation 

between the layers, 2.5 , =   3 μm,f = −  8.023 =  mrad, which gives the diameter of the 

imaged area of about 48 nm. (c) CBED pattern of graphene/hBN/graphene heterostructure 

sample, 0f  , 8.023 =  mrad, the diameter of the imaged area is about 1 nm (more 

information on the distribution of the probing wavefront is provided in Supporting Information). 

The intensity of the central spot is reduced by factor 0.002 in (a), 0.1 in (b) and 0.005 in (c). The 

scale bars are 2 nm-1. 

 

Figure 4c shows a CBED pattern of a three layers system (hBN sandwiched between two 

layers of graphene) acquired at 0.f   Because f  is so small, the period of the 

interference fringes is very large and no interference fringes are observed within the 

overlapping CBED spots. From the position of the spots, we measure that the relative 

rotation between hBN and one of the graphene layers is 2.5°, and the relative rotation 

between the two graphene layers is 17°. Two of the three layers exhibit unperturbed 
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crystalline structure as evident from the homogeneous intensity within their CBED spots. 

The intensity variations of opposite contrast in opposite CBED spots of the hBN layer 

indicate the presence of an in-plane strain (as indicated by the red arrows in Fig. 4c). The 

contrast variation on the circumference of each CBED discs in Fig. 4 and 5 are attributed 

to charging of the dust particles at the condenser aperture.    

 

To demonstrate the holographic nature of our CBED patterns, we imaged a ripple defect 

in stacking between the two layers. Such defects are often associated with basal plane 

dislocations and have also been referred to as ripplocations (23). Fig. 5a presents a 

CBED pattern from an area with a stacking fault between slightly misoriented graphene 

and hBN, which is evident by the presence of a distinctive ridge in the interference 

patterns in the first- and higher-order CBED spots (see also Fig. 5b). We note that no 

features are visible in the zero-order spot, suggesting that the defect induces only 

marginal additional absorption. However, this defect introduces a significant additional 

phase shift between the electron waves scattered from the top and bottom crystals, which 

is readily picked up in the CBED interference patterns. If it were not for this interference, 

quantitative imaging of such a defect would be next to impossible. CBED spots which 

originate from graphene are found at a slightly larger diffraction angle allowing 

differentiation of the spots corresponding to graphene from those for hBN. The overlap 

between CBED spots from the two crystals is less in the higher diffraction orders but the 

intensity contrast due to corrugation is more pronounced in the higher order CBED spots. 

Thus, by visual inspection of the high-order CBED spots, the type of corrugation and the 

layer with the corrugation can be readily identified. For example, in the CBED pattern 

shown in Fig. 5a, the ripple marked by the cyan arrows in Fig. 5a (also in magnified 

image in Fig. 5b) manifests itself identically in all the higher-order CBED spots, which 

suggests that this is an out-of plane ripple. Also, it is clearly seen in the third-order 

CBED spots, where the spots from hBN and graphene are sufficiently separated (as 

indicated by the yellow arrows in Fig. 5a), that the projection of the ripple exists only in 

one of the spots (hBN), unambiguously identifying the corrugated layer.  
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Fig. 5. Extracting the shape of the out-of-plane ripple from a CBED pattern. (a) Experimental 

CBED pattern acquired at 3 μm,f = −  with defects in the interference patterns marked by the 

arrows. The blue and purple lines indicate the relative rotation between graphene and hBN layers, 

which amounts to 3°. The cyan arrows indicate an out-of-plane ripple observed in the first-order 

CBED spots. The yellow arrows indicate the separation of CBED spots originating from 

graphene and hBN layers, where it becomes clear that the ripple is in the hBN layer. The 

intensity of the central spot is reduced by a factor of 0.1. The scale bar corresponds to 2 nm-1. (b) 

Magnified selected spot (circled in (a)) where irregularities of the fringe pattern can be seen. The 

scale bar corresponds to 1 nm-1. (c) The reconstructed distribution of the ripple height .z  (d) 

The reconstructed distribution of the lateral shift .x  (e) Profiles for the magnitude of z  and 

x  profiles perpendicular to the ripple in (c) and (d). The scale bars in (c) and (d) correspond to 

10 nm in real space. 

 

To extract quantitative information about the defect we performed holographic 

reconstruction of the CBED pattern image presented in Fig. 5a as described above. The 

phase unwrapping was applied by using a procedure introduced by Schofield and Zhu 

(24). Fig. 5c shows the recovered out-of-plane z  atomic displacements obtained from 

symmetric component of the CBED picture by averaging the reconstructed phase 

distributions from all six first-order CBED spots and applying Eq. 1. Fig. 5d shows the 

recovered in-plane x  atomic displacements obtained by extracting the antisymmetric 

component of the phase distribution from two opposite first-order CBED spots and by 

applying Eq. 3. Fig. 5e compares the out-of-plane and in-plane atomic shifts along the 

ripple. In our case the retrieved height of the out-of-plane ripple in BN layer is about 2 
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nm. This is reasonable, since out of plane ripples are often observed for graphene/hBN 

stacks due to self-cleansing effects (25). 

 

Discussion 

We demonstrated that single CBED pattern of van der Waals heterostructures allows for 

a direct visualization of a three-dimensional atomic distribution in each individual layer. 

Even without reconstruction, qualitative information about the type (stretching or out-of-

plane rippling) and the extent of lattice deformation can be directly obtained by simple 

comparison of intensities distributions in the opposite CBED spots. For bilayer materials, 

a holographic approach can be applied to quantitatively reconstruct the values of three-

dimensional atomic displacements.   

 

The resolution provided with our technique depends on the size of the imaged area, that 

is, on f  and the corresponding magnification. To evaluate the sensitivity of our 

method to atomic shifts we estimate that a phase shift of 0.1 rad is sufficient to cause 

detectable variations in intensity distribution. Such a phase shift can be caused by out-of-

plane atomic shifts of 0.35z   nm or by an in-plane atomic shift of 3.4x   pm (in 

accordance to Eq. 2 and Eq. 3). Thus, the sensitivity to in-plane atomic displacements is 

about 100 times higher than the sensitivity to out-of-plane displacements. The sensitivity 

to spatial position is of the order of 1 nm when the location of atomic displacements are 

obtained by comparing intensity distributions from the opposite CBED spots and is a 

few nanometers when the holographic reconstruction is applied (as discussed in 

Supporting Information).                                                                     

 

Quantitative information in the z  direction (parallel to the electron beam) is notoriously 

difficult to obtain from a projection imaging technique such as transmission electron 

microscopy. Thus the ability to obtain quantitative information about the relative 

location of the atomic sheets in the z-direction is one of the strengths of our approach. 

Furthermore, our approach does not require any special sample preparation – it can be 

applied to any samples being observed in TEM in traditional modes. Classical electron 

tomography methods used to gain three-dimensional positional data struggle except 

when the target is a perfectly crystalline nano-object that can be imaged along several 

zone axes (26). Van Dyck et al have demonstrated that atomic resolution three-
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dimensional coordinates could be achieved from only a single projection using a 

combination of exit wave reconstruction from a focal series of images and a "Big Bang" 

analysis of the quantitative phase shift for individual atomic columns (27). Their 

approach requires a sequence of atomically resolved high-resolution images (to recover 

the complex-valued exit wave which is a complicated analysis by itself) and only obtains 

a single z-location for each atom column position. By contrast our approach gains high 

resolution z-positional data on the relative position of the two separate layers from a 

single CBED pattern. Although currently the lateral resolution we obtain is poorer than 

that demonstrated by Van Dyck et al, our approach requires orders of magnitude lower 

electron exposures so it has a potential to be applied to heterostructures containing 

beam-sensitive 2D materials and even overlapping protein membranes. In addition, our 

approach can be further advanced by obtaining many CBED patterns to reconstruct a 

large area (diffractive imaging). Also, depending on ,f  the area studied by our 

approach can be tuned from gaining sensitive relative atomic displacements for just a 

few nm2, to regions ~1 𝜇𝑚 wide, as is typical of the active area of lithographically 

patterned 2D heterostructure devices. 

Our results demonstrate that CBED on van der Waals heterostructures can be applied to 

yield a plethora of information about the stacks. This technique has not previously been 

applied to van der Waals heterostuctures but we have shown that it is highly versatile 

and as it can be performed on any conventional TEM instrumentation. We expect that 

this approach will find a progressive use in the expanding field of 2D materials. 

Furthermore it could be extended to the analysis of dopant atoms, local oxidation or 

trapped species within the heterostructures, as all of these will affect the interference 

patterns obtained. 

 

Materials and Methods  

The samples were obtained by mechanical stacking of mechanically exfoliated graphene 

and hBN layers on a Si/SiO2 substrate. By using “pick and lift” technique (28) - the 

whole stack was then transferred on a quantifoil carbon support film for observation in 

the TEM. CBED was realized in a probe side aberration corrected scanning TEM at an 

accellerating voltage of 80 keV and a convergence semi angle,  , of ~6 – 8 mrad. 

During experiment, the focal lengths of the objective and condenser lenses were kept 

constant, thus there was no change in the convergence angle. The sample z-position was 
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changed by moving the sample along the optical axis. Bilayer structure significantly 

improves the stability of 2D crystals upon exposure to high-energy electrons and the 

electron dose required for CBED imaging is low, so no evidence of knock-on damage 

was observed during prolonged data acquisition (29, 30).  
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Supplementary 

S1. CBED pattern of an edge 

CBED patterns shown in Fig. S1 demonstrate how the interference pattern disappears 

when part of one of the layers is missing. Note that in the simulated images, where 

infinite coherence is assumed, the diffraction causes interference pattern to be continued 

into the regions where there is no second layer, Fig. S1b. In the experimental images, 

due to partial coherence of electron waves, the edge of the layer appears almost sharp 

without noticeable diffraction effects.   

 

 

Fig. S1. Simulated and experimental CBED pattern of a graphene-BN sample at the edge 

of one layer. (a) Illustration of experimental arrangement. (b) Simulated CBED pattern. 

For these simulations the distance between the layers is 3.35 Å, 2 μm,f = −  and the 

imaged area is about 28 nm in diameter. (c) Experimental CBED pattern. The scale bars 

in (c) and (d) correspond to 2 nm-1. 

 

S2. Origin of rippling 

 



163 
 

Fig. S2. (a) Topographic image of a monolayer-hBN (mhBN) on graphene sample on 

SiO2. The size of the scan is 400 nm. Z-contrast (from black to white): 6 nm. (b). 

Cartoon illustrating 4 regions formed by the overlapping layers in (a). 

 

Even though we only extract the relative information between the layers – we still can 

know the particular layer which contains the ripple due to specific sample preparation 

procedure. Here we used the pick and lift method. This involves exfoliating graphene 

onto a PMMA substrate and the hBN onto a SiO2 substrate. Then, the PMMA is used as 

a membrane to suspend the graphene over the hBN crystal as the two are brought into 

contact. The crystals adhere and the membrane is lifted again with the two crystals 

attached. The two crystals are then positioned over a hole in the TEM grid and brought 

into contact with it. The PMMA is then removed with acetone. 

 

We anticipate that the PMMA is ultimately responsible for the rippling of the crystal 

exfoliated onto it, perhaps as a result of uneven drying when the polymer layer is spin-

coated. This is corroborated by the sample in the figure above. Fig. S2 shows 

topography image of monolayer-hBN (mhBN) on graphene sample on SiO2. Four 

distinct regions are present in the image; SiO2 only (top left), graphene on SiO2 (top 

right), mhBN on SiO2 (bottom left), and mhBN on graphene on SiO2 (bottom right). The 

angular dependant moiré pattern is clearly visible in the overlap regions. However, also 

observable is that there is a large amount of rippling in the mhBN flake. This suggests 

the PMMA introduces (or allows) significant amounts of wrinkling into the crystal in 

contact with it.  

 

S3. Alternative methods of observing defects in graphene/hBN heterostructures 

CBED is uniquely positioned for the observation of atomic scale defects in van der 

Waals heterostructures. However, here we made an attempt of independent verification 

of our CBED observation. We used AFM to investigate the same area we observed in 

TEM. We would like to point out that AFM would be sensitive only to certain types of 

defects (like out-of-plane ripples) and would be completely insensitive to such defects as 

in-plane ripples, local strain, etc – which are still observable by CBED. 
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The AFM image of approximately the same region as we observed in TEM is presented 

in Fig. S3. We would like to point out that it is very difficult to identify the exact region 

we observed in TEM: our membranes are few micrometre in diameter and the region we 

observe in CBED is few tens of nanometres. The AFM image demonstrates surface with 

high roughness (~1nm), which is probably due to residual contamination acquired 

through the transfer process (wet transfer is usually used for transfer of van der Waals 

heterostructures on TEM grids) and a contamination layer due to exposure to the 

electron beam. 

 

Also, we observed linear defects, which might be identified as ripples. Their height is a 

few nanometres, similar to the ripples heights reconstructed from CBED patterns. We 

would like to stress, that the information obtained by AFM cannot allow us to be more 

conclusive about the nature of the defects. It is only possible to say that the AFM 

observation is in agreement with our CBED finding. Note, our AFM study doesn’t 

provide any information on the width of the ripple as an AFM image is always a 

convolution between the shape of the ripple and the shape of the AFM tip. 

 

Fig. S3. AFM investigation of the atomic scale defects in van der Waals heterostructures. 

(a) Topographic image of the same graphene-hBN sample and approximately the same 

spot as observed in Fig. 5 in the main text. Linear defects which can be ripples are 

visible. (b) Cross-section of (a) along the dashed blue line.  
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