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Abstract                           

 

Identification of influential parameters affecting power system voltage and angular 

stability analysis 

Mr Buyang Qi, The University of Manchester, April 2019 

This thesis investigates the effects of system uncertain parameters on power 

system voltage and angular stability analysis in network with Renewable Energy 

Sources. The main outcome of this research is the fast and accurate ranking of the 

system parameters based on their influence on power system voltage and angular 

stability. 

The planning and operation of modern power systems have changed significantly 

compared to conventional power systems due to the addition of new types of load 

devices and renewable energy sources. These new technologies exhibit significant 

temporal and spatial uncertainties in generating and loading profiles within power 

systems and introduce additional level of uncertainty in network operation. This 

research proposes a probabilistic analysis approach for the evaluation of the effect 

of uncertain parameters on power system voltage and angular stability. The Morris 

Screening sensitivity analysis method coupled with a multivariate Gaussian copula 

to account for parameter correlations is used for the assessment of the importance 

of correlation modelling between uncertain parameters.  

This research for the first time combines and validates the identification of critical 

parameters affecting system stability in general by using sensitivity analysis method. 

It also for the first time establishes the importance of modelling parameter 

correlation by using Copula theory. The approach proposed in this study facilitates 

efficient identification of important system parameters that needs to be accurately 
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modelled for reliable system stability studies and such ensures cost effective use of 

human and financial resources by system operators.  
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Chapter 1 : Introduction 

  

 

 

 

 

Modern power systems have been developed into highly interconnected and 

complex dynamic systems which have been deeply embedded into our society. The 

malfunction of a power system can cause great losses as production and living of 

modern society relies highly on the stable operation of the power system. Many 

research efforts in the past have been devoted to improving the reliability, efficiency 

and power quality of power systems. With the adoption of technologies such as 

renewable energy sources (RES) related generations, new types of loads, and 

flexible hierarchical control structures, future power systems can be operated in a 

more environmentally friendly, highly flexible, and more sustainable manner 

compared to ‘traditional’ power systems with conventional controlled power sources 

and structures. The planning and operation of modern power systems have 

changed significantly compared to conventional power systems due to the addition 

of these new technologies. The key characteristic of RES generation and new types 

of load is that their operation is highly temporal and spatial dependent. Hence, 

additional uncertainties are introduced from both sides, the network generation and 

loading [1]. However, to what extent can these network uncertainties affect power 

system stability related analysis remains unclear. This research aims to propose an 

approach in order to identify the influential system uncertain parameters and 
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evaluate their corresponding effects on power system dynamic behaviour under 

various system operation conditions, and to establish the level of required accuracy 

of critical parameters modelling for the purpose of minimising the risk of power 

system voltage and angular instability. 

 

1.1 Background 
 

The UK power system is on the track to the development of a low-carbon, cleaner 

system by replacing fossil energy source with renewable energy source. According 

to the report regarding the electricity energy trends published by the Department of 

Business, Energy & Industrial Strategy, from 2011 to 2017, the percentage of coal 

decreased from nearly 30% to less than 10% while the percentage of wind 

increased from 4% to 14%, the same increase trend can be observed on other 

renewable energy sources like bioenergy and solar [2]. In 2018, the penetration 

level of low-carbon generation continuous to increase and accounts for 53% of 

 

Fig.  1.1 The renewable generation share of Britain’s power system in 2018 [3] 
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Britain’s electricity, while coal has become a cold-weather backup fuel after years of 

precipitous decline [3]. Fig. 1.1 shows the penetration level of renewable generation 

share between 2009 and 2018, it can be observed that more than 28% of electricity 

came from renewables in 2018 and it is forecasted that half of Britain’s electricity will 

be provided by renewables by 2025 [3]. The Distributed Energy Resources (DERs) 

and Renewable Energy Sources (RESs) with stochastic and intermittent nature 

which are replacing conventional operated power sources can lead to highly 

uncertain generation scenarios [1]. The stability analysis for power systems with 

high-penetration level of RES generation can be affected by the above-mentioned 

uncertain network parameters [4]. Due to the fact that power systems nowadays are 

forced to be operating closer to their stability margins in order to fulfil the increasing 

loading demands as well as to increase the efficiency of their use, it is vital to fully 

unveil the effects and risks these uncertain parameters introduced to systems from 

the perspective of power system stability.  

 

1.2 Motivation 
 

The variability exhibited by these new technologies voids traditional deterministic 

stability analysis since the ‘worst case scenario’ analysis of the network may lead to 

an overly conservative system design [5-7]. Probabilistic assessment methods can 

be helpful when uncertain parameters are included into system stability assessment. 

The probabilistic approach to network stability assessment is getting steadily 

adopted by researchers to be applied to all types of stability studies [1, 8-13]. The 

Monte Carlo (MC) simulations are commonly used to perform these probabilistic 

studies [4, 8, 14-16].  



Chapter 1: Introduction 

 

 
29 

 

Due to the size of the power systems and the increase in the number of uncertain 

parameters, high computation resources are required when MC simulation is 

applied to probabilistic power system stability analysis. Monitoring every uncertain 

component in the evaluation of system performance within a power system is 

impractical and uneconomical. A power system can be stable for a physical 

disturbance while unstable for another at a given equilibrium set [17]. Not all 

uncertain parameters can have the same impact on the system operation. In such 

cases, priority ranking of system uncertain parameters, based on their influence on 

different stability aspects, can help the system operators to ensure optimal dynamic 

performance of the system with minimal use of human and computational resources.  

Previous study employed sensitivity analysis (SA) techniques for the identification of 

influential parameters affecting small-disturbance stability within a network with RES 

generation [18]. The influence of load models, uncertainty in loading demand and 

RES generations on power system small-disturbance stability is analyzed in this 

study. The advanced Morris screening sensitivity analysis method (MSSA) is 

compared with the commonly used local sensitivity analysis method (LSA) and the 

global sensitivity analysis method (GSA) and its efficiency and accuracy have been 

demonstrated. This research expands the application of MSSA to the priority 

ranking of critical system parameters affecting the voltage and angular stability of 

the network with RES generation.  

The research discussed above employs independent probability distributions for the 

modelling of uncertain parameters. The random sampled data set obtained in this 

way however, does not represent the correlations among uncertainties within the 

real system, hence the results of the analysis may not be accurate enough [19-25]. 

This research hence employs copula method for the accurate modelling of the 

correlation structures between system uncertain parameters.  
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This research uses the load margin, damping of the critical eigenvalues, and 

transient stability index (TSI) as stability indices for voltage, small-disturbance and 

transient stability analysis, respectively. The uncertainties of RES generation and 

loading (following the daily loading curve) are modelled probabilistically. The 

sensitivity analysis methods are applied for the priority ranking of critical uncertain 

parameters based on their influence on power system stability analysis, while the 

copula approach is used to model the correlation between input parameters.  

 

1.3 Definition of Power System Stability 

 

Power system stability has been considered as a critical problem for secure system 

operation since the 1920s [26]. The first laboratory test of power system stability 

was conducted in 1924 on miniature systems [27]; and the first field test of stability 

was reported in 1925 on a practical power system [28]. Traditionally, the salient 

stability problem on most power systems has been transient instability. As the 

industry evolved with the absorption of new technologies and controls, different 

types of system instability have been encountered [17].  There have been several 

early-year reports by CIGRE and IEEE Task Forces which define and classify power 

system stability [29-31]. These early works are believed out-of-date since they failed 

to reflect current industry needs completely. The new version of definition of power 

system stability was proposed in 2004 and states as follows [17]: 

“Power system stability is the ability of an electric power system, for a given initial 

operating condition, to regain a state of operating equilibrium after being subjected 

to a physical disturbance, with most system variables bounded so that practically 

the entire system remains intact.” 
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Power system stability depends mainly on the original operating conditions and the 

nature of the contingencies. It can be seen from the definition that the stability of an 

electric power system is the adjusted motion around an equilibrium set. Instability 

can happen when the balance between two opposing forces is affected after a 

disturbance. The system is required to either return to the initial operating condition 

or regain a new operating condition in a reasonable time after the system is 

subjected to disturbances. One thing that should be recognised from this definition 

is that the equilibrium should be stable in the sense of Lyapunov [17].  

During the operation of power systems, small disturbances occur as loads are 

connected or disconnected continually, while the system must be able to react to 

these changes without failure. There is also a non-negligible likelihood for the 

network to be subjected to large disturbances of a severe nature due to faults or the 

sudden loss of major components. A large disturbance may lead to structural 

changes of the network since protection devices can operate to remove the faulty 

components. In these circumstances the rest of the power system must regain a 

state of operating equilibrium quickly and restore power supply to affected loads [32].  

Power systems are large in size and contain numerous components which have 

potential hazards of generating disturbances. It can be extremely costly to design a 

power system that is stable for every possible contingency. A more practical and 

economical way is to select contingencies based on their probability of occurrence. 

Hence at a stable operation point the network can have a finite region within which it 

maintains feasible operational parameters which changes with the operating 

condition. Power system having larger range of operational parameters is 

considered to be a more robust system [17]. Since modern power systems are 

highly interconnected, the response of a power system after a contingency may 
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involve many components and the instability in one tiny part of the system has the 

potential of generating cascading failure to a major portion of the system. 

Although power systems experience variations in small magnitudes during operation 

continually, it is generally a valid assumption to consider that the system is originally 

in a steady-state condition. In this case the assessment of system stability when 

subjected to a specific disturbance can be conducted in a more straightforward way.   

 

1.4 Classification of Power System Stability 

 

When accessing problems related to power system stability, it should be noted that 

instability issues can take different forms and be affected by many factors. Different 

forms of instability issues can be contributed to by different factors, and may require 

different methods for improvement of stable operation. When solving instability 

problems it is convenient to divide stability issues into appropriate categories. A set 

of three commonly-used considerations were proposed as a guidance for stability 

classification [33]: 

i. Consideration of the physical nature of the disturbance which caused 

instability. This can indicate where the instability can be observed. 

ii. Consideration of the size of the disturbance which caused instability. 

This can reveal the appropriate calculation method. 

iii. Consideration of the time span and devices involved during the system 

reaction of disturbance. 

Fig. 1.2 presents an overview of the classification of power system stability with 

different categories and subcategories following the provided guidance. 
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1.4.1 Rotor Angle Stability 

 

Rotor angle stability states the ability of the synchronous machines in an 

interconnected power system to maintain their synchronous after the system is 

subjected to a disturbance. Instability may occur if the disturbance causes angular 

swing variance in some generators and result in their loss of synchronism with other 

generators [17]. The opposing forces which should be balanced for rotor angle 

stability are the output electromagnetic torque and input mechanical torque of the 

rotating machines within the system (electromechanical oscillations) [32]. After the 

system being subjected to a contingence, the equilibrium between balanced torques 

can be upset and result in acceleration or deceleration of the influenced rotors. 

Hence the angular position of the temporarily faster generator is in advance 

compared to the relatively slow generator. Depending on the highly nonlinear 

power-angle relationship, the angular separation between generators can either be 

 

Fig.  1.2 Classification of Power System Stability [33] 
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reduced by transferring part of the load from the slow generator to the faster one, or 

increased beyond a certain limit where further increment of angular separation is 

accompanied by decreasing power transfer. The angular stability of a power system 

relies on whether or not the system can absorb the kinetic energy generated by 

these rotor speed differences [17]. Numerous controllers are involved in the 

regulation of generator’s output and can significantly contribute to rotor angle 

stability.  

Two restoring torques play vital roles in the rotor angle stability regulation procedure: 

synchronizing torque and damping torque, in phase with rotor angle deviation and 

speed deviation, respectively. If one goes further down to the sub-categories of 

instability, the lack of synchronizing torque or damping torque will result in aperiodic 

instability or oscillatory instability, respectively [33].   

By inspecting Fig. 1.2 one can observe that two sub-categories were derived from 

rotor angle stability based on the size of stability problems, small-disturbance rotor 

angle stability and large-disturbance rotor angle stability. These sub-categories 

facilitate more detailed analysis of instability issues since they unveil the size of 

disturbances [33].  

Small-disturbances refer to sufficiently small contingencies introduced to power 

system that allow system equations to be linearized for the purpose of analysis [17]. 

Contingencies like continually occurring changes in load and power flow fall in this 

sub-category. Small-disturbance stability analysis involves study of local area mode 

oscillations and inter-area oscillations. The time-frame of interest for this kind of 

stability issues are typically 10 to 20 seconds [34] while can be extended to 1 or 2 

minutes in very large systems [32]. The lack of synchronizing torque and the lack of 

sufficient damping torque are believed to be the two critical triggers of small-signal 

instability. Modern power systems use continuously acting generator voltage 
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regulators to eliminate aperiodic instability caused by the lack of synchronizing 

torque. High response exciters that are typically used in modern power systems 

however, may contribute to reduction of damping torque or even result in negative 

damping torque which contributes to small-disturbance rotor angle instability [17].  

Small-disturbance rotor angle stability problems can be local or global in nature [17]: 

i. Local problems affect a small portion of the power system. These kinds 

of instability involve rotor angle oscillations of an individual power plant 

against the rest of the system. Damping of these oscillations depends on 

the generator excitation control, the strength of the power system and 

the plant output. 

ii. Global problems involve the swinging oscillation between multiple 

groups of generators and can have widespread effects. The nature of 

global problems is very different to local problems. A major trigger for 

inter-area oscillations is proved to be load characteristics. 

Large-disturbance, or transient disturbance, refers to severe disturbances like short 

circuit or loss of power plant which can change the topology of a power system. The 

original operating state of the system and the severity of the disturbance are the two 

key factors that can influence system transient stability. In power systems, the 

typical severe transient disturbances can be in the form of a fault on transmission 

facilities and loss of generation or large loads. The severe transient disturbance can 

result in large change of rotor angles, power flows, bus voltages and other system 

variables. The time frame of interest for large-disturbance stability study is usually 3-

5 seconds after the system is subjected to a disturbance. However, with extremely 

large systems with salient inter-area swings, the time frame can be extended to 10-

20 seconds [33]. 
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Since the time frame for the study of rotor angle stability is relatively short (with 

maximum time frame around 2 mins), this type of stability issues is categorized as 

short term phenomena, according to Fig. 1.2.  

 

1.4.2 Frequency Stability 

 

Frequency stability refers to the ability of the power system to maintain steady 

operation frequency after the system is subjected to a severe disturbance leading to 

a significant imbalance between generation and load. Instability of system frequency 

usually has the form of sustained frequency swings and can result in tripping of 

generating units and loads [17]. The time frame of interest can be short from fraction 

of seconds (responding time for component like generator controls and protections) 

to several minutes (responding time for component like prime mover energy supply 

systems and load voltage regulators). Hence in Fig 1.2 the sub-categories for 

frequency stability are divided into short-term phenomenon and long-term 

phenomenon.  

For frequency stability problems the general trigger-factors are insufficient 

equipment responses, poor coordination of control and protection component, or 

insufficient generation reserve [17]. Severe disturbances can cause a large 

interconnected system to break into separate small islands. The stability in this case 

depends on the overall response of the islands from the perspective of their mean 

frequency. Many studies have been done for the analysis of frequency stability 

issues, e.g., [35-37]. It should be noted that for systems with low inertia in particular, 

the dynamic performance of the system can be highly sensitive to frequency 

variation, hence frequency stability problems are always a matter of careful 
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consideration. For example, replacing synchronous machines with converter-

embedded wind or PV generators can result in reduced system inertia and make the 

system more vulnerable to frequency instability [34].    

 

1.4.3 Voltage Stability 

  

Voltage stability refers to the ability of a power system to maintain steady voltages 

on all system buses after the system was subjected to disturbances. Power system 

voltage stability depends on whether or not the equilibrium set between load 

demand and load supply can be regained or maintained after the system is 

subjected to a disturbance [17]. Power system voltage instabilities occur in the form 

of voltage variances on some system buses. These variances in bus voltages may 

lead to voltage collapse, loss of load in an area or tripping of power plants by their 

protection mechanism, ending up in cascading system outages. Generators within 

the power system may lose their synchronism with the rest of the network as a 

result of these outages [38]. The timeframe of interest for power system voltage 

stability varies from few seconds (short-term phenomenon) to tens of minutes (long-

term phenomenon), according to Fig. 1.2.  

Voltage collapse refers to the process of the events accompanied by voltage 

instability which lead to a blackout or surprisingly low voltages in parts of the power 

system [33, 39]. Intentional or un-intentional tripping of some loads can happen after 

voltage collapse while system tries to maintain steady state operation at low voltage.  

The trigger factor for power system voltage instability is usually related to the loads. 

When subjected to disturbances, power consumed by the loads tends to be restored 

by system movements provided by components like distribution voltage regulators, 
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tap-changing transformers and motor slip adjustment. Depending on their power-

voltage characteristics the restored loads can increase the reactive power 

consumption and lead to further voltage reduction [33, 39-41]. The voltage drops 

caused by active and reactive power flow through inductive reactance of the system 

is proved to be a major factor contributes to power system voltage instability. This 

sets limits to the capacity of power transfer and voltage support for a given network. 

Voltage instability can happen when a disturbance increases the reactive power 

demand to the amount that available reactive power sources cannot fulfil [17].  

As seen in Fig. 1.2, to reveal the appropriate analysis method for power system 

voltage stability problems, it is useful to separate the study into two sub-categories 

based on the size of disturbances, small-disturbance voltage stability and large-

disturbance voltage stability. 

i. Small-disturbance voltage stability states the ability of the system to 

maintain stable voltages on buses when subjected to small contingences 

like incremental changes in system load [17]. System equations can be 

linearized with proper assumptions for analysis and factors that influence 

stability can be identified. However for nonlinear effects like tap changer 

controls the nonlinear analysis should be used in a complementary 

manner [42, 43]. 

ii. Large-disturbance voltage stability states the ability of the system to 

maintain stable voltages on buses when subjected to large contingences 

like loss of generation or system fault [17]. Analyses of this kind of 

stability issues require the examination of the nonlinear response of the 

system over a period of time which captures all possible performance of 

devices involved during the disturbance. 
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It should be noticed that the distinction between voltage and rotor angle stability is 

based on the imbalance-influenced opposing forces and the principal system 

variable in which the consequent instability is apparent [17]. 

With the classification of power system stability problems, the analysis of instability 

issues can be produced effectively and conveniently. This research mainly focuses 

on the analysis related to power system small-disturbance voltage stability and 

small/large-disturbance angular stability in order to evaluate the impact of uncertain 

system parameters on network dynamic behaviour.  

 

1.5 Applications of Power System Stability Studies 

 

A power system must keep it integrity after disturbances and have the ability to 

withstand a wild variety of faults for reliable service. However, limited by economic 

and technical restrictions power systems in practice can only be designed to be 

stable for selected disturbance based on their probability of occurrence and severity. 

Power system stability related studies can ensure secure operation of transmission 

networks by: 

i. Ensuing proper selection and deployment of protective and emergency 

control facilities. 

ii. Obtaining power system stability limits and ensuring operation stays within 

these limits. 

Power system stability studies provide good references for the system operators 

when monitoring system components from potential instability hazards. One of the 

tasks for a power system operator is to make sure that the system plants are 
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operating under acceptable conditions and output reliable electric power after 

subjected to credible events under heavily stressed scenarios. There are several 

roles of system operators according to [44].  For example, the ISO (Independent 

System Operator) is responsible for planning and operation of the network, and 

TNSP and DNO (Transmission Network System Operator, Distribution Network 

Operator) should be responsible for their own portion of the network [34]. The stable 

and economical operation of a power system within security limit is of great interests 

to these operators. Two types of studies, operational studies which focus on short-

term secure and reliable operation of the network, and planning studies which are 

looking at long-term market-profiting operation of the network, are considered by 

operators. Table 1.1 below presents the applications of stability studies in different 

areas and time frames of system analysis. Power system transient, small-

disturbance and voltage stability problems are equally important for all areas of the 

Table 1.1 Power system stability aspects and their implications in system-wide regime [34] 

Power System 

Phenomenon 

Interest of ISO 

(whole 

system) 

Interest of 

TNSP, DNO 

(part of the 

network) 

Operational 

Studies (short-

term) 

Planning 

Studies (long-

term) 

Transient 

Stability 

    

Small-signal 

Stability 

    

Voltage 

Stability 

    

Frequency 

Stability 
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network and are of interest of both short-term operational studies and long-term 

planning studies. The frequency stability is usually of concerned for operators 

responsible for the whole system, and when the operational studies are considered. 

 

1.6 Historical Timeline of Power System Stability Studies 

 

The industry had discovered the importance of power system stability in the early 

1920s [26]. The traditional salient power system stability issues were considered to 

be transient stability [14]. With the development of components like high-speed fault 

clearing tools, high response exciters and special stability controllers and protection 

mechanisms the transient stability performance of power systems have been 

improved significantly.  

In the early 1930s, system dynamics still needed to be analysed by hand-calculating 

swing equations using step-by-step numerical iteration. The modelling of generators 

and loads were simplified as fixed voltage behind transient reactance and constant 

impedances, respectively. The assessment of power system stability was 

significantly enhanced from 1950s with the use of computers. Simulations of system 

dynamics could be used for the analysis of the dynamic characteristics of 

generators and power plants [45]. The development of electric energy transmission 

networks and interconnection of different small power systems for economic 

reasons lead to inter-area oscillations and voltage stability issues [15]. The 

challenges in 1960s were the rising system complexity and increased 

consequences of instability since most power systems in the U.S. and Canada, and 

other parts of the world were becoming part of one or two large interconnected 

systems. The related problem of stability and the importance of power system 
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reliability were unveiled by the Northeast Blackout in the USA on November 9, 1965. 

Researchers have successfully developed components like SVC (static VAr 

compensator), FACTS [46] (flexible AC transmission system) and HVDC (high 

voltage direct current) converters to solve small-disturbance stability and oscillation 

problems within large interconnected power systems.   

Power system frequency stability problems have become a concerning issue during 

1970s and 1980s as they were experienced following major system upsets. Several 

investigations were performed for the analysis of underlying causes for frequency 

stability issues and dynamic long-term simulation programs were developed to 

assist in their analysis [47-51]. Many of these investigations focused on the 

performance of thermal power plants during system upsets [36, 52-54]. A report by 

IEEE Working Group in 1983 provided guidelines for enhancing power plant 

response to major frequency disturbances [55]. In 1999, a CIGRE Task Force 

Report was presented unveiling analysis and modelling needs of power systems 

during major frequency disturbances [56]. 

Power system voltage stability problems also started to be deeply analysed since 

1970s as this type of instability was the cause of several severe system collapses 

[33, 39, 57]. Large interconnected power networks did not face voltage instability 

until early 1980s. Voltage stability problems were associated with weak radial 

distribution systems, and were a result of heavy loading and long-distance power 

transfer in stronger networks. Consecutively Powerful analytical tools were 

developed [42, 58, 59] and well-established criteria and study procedures evolved 

[43, 60]. 

For the planning and stable and secure operation of a modern power system all the 

above-mentioned stability problems are of concern. With the development of 

transmission technologies, the possible types and combinations of power transfer 
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transactions may grow enormously. The traditional structured and conservative 

system operation manner has been replaced by competitive utility environment. The 

modern trend for power system planning and operating is to make use of the online 

dynamic security assessment with the help of computer hardware and stability 

analysis software [45]. 

Fig. 1.3 presents a timeline view for historical appearances of different power 

system stability problems. 

 

1.7 System Simulations for Stability Studies 
 

In power system transient stability simulations, the consecutive steps of load flow, 

defined initial conditions and defined disturbance events are usually considered. 

The influence of transient disturbance on system behaviour can be observed 

through power flows, bus voltages, machine rotor angles and speeds [34]. Due to 

the non-linear power-angle relationship, a common practice for transient stability 

analysis is through time-domain simulation. 

 

Fig.  1.3 Historical appearances of power system stability problems [34] 
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For power system small-disturbance stability analysis, the consecutive steps of load 

flow, defined initial conditions and model analysis are often involved. Eigenvalues 

and eigenvectors can be obtained through modal analysis, which determine the 

stability and controllability/observability of a power system, respectively [34]. 

Voltage stability simulation involves real solutions of system power flow equations, 

with the consecutive steps of load flow, defined initial conditions, and real power-

voltage (P-V) and reactive power-voltage (Q-V) curves analysis.  

For frequency stability simulations, the constructive steps of load flow, derived 

disturbance events and calculations of frequency deviation/rate of change of 

frequency (ROCOF) relays are always involved. 

The analyses of different types of power system stability issues require calculation 

of different stability indices to quantify the system dynamic behaviour.  

 

1.8 Summary of Past Work on Probabilistic Stability Analysis 

 

This section of the thesis provides brief summary of the past researches in the area 

of stability analysis of power systems with RES generation. 

Research results presented in [61] focused on probabilistic approach for the 

evaluation of the transient stability of a wind farm. The probabilistic modelling of 

wind farm, fault parameters (type, location, impedance, FCC, duration) and 

uncertain load had been considered. The procedure and resulting index provide the 

measurement of the likelihood of power system with RES generation to encounter 

transient instability due to a transmission line fault. The critical transmission lines 

can be identified through this approach. However, the application of this approach 
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was only illustrated on a simple 4-bus system with limited number of uncertain 

parameters. In [62] the influence of wind speed and wind penetration on transient 

stability of a two-area four-machine system are studied. The wind speed was 

modelled probabilistically, and the wind turbine model and wind generation 

penetration level were considered. This paper clearly addressed the risk of transient 

instability a power system may face due to the added uncertain wind turbines. 

However, the application is still limited to a simple power system model.  

In [9] the probabilistic small-disturbance stability analysis for power systems with 

Plug-in Electric Vehicle and wind generation was presented. This paper addressed 

the requirement of the detailed modelling of Plug-in Electric Vehicle for modern 

power systems. It also highlighted the benefit of the application of quasi-Monte 

Carlo method on stability studies. However, this research did not focus on the 

quantitative measurement of the influence of the uncertain parameters’ on power 

system small-disturbance stability. An analytical probabilistic analysis of small-

disturbance stability of power system with wind generation had been presented in [8, 

63]. The proposed method directly calculated the PDF of the critical eigenvalues of 

a large-scale network from the PDF of a grid-connected wind power generation in 

order to access the impact of RES generation penetration. These papers illustrated 

that RES generation can cause the system to lose stability when a range of 

operating conditions and uncertainties in general were considered even though the 

system was deemed to be stable based on deterministically studies. This 

highlighted the problems associated with high penetration of RES generation on 

power system small-disturbance stability. The spatial correlation of wind generation 

was also studied. However these studies did not evaluate to what extend can the 

small-disturbance stability be influenced by penetration of RES generation.   
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The study reported in [63] focused on the assessment of voltage stability of a large-

scale power system with wind generation. The multi-point linearization technique 

was used in probabilistic analysis to achieve better computational accuracy.  

The impact of large wind power generation on frequency stability was studied in [64]. 

This research concluded that a range of options can be considered to provide wind 

turbine support to system frequency in an emergency situation. These options 

include voltage or alternatively frequency dependent active power control. Paper [65] 

presented a risk assessment approach to analyse power system security for 

operational planning under high penetration of wind power generation. The steady-

state voltage and overload evaluations and frequency response adequacy 

assessment can be run simultaneously through the proposed approach. The paper 

also addressed the need to reconsider potential impacts of frequency events in 

modern RES penetrated networks which are experiencing more frequent frequency 

violations.   

It can be concluded that the probabilistic analysis of the stability of RES penetrated 

power system is attracting more and more attention in recent years due to the 

increased penetration of grid-integration of RES generation. The variability of RES 

generation could bring operational risks in maintaining small-disturbance and 

voltage stability, and the lack/reduction of inertia may reduce the frequency 

response capability of a network. Previous work mainly focused on the small-

disturbance stability problems, and the uncertain RES generation considered was 

mainly wind turbines. None of the past publicly available research has combined the 

general analysis of voltage and angular stability of large network with significant 

RES penetration, nor the influence of different operational or parametric 

uncertainties on the results of this assessment. 
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1.9 Research Aims and Objectives 

 

The current industry approach for power system stability analysis is to develop 

mathematical models for every single power plant within the system and perform 

simulations to evaluate system dynamic behaviour following a disturbance. However, 

since modern power systems are large in size and complex in structure, using the 

above-mentioned approach can consume huge amount of resources. The fact is 

that power plants within a network can have different sensitivity to contingencies 

and different types of contingencies can have different occurrence possibility. The 

key questions that this research is trying to answer is: Which of the multitude of 

diverse parameters of the system, for example mathematical models of different 

components and power system operation conditions, are important to be modelled 

and monitored? What is the level of uncertainties of different model parameters that 

can be tolerated to ensure reliable assessment of power system dynamic behaviour? 

The purpose of this research is therefore to develop an efficient and budget-saving 

approach for power system planners and operators to monitor and access power 

system stability with minimal resources.  

This research aims to develop a probabilistic approach for the identification and 

priority ranking of the influential parameters for accurate assessment of power 

system stability, and to establish the level of required level of uncertainties of critical 

parameters in order to minimise the risk of different forms of power system 

instability. The outcomes of this research should be a generalised approach which 

can be used for reliable and efficient power system voltage and angular stability 

related analysis.  

The following objectives have been specified for the purpose of achieving the 

above-mentioned aims. 
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i. Literature review to summarise the state-of-the-art of research in the area of 

modelling of uncertain system parameters, and the priority ranking of critical 

system parameters based on their influence on different aspects of power 

system stability analysis. 

ii. To perform probabilistic load flow calculations with appropriate modelling of 

a range of uncertainties in a network with renewable generation to establish 

a range of possible operating conditions for subsequent stability analysis. 

iii. To model suitably large test network in DIgSILENT PowerFactory for power 

system voltage and angular stability analysis. 

iv. To access the applicability of established sensitivity analysis methods for 

power system related studies. And to illustrate the effect of modelling the 

correlations between system uncertain input and output parameters through 

sensitivity analysis methods. 

v. To compare the employed sensitivity analysis methods based on their 

performance when applied to power system analysis studies. Find the 

appropriate approach for fast implementation in modern power system. 

vi. To establish representative case studies for the assessment of power 

system stability margins under different operation conditions, for example, 

various system load levels, proportion of renewable generations, uncertainty 

levels, fault locations, etc. 

vii. To access the applicability of copula methods for the correlation modelling 

between uncertain power system parameters to illustrate the importance of 

correlation modelling of uncertain parameters for power system stability 

related studies. 

viii. To illustrate the developed methodology on appropriate models of power 
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system transmission network. 

 

1.10 Main Contributions of the Research 

 

The work within this thesis contributes to the area of power system stability analysis 

and is exclusively focused on the analysis of system dynamic behaviour when 

network is operating under the conditions where uncertain parameters are 

connected. The main outcome of this research is the proposed sensitivity analysis 

approach for the identification of critical parameters affecting power system voltage 

and angular stability as a whole. The results proved that by accurately modelling the 

most important influential uncertain parameters, the system dynamic behaviour and 

stability margin can be estimated with sufficient accuracy. This can help to achieve 

better system management with less monitoring and provide efficient and fast 

evaluation of system operating conditions in the presence of operational 

uncertainties.  

The contributions of this thesis can be summarised as follows. (Paper numbers, 

given in parenthesis, after each paragraph indicate that the relevant contribution has 

been published in the international journal or in the proceedings of the international 

conference. A full list of the author’s thesis-based publications is provided in 

Appendix D.) 

i. The probabilistic assessment of power system voltage stability in a 

network with renewable generation. This analysis identifies the critical 

buses within the test network, and evaluates the influence of uncertain 

parameters on power system load margins under different loading levels. 
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The results extend the probabilistic voltage stability assessment of power 

system with uncertain parameters [D2, D3]. 

ii. The implementation of sensitivity analysis methods in power system 

voltage stability related studies. The thesis compares the performance of 

six commonly used sensitivity analysis methods when applied to 

complex power systems. The relationships between uncertain system 

input parameters and output dynamic behaviour have been illustrated 

and evaluated. The Morris Screening Method has been selected as the 

best option among the evaluated six sensitivity analysis methods as it is 

both the most efficient and sufficiently accurate [D4] 

iii. The identification of critical parameters affecting power system voltage 

and angular stability in networks with renewable generations. This 

research for the first time combines and validates the identification of 

critical parameters affecting system stability globally, i.e., considering 

more than one stability criterions by using efficient sensitivity analysis 

method, the Morris Screening Method [D1, D5]. 

iv. The use of copula method for the correlation modelling between 

uncertain system input parameters. This research for the first time 

establishes the importance of modelling parameter correlations for the 

identification of critical parameters affecting global system stability [D1, 

D5].  

v. Global power system stability analysis for various system operating 

conditions considering the power system behaviour when the network 

faces complex conditions, including various loading levels, various 

renewable generation penetration levels, various fault locations, various 

fault durations, etc. These results help the assessments of power system 
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dynamic behaviour of modern uncertainty-rich networks and facilitate the 

planning and operation of modern power systems [D1, D5].  

 

1.11 Thesis Overview 

 

This thesis contains 7 chapters in total. The contents within the chapters are 

outlined below: 

Chapter 2: Modelling and Analysis of Uncertain Power Systems 

This Chapter provides a review of the state-of-the-art of modelling and analysis 

techniques of uncertain power systems. The stability indices and the deterministic 

and probabilistic approaches for power system stability analysis are also reviewed. 

A comparison between deterministic and probabilistic assessment has been 

performed. The probabilistic approaches are proved to be a more suitable method 

for stability analysis of modern networks. The probabilistic simulation techniques for 

power system stability analysis and the probabilistic modelling of system uncertain 

parameters have been reviewed. This chapter also introduces sensitivity analysis 

methods for stability analysis of uncertain power systems.  

Chapter 3: Network and Simulation Techniques 

This Chapter introduces the test network and simulation techniques used in this 

research. A detailed layout of the test network with uncertain RES has been 

introduced. The probabilistic modelling of system uncertain loads and RES 

generation are demonstrated. This chapter also introduces the load models used for 

this research, together with the simulation requirement and procedure for 

probabilistic power system analysis. Optimal power flow calculation which has been 
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used in this research for conventional generation re-dispatch has also been 

discussed. 

Chapter 4: Probabilistic Ranking of Critical Parameters Affecting Voltage 

Stability 

This Chapter of the thesis demonstrates the implementation of probabilistic analysis 

on power system voltage stability analysis. The approach has been applied for the 

simulation of the complex operation conditions a modern power system may face 

when uncertainties are introduced. The load buses have been analysed and ranked 

based on their robustness against voltage collapse. The weak areas within the test 

network have been identified. The effects of uncertain load, wind generation, or PV 

generation on power system voltage stability margins have been illustrated.  

Chapter 5: Voltage and Angular Stability Analysis of Uncertain Power 

Systems using Sensitivity Analysis Methods 

In this Chapter six sensitivity analysis methods have been used to perform power 

system voltage stability analysis. This Chapter also establishes case studies with 

different load levels to validate the robustness of the sensitivity analysis approaches 

for power system stability studies. The performances of the six sensitivity analysis 

methods are compared and the Morris Screening Method has been recommended 

as the best method to use, among the six considered approaches since it combines 

both the accuracy and the computational efficiency in one package. The application 

of Morris Screening method on voltage and angular stability analysis has been 

discussed in this chapter and the influential parameters within uncertain power 

systems have been identified.  

Chapter 6: Stability Analysis Considering Parameter Correlations 
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This Chapter employs copula method for the modelling of the correlations between 

system uncertain loads and RES generation. The results presented in this Chapter 

and those presented in Chapter 5 are compared to demonstrate the importance of 

accurate correlation modelling between input uncertainties when performing power 

system stability analysis.  

Chapter 7: Conclusions and Future Work 

In this chapter the conclusions of this research are summarized. The potential 

directions for future implementation and research in this area are also identified.  
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Chapter 2 : Modelling and Analysis of 

Uncertain Power Systems  

 

  

 

 

 

A range of well documented tools are available to researchers for power system 

analysis and modelling of uncertainties. In this section, deterministic and 

probabilistic approaches for power system stability studies are presented and 

compared including review of most frequently used power system stability indices. 

Probabilistic modelling of different uncertain parameters has been also discussed 

and appropriate conclusions drawn. Finally, the chapter reviews the most frequently 

used sensitivity analysis methods in power system stability studies. 

 

2.1 Power System Stability Indices 

 

The dynamic behaviour of different categories of power systems are affected by 

different parameters. For transient stability related analysis, the commonly used 

approach is usually focused on the evaluation of the maximum relative rotor angles 

between generators after a fault [66].  
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The small-signal stability of a system is determined by the roots of the characteristic 

equation of the system first order approximations [67]. Calculation of the 

eigenvalues of the system critical mode is required, as shown in (2.1). Equation (2.2) 

calculates the damping ratio of the eigenvalues of the system critical mode. 

𝜆 =  𝜎 ±  𝑗𝜔                                                                (2.1) 

𝜉 =  
−𝜎

√𝜎2 + 𝜔2
                                                             (2.2) 

In (2.1), 𝜆 is the eigenvalue of the system critical mode, 𝜎 is the real part of the 

eigenvalue and represents the damping of the critical mode, while 𝑗𝜔 is the 

imaginary part of the eigenvalue where 𝜔 represents the frequency of the critical 

mode. 𝜉 in (2.2) is the damping ratio of the critical mode. According to the damping 

ratio 𝜉 of the eigenvalues of the system critical mode, if a complex eigenvalue has 

negative real part, the oscillations will decay and lead to the stable operation of the 

system. It is desirable to have a larger damping ratio ξ since it can result in faster 

system stability operation restoration after a disturbance [68]. A typical threshold of 

ξ > 5% is often implemented for control design purposes [69].  

The critical index for voltage stability analysing is the voltage sensitivity factor (VSF 

as shown in (2.3)) and the stability criterion is 𝑉𝑆𝐹𝑖 > 0 [34]. In equation (2.3), 𝛥𝑉𝑖 

measures the variation of load bus voltage between operating point and voltage 

collapse point while 𝛥𝑄𝑖  measures the variation of system reactive power. This 

index measures the sensitivity of load bus voltage to variations in load reactive 

power. Recent studies also employ loadability, or system load margin, which 

measures the maximum load the system can support before voltage collapse, as 

voltage stability index [70, 71]. Fig. 2.1 and Fig. 2.2 show the Q-V and P-V curves 

commonly used in voltage stability analysis as a demonstration of the stability 

indices. 



Chapter 2: Modelling and Analysis of Uncertain Power Systems 

 

 
56 

 

𝑉𝑆𝐹𝑖 = 
𝛥𝑉𝑖

𝛥𝑄𝑖
                                                                (2.3) 

For frequency stability analysis the important indices are frequency deviation [64] 

and rate of change of frequency (ROCOF) [72]. Frequency deviation is the absolute 

value of the difference between the system rated frequency and frequency nadir 

(frequency nadir measures the lowest frequency value after a disturbance). The 

frequency deviation should normally not exceed 2 Hz for 50 Hz system [73, 74]. 

ROCOF is the time derivative of the power system frequency. It identifies the 

significant load-generation imbalance conditions in which system inertia is low due 

to disposal of synchronous generation [75]. 

Researchers usually establish several operation conditions to access power system 

dynamic behaviour for traditional networks. Modern power systems face complex 

operation conditions as they have parameters which exhibit stochastic behaviour. 

Different contingencies can have different occurrence probabilities [17] and 

considering all possible disturbances can be quite impractical. Hence a probabilistic 

approach for system stability assessment is more efficient and accurate compared 

 

Fig.  2.1 The Q-V curve 

 

Fig.  2.2 The P-V curve 
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to a deterministic approach, especially when applied to networks with uncertain 

parameters connected. 

 

2.2 Power System Stability and Reliability Assessment: 

Probabilistic vs Deterministic Approaches 

 

Power system analysis methods are used for network stability and reliability 

assessment during operation and planning stages. The stability assessment 

focuses on the ability of a network to maintain stability under normal operation 

conditions, and to regain stability after a disturbance. [33]. The reliability 

assessment measures the ability of a bulk system to deliver electricity to all points of 

utilization within accepted restraints and in the desirable amount [76]. The objective 

of system planning is to achieve a minimum cost strategy for expansion of 

generation, transmission and distribution system while supplying the forecasted load 

within a set of technical, economic, and political constraints [77-79].  

Probabilistic and deterministic approaches are the two most commonly used 

methods for power system stability and reliability assessment. Traditionally, 

deterministic frameworks were used as the implementation is straightforward. For 

example, when point-estimation method is used, only a limited number of 

contingencies are selected to be applied to certain operating condition based on the 

experience of the researchers. The state matrix of the test network can be 

constructed with fewer parameters and the output matrix can be solved using small 

amount of calculation resources. They are suitable for the applications within 

networks with simple structures. However, the power industry has been through a 

significant restructuring all over the world since the 1990s, which has changed the 
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traditional vertically monopolistic structure into competitive and deregulated markets 

structure to chase increased efficiency in the electricity production and utilization 

[80]. Modern power systems are also increasingly relying on utilization of RES 

generation instead of conventional fossil fuel powered generators. Deterministic 

approaches can be inadequate due to the fact that they fail to capture the complex 

operating conditions of the system when transmission networks include new types 

of power electronics-interfaced generation and load technologies, which introduce 

additional uncertainties. The deterministic assessment approach might lead to an 

overly conservative estimate of the stability issue since it always considers the 

‘worst-case’ scenario [34], or underestimate the severity of a scenario by using 

average values. The probabilistic approaches, on the other hand, can increase 

utilization capacity of existing assets, hence they can be more suitable for future 

power systems. This section will give a review of the existing deterministic and 

probabilistic approaches for the assessment of power system stability and reliability 

during operation and planning. A comparison between deterministic and 

probabilistic approaches will be provided, and the needs for the probabilistic 

approach will be identified.  

 

2.2.1 Deterministic Assessment of Power System Stability, Reliability 

and Planning   

 

2.2.1.1 Power System Stability analysis 

 

Transient stability analysis has been widely utilized in power system dynamic 

security analysis for decades. The early approaches for transient stability analysis 
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use deterministic stability criteria. These criteria consider several extreme operation 

conditions and critical disturbances which were hand-picked by ‘expert experience’ 

[80]. The considered critical disturbances were mainly load levels, fault types and 

fault locations and ‘extreme’ values like minimal/maximum/average values were 

used in calculation. 

Small-disturbance stability analysis is important since it can be used to ensure the 

secure and healthy operation of power system with growing uncertainties [80]. The 

investigation of small-disturbance stability of a power system requires detailed 

modelling of system dynamic components and relevant control systems [81]. The 

early approaches for small-disturbance stability assessment were based on 

deterministic framework, and only the hand-picked operation conditions were 

considered like transient stability analysis. 

The deterministic assessment of power system stability can provide a 

straightforward understanding of the system contingencies and typical operation 

conditions which represent system general behaviour. They can be fast applied to 

networks with simple structures and give the estimation of system stability margin. 

However it ignores the stochastic nature of a real power system and cannot 

accurately represents a modern deregulated power system with high penetration 

level of new types of loads, generators, network topologies and component faults 

with probabilistic characteristics [82].  

 

2.2.1.2 Power System Reliability analysis 

 

The N-1 criterion is usually used for the assessment of power system reliability. The 

reliability of a power system is evaluated based on the ability of a power system to 
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withstand any prescribed outage situations within acceptable constraints [83]. It 

should be noted that deterministic approach of power system reliability analysis only 

considers a state condition for a specific combination of bus loads and generating 

unit outages, it fails to recognize the unequal probability of the occurrence of the 

evens that can lead to potential operating security limit violations [80]. Deterministic 

approach for power system reliability analysis is theoretically not suitable for use in 

modern deregulated electricity market.  

 

2.2.1.3 Power System Planning 

 

The deterministic approaches for power system planning consider only the extreme 

situations which are chosen based on subjective judgements. A system designed 

based on deterministic planning methods can withstand severe situations that have 

a low probability of occurrence. However, it cannot address all the transmission 

challenges and uncertainties when designing a modern power system which faces 

complex uncertain operating conditions [80]. The Deterministic Load Flow (DLF) 

was traditionally employed in the area of power system planning within a vertically 

integrated power system. The main outcomes through the DLF method are the 

magnitude and phase angle of the bus voltage as well as the active and reactive 

power flowing in each line. This method only considers the system condition of a set 

of determined values selected by system planner and ignores some power system 

uncertainties (loss of generator, variation in load demands, etc.). A huge amount of 

computing resources are required if a planner wants to carry out DLF analysis for 

every possible modern system outages [80]. 
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2.2.2 The Needs for the Probabilistic Approach 

 

Section 2.2.1 gives an overview of the deterministic approaches utilised in power 

system stability, reliability and planning assessments. Deterministic methods 

evaluate a system based on ‘point estimate’ and always tend to make an overly 

conservative estimation of the scenario [34]. The major drawback of deterministic 

methods is that they are not able to meet modern industry requirements. A more 

effective and reliable method is needed. Researchers make use of the probabilistic 

approaches which can provide realistic and accurate modelling of power system 

behaviours. The probabilistic assessment of power system dynamic is able to 

capture single and multiple component failures and recognize not only the severity 

of the disturbances but also their likelihood of occurrences [84]. Probabilistic 

approaches have certain advantages over the deterministic methods. For example, 

only a limited number of contingences can be considered in deterministic 

assessment whereas a wide variety of contingencies can be selected with 

probabilistic assessment. The generation and load profiles are usually presented as 

high-medium-low level in deterministic studies while these parameters can be 

presented in more accurate hourly/daily/seasonal/annual patterns in a probabilistic 

study [6, 85]. 

 

2.2.3 Probabilistic Assessment of Power System Stability, Reliability 

and Planning 

 

2.2.3.1 Probabilistic Power System Stability Analysis 
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For Power system transient stability assessments, there are two general 

probabilistic methods: conditional probability theorem-based methods and Monte-

Carlo simulation-based methods. The first attempt of using probabilistic methods in 

transient stability studies was produced in the 1980s [86-88]. These early 

researches were focused on the probabilistic aspects of fault type, fault location, 

fault clearing time and system operating conditions. A complex analytical 

transformation was considered by Anderson & Bose in 1983. The proposed block 

diagram was presented in Fig. 2.3 [89].  

Following on, in 1988  a transient stability analysis was proposed that derived the 

joint probability distribution function (PDFs) for the critical clearing time (CCT) [90]. 

In 1995, a bisection algorithm with the ability to reduce the computation time 

required for power system transient stability analysis was introduced [91]. A risk-

based security index which determines the operating limits in electric power 

systems was reported in 1997 [92]. More recently, a grid-computing technology 

which significantly improves the computing efficiency of power system stability 

analysis was conducted [82, 93].  A typical procedure for probabilistic transient 

stability analysis is shown in Fig. 2.4 [94].  

 

Fig.  2.3 The flow chart of probabilistic power system stability analysis [89] 

 



Chapter 2: Modelling and Analysis of Uncertain Power Systems 

 

 
63 

 

The utilization of probabilistic assessment for power system small-disturbance 

stability started in the late 1970s. Researchers employed linear, time variant state-

space models to study perturbations of the system state variable from the nominal 

values at a specific operating point [95, 96]. In recent researches, sensitivity 

analysis methods are employed to provide an approach to identify the most 

influential uncertain parameters in networks with renewable generations [34]. The 

Morris screening method was employed by Hasan et al providing an accurate yet 

efficient approach for the ranking of the most influential input parameters which 

affect power system small-disturbance stability [97]. For the analysis of the dynamic 

behaviour of large-scale power systems with higher accuracy requirement, many 

research efforts make use of the Monte-Carlo technique [98, 99]. A typical 

procedure for Monte-Carlo based small-disturbance stability analysis is shown in Fig. 

2.5 [94]. 

 

Fig.  2.4 The block diagram for probabilistic transient stability analysis [94] 
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For probabilistic power system voltage stability analysis, a Monte-Carlo based 

approach with probabilistic distributed generation scenarios and active/reactive load 

 

Fig.  2.5 The block diagram for Monte-Carlo based probabilistic small-disturbance stability 

analysis [94] 

 

 

 

 

 

Fig.  2.6 The block diagram for Monte-Carlo based power system voltage stability analysis 
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margin uncertainty have been applied in [100]. Maximum entropy method with 

Gaussian/Normal distributed system loads were implemented in [101]. Contingency 

enumeration based approaches with normal distributed load uncertainty have been 

introduced in [102]. Probabilistic eigenvalue analysis (through normal parametric 

distribution has been used in [4]. Probabilistic collocation method has been 

proposed in [1]. Fig. 2.6 is a flow chart for the Monte-Carlo based power system 

voltage stability analysis. 

 

2.2.3.2 Probabilistic Power System Reliability Analysis 

 

The researches on probabilistic approach for power system reliability assessment 

started relatively late compared to stability assessments. Probabilistic power system 

reliability assessment are experiencing slow development due to the difficulties 

encountered in the categories of concept-difficulties, modelling-difficulties, 

computation-difficulties and data collecting-difficulties [83]. A Probabilistic Dynamic 

Security Assessment (PDSA) was carried out in a project sponsored by Electric 

Power Research Institute (EPRI) in 2007. The method presented in the EPRI 

technical report is based on Cumulants and Gram-Chailier Expansion method and 

Probabilistic Load Flow analysis (PLF) [103]. PDSA provides a measure of the 

dynamic security region boundary, it can be used to identify critical potential 

generator or grid failures and help operators locate the corresponding effective 

prevention and mitigation actions [104]. PDSA also provides useful references to 

questions like ‘what are the weak spots within the power system’ or ‘what is the 

most critical component for system dynamic stability’. This method combines 

deterministic and probabilistic approaches and provides a practical hybrid 



Chapter 2: Modelling and Analysis of Uncertain Power Systems 

 

 
66 

 

methodology for power system reliability assessment. A block diagram is presented 

in Fig. 2.7 [104] showing the PDSA method.  

Since power system is large in size and complex in structure, the reliability 

assessment can be tricky. Researchers had divided the network into different 

hierarchical levels based on functionalities of different subsystems in 1984 [105]: 

 Hierarchical Level I (HLI) consists of generation plants of a power system. 

 Hierarchical Level II (HLII) consists of transmission and generation plants 

of a power system. 

 Hierarchical Level III (HLIII) consists of distribution, transmission and 

generation plants of a power system. 

 

Fig.  2.7 Monte-Carlo approach for dynamic system security assessment and system planning 

[104] 
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Some key reliability criteria were also summarized in [106]: 

 Loss of load probability (LoLP) 

The LoLP states the probability that there are no enough generation for load 

throughout the year.  

 Loss of load expectation (LoLE) 

The LoLE states the annual average time when the daily peak load is 

expected to exceed the available generation capacity. Loading curves can 

be obtained by accessing system operation log-data. LoLE is mainly used in 

generation capacity planning. 

 Loss of energy expectation (LoEE) 

The LoEE represents the expected energy that will not be supplied when 

available generation cannot meet the load requirement. It has the same 

characteristic with the expected energy not supplied (EENS) and expected 

un-served energy (EUE). It is considered to be a more realistic measure of 

the power system with growing energy regulations today. 

 Value of lost load (VoLL) 

VoLL and EUE are mainly used in the power system expansion planning for 

the purpose of economic optimization. 

The above-mentioned power system reliability assessment approaches and criteria 

were used for power system risk assessment. A good summary of the power 

system risk assessment methods is provided in [107]. Detailed outage models, 

probabilistic reliability assessment approaches and their applications have been 

covered in this book.  



Chapter 2: Modelling and Analysis of Uncertain Power Systems 

 

 
68 

 

The Probabilistic Reliability Assessment Methodology (PRA) provides an effective 

approach to assess the occurrence possibility of a distribution and its relevant 

impacts by introducing the probabilistic reliability index (PRI). PRA successfully 

combines the advantages of deterministic and probabilistic methods and offers a 

practical hybrid approach to reliability assessment. PRI can be defined as equation 

(2.4) [83]: 

𝑃𝑅𝐼 =  ∑𝐷𝑖𝑠_𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑖 ∗  𝑠𝑦𝑠_𝑖𝑚𝑝𝑎𝑐𝑡𝑖                                (2.4)                        

where 𝐷𝑖𝑠_𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑖 is the occurrence possibility of a selected disturbance and 

𝑠𝑦𝑠_𝑖𝑚𝑝𝑎𝑐𝑡𝑖 is the severity of the disturbance. Hence PRI is defined as the product 

of an impact by a probability. 𝑖 represents the disturbance event and is expressed 

as 𝑖 ∈ (𝑆𝑖𝑚𝑢𝑙𝑎𝑡𝑒𝑑 𝑑𝑖𝑠𝑡𝑢𝑟𝑏𝑎𝑛𝑐𝑒𝑠). 

There are 4 typical types of PRI indices [83]: 

i. Amperage (Overload) Probabilistic Reliability Index (APRI): 

𝐴𝑃𝑅𝐼 = ∑𝐷𝑖𝑠_𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑖 ∗  𝐴_𝑖𝑚𝑝𝑎𝑐𝑡𝑖                          (2.5)                     

where 𝐴_𝑖𝑚𝑝𝑎𝑐𝑡𝑖  represents the severity of the overload disturbance, 

measured in MVA. 

ii. Voltage Violation Probabilistic Reliability Index (VPRI): 

𝑉𝑃𝑅𝐼 =  ∑𝐷𝑖𝑠_𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑖 ∗ 𝑉_𝑖𝑚𝑝𝑎𝑐𝑡𝑖                                   (2.6)                     

where 𝑉_𝑖𝑚𝑝𝑎𝑐𝑡𝑖 represents the severity of the voltage violation disturbance, 

measured in kV. 

iii. Voltage Stability Probabilistic Reliability Index (VSPRI): 

𝑉𝑆𝑃𝑅𝐼 =  ∑𝐷𝑖𝑠_𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑖 ∗  𝑉𝑆_𝑖𝑚𝑝𝑎𝑐𝑡𝑖                            (2.7)                    
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with 𝑉𝑆_𝑖𝑚𝑝𝑎𝑐𝑡𝑖  expressed in state “1” or “0”, which indicates that the 

disturbance causes the system to voltage instable or stable, respectively.   

iv. Load Loss Probabilistic Reliability Index (LLPRI): 

𝐿𝐿𝑃𝑅𝐼 =  ∑𝐷𝑖𝑠_𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑖 ∗ 𝐿𝐿_𝑖𝑚𝑝𝑎𝑐𝑡𝑖                          (2.8)                      

where 𝐿𝐿_𝑖𝑚𝑝𝑎𝑐𝑡𝑖  represents the severity of the load loss disturbance, 

measured in MW. 

The parameter 𝐷𝑖𝑠_𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑖 in these indices represents the likelihood of power 

system experiencing the specific disturbance at any time during the operation. It is a 

function of the availability of every piece of equipment in the power system [83]: 

𝐷𝑖𝑠_𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑖 = ∏ 𝑢(𝑐𝑖)∏ 𝑎(𝑐𝑗)𝑗∈𝐴𝑖∈𝑈                                   (2.9)                            

where 𝑈  is the set of unavailable components and 𝐴  is the set of available 

components. ∏𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝑠 is the complete set of all system components and is 

defined as ∏𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝑠 = 𝐴 ∪ 𝑈. 

In Probabilistic Reliability Assessment, a set of parameters that simultaneously 

experience malfunctions caused by the same disturbance can be defined as a 

common mode failure. These failures can be modelled as a single availability rate 

hence reduces the computational burden compared to analysis at every situation 

individually. The PRA introduces 5 types of analysis criteria, stating as Interaction 

Analysis; Situation Analysis; Root Cause Analysis; Weak Point Analysis and 

Probabilistic Margin Analysis [83]. In this thesis, the interaction analysis has been 

performed for the correlation modelling between uncertain parameters. The test 

network is subjected to various operation conditions for the analysis of their 

corresponding dynamic behaviour under the frame of situation analysis. The weak 

point analysis has been employed to identify the critical parameters for power 

system stability analysis (critical bus/load/RES generation/line, etc.). The 



Chapter 2: Modelling and Analysis of Uncertain Power Systems 

 

 
70 

 

probabilistic margin analysis has also been employed for the stability margins of 

power system voltage and angular stability analysis.  

The power system probabilistic reliability assessment provides an approach to 

answer questions like ‘where the system malfunction is located’, ‘how likely the 

disturbance is going to happen’ and ‘how much operating margin the system has for 

adjustment’. Using of PRA study can help in the following [108]:  

 Assessment of system reliability. 

 Ranking of the disturbances based on their contribution to reliability indices. 

 Identification of the most critical system components contribute to outage 

situations. 

 Identification of the weak branches and buses during instability issues. 

Based on much more established PRA and its principles a similar approach has 

been applied in this thesis in probabilistic power system stability analysis. 

 

2.2.3.3 Power System Planning 

 

In power system planning assessments, the following aspects are required: 

generating available operation scenarios, performing stability, reliability and 

economical assessments and calculating of optimal system parameter options. The 

restructuring and deregulation of the power industry is accompanied with a growing 

trend in the inclusion of system uncertainties during system planning and operation. 

Considering every possible system disturbance when planning modern power 

system can create massive computational burden. Therefore, more effective 

management techniques are required in the ever-expanding large-scale 
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interconnected network. Probabilistic Load Flow (PLF) was first proposed in 1996 

[105] and has been widely used in the area of power system operation and planning. 

The PLF evaluates probability density functions of all state variables. The outputs 

are network quantities indicating the possible ranges of the load flow result [109]. 

PLF can provide an accurate and effective approach for the system planners to 

analyse future system conditions. The selected optimal system planning blueprint is 

a compromise between overall cost and system functionality. A general block 

diagram for probabilistic power system planning is presented in Fig. 2.8 [80].  

 

2.2.4 Summary on Power System Analysis Methods 

 

The development of power systems in recent years is experiencing significant 

structural changes due to the addition of new types of load and generation 

 

Fig.  2.8 Block diagram presenting general probabilistic system planning analysis [80] 
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technologies and deregulated market environment. The number of disturbances is 

also increasing due to application of new technologies and higher dependence on 

weather conditions. Under such circumstance the traditional deterministic 

approaches for power system stability, reliability and planning assessment are 

rapidly becoming unsuitable since they can only evaluate system behaviour using 

limited-selected number of scenarios. The simulation results of a deterministic 

approach are overly conservative and inaccurate compared to the real conditions 

the modern power system faces. It is also impractical to consider every possible 

situation with deterministic methods simply because of the large amount of 

calculations requested which is economically unacceptable. The probabilistic based 

methods are much more preferred when assessing modern power system dynamics. 

With the aid of computers and relevant software packages, complex interconnected 

power systems with a variety of new generating, transmitting and loading 

components can be accurately simulated prior of building them. Probabilistic power 

system assessment can provide a practical way for system planner and operators to 

evaluate power system dynamic performance effectively and accurately.  

 

2.3 Modelling of Uncertainties 

 

Modern interconnected power systems are large in size and complex in structure. 

The development of power system leads to system restructure in order to meet the 

demands of today’s deregulated highly flexible market. Numerous components and 

restraints which comply with market requirement have been added to power 

networks. The key characteristics of modern power systems are considered to be 

an unprecedented mix of a wide range of electricity generating technologies, 
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hierarchical control structure and new types of loads. This proliferation of system 

parameters with intermittent nature brings uncertainty problems to system stability, 

and the effort to push exiting assets to their operating limits in order to be 

competitive in nowadays electricity markets threatens the system security even 

more [110]. For the accurate simulation of system response in different situations 

and system-states, researchers always make use of probabilistic methods since 

they consider ‘probability distribution’ of the parameters. The probabilistic methods 

can answer questions related to system operation conditions like ‘what can happen’, 

‘how likely is it to happen’ and ‘how severe it can be’ [34]. This section will 

summarize past approaches considering the suitable probability distributions (PD) 

for various system components for accurate system dynamic analysis. 

A typical probabilistic assessment for system dynamic analysis contains three steps: 

input parameter modelling, power system stability analysis and representation of 

system outputs. The three steps can be presented in block diagrams as shown in 

Fig. 2.9 [34].   

Power system uncertainty parameters can be classified in two types based on their 

potential influence: structural uncertainty and parametric uncertainty. The structural 

uncertainty involves system elements like components and branch availability, i.e., 

 

Fig.  2.9 The framework of a probabilistic power system stability analysis [34] 
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loss of transmission line. The parametric uncertainty involves system parameters 

like load demand [111]. To perform uncertainty modelling and generate the 

corresponding probability distributions of system inputs, the characteristic of the 

parameters should be considered, for example, 

 Linearly growing parameters can be modelled as normal (Gaussian) 

probability distribution. 

 Exponentially growing parameters can be modelled as lognormal probability 

distribution. 

 Events with k outcomes can be modelled as multinomial distribution. 

 Independently event can be modelled through Poisson, exponential or 

Gamma probability distribution. 

There are many probability distribution functions (pdfs) that can be used in 

modelling of system uncertainty parameters. These pdfs are defined by critical 

factors which can decide the shape, location and scale of a distribution. The general 

pdfs for selected probability distributions and their relevant critical factors are listed 

below: 

 Beta Distribution, with the Beta function 𝐵(𝛼, 𝛽), as shown in (2.10): 

𝑓(𝑥; 𝛼, 𝛽) =
1

𝐵(𝛼,𝛽)
 𝑥𝛼−1(1 − 𝑥) 𝛽−1                                         (2.10)                                            

where 𝛼 is the first shape parameter and 𝛽 is the second shape parameter 

of the Beta function 𝐵 which is a normalization constant to ensure that the 

total probability is 1. 𝑥 is the realization of a random process 𝑋. 

 Binomial Distribution (discrete), the probability mass function is shown in 

(2.11): 
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𝑓(𝑥) =
𝑛!

𝑥!(𝑛−𝑥)!
𝑝𝑥(1 − 𝑝)(𝑛−𝑥)                                                  (2.11)                                      

where 𝑛  represents the number of trials and 𝑝 ∈ (0,1)  represents the 

probability of success for each trail. This equation gives the probability of 

getting exactly 𝑥 successes in 𝑛 trails. 𝑥! is the factorial of 𝑥. 

 Exponential Distribution, as shown in (2.12): 

𝑓(𝑥; 𝜆) =  𝜆𝑒−𝜆𝑥𝐻(𝑥)                                                           (2.12)                                      

where 𝜆 > 0  is the rate parameter of the distribution. 𝐻(𝑥)  is the right-

continuous Heaviside step function where 𝐻(0) = 1. 𝑒  is the base of the 

natural logarithm. 

 Gamma Distribution, as shown in (2.13): 

𝑓(𝑥; 𝛼, 𝛽) =  
𝑥𝛼−1𝑒

−(
𝑥
𝛽

)

𝛽𝛼𝛤(𝛼)
                                                      (2.13)                                            

where 𝛼 is the shape parameter and 𝛽 is the scale parameter. This function 

gives a random variable 𝑋 that is gamma-distributed with shape 𝛼 and scale 

𝛽, 𝛤(𝛼)is the gamma function. 𝑒 is the base of the natural logarithms. 

 Lognormal Distribution, as shown is (2.14): 

𝑓(𝑥) =
1

𝑥𝜎√2𝜋
exp (−

(𝑙𝑛𝑥−𝜇)2

2𝜎2 )                                            (2.14)                                                

where 𝜇 ∈ (−∞,+∞)  represents mean value of the variable’s natural 

logarithm, and 𝜎 > 0  represents the standard deviation of the variable’s 

natural logarithm. Parameter 𝜇 and 𝜎 are the location and scale parameters 

for the normally distributed logarithm 𝑙𝑛(𝑥).  

 Normal Distribution, as shown in (2.15): 



Chapter 2: Modelling and Analysis of Uncertain Power Systems 

 

 
76 

 

𝑓(𝑥) =  
1

𝜎√2𝜋
𝑒

(𝑥−𝜇)2

2𝜎2                                                   (2.15)                                      

where 𝜇 and 𝜎 represents the mean and standard deviation of the variable. 𝑒 

is the base of the natural logarithm. 

 Poisson Distribution (discrete), as shown in (2.16): 

𝑓(𝑥 𝑒𝑣𝑒𝑛𝑡𝑠 𝑖𝑛 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙) =
𝑒−𝜆𝜆𝑥

𝑥!
                                  (2.16)                                                       

where 𝜆 > 0 represents average number of events per interval, also called 

the rate parameter. 𝑒 is the base of the natural logarithm, 𝑥! is the factorial of 

𝑥. 

 Rayleigh Distribution, as shown as (2.17): 

𝑓(𝑥; 𝜎) =
𝑥

𝜎2 𝑒
−𝑥2

2𝜎2                                                   (2.17)                                                    

where 𝜎 is the scale parameter of the distribution with the value of 𝜎 > 0. 𝑒 is 

the base of the natural logarithm. 

 Weibull Distribution, as shown in (2.18): 

𝑓(𝑥; 𝛼, 𝛽) =
𝛽

𝛼
  (

𝑥

𝛼
)𝛽−1𝑒−(𝑥/𝛼)𝛽                𝑥 ≥ 0            (2.18)                                              

where 𝛼  represents the scale parameter and 𝛽  represents the shape 

parameter of the distribution. 𝑒 is the base of the natural logarithm. 

Probability distributions can be categorised into continuous and discrete 

distributions. In a continuous distribution, data can be obtained at any point within a 

specific range. In discrete distributions only certain values are valid to be sampled. 

System dynamics like the amount of generation or load in a network, the 

transmission capacity of a line, network losses or generation cost can be modelled 

with continuous distributions, while parameters like No. of generators in the network, 
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fault occurrence, fault types or fault locations can be modelled using discrete 

distributions. Continuous dynamic analysis requires solving algebraic equations of 

modelled system components numerically. On the other hands, discrete dynamic 

events like tap changing transformers and protective devices are represented 

through logic rules [34].   

Power system variables which can lead to stability issues can either be system 

parameters or system contingencies. Different power system variables can be 

represented with different probabilistic distribution functions. Normal distributions 

are used for probabilistic modelling of power generation, wind power, and power 

system loads [9, 61, 112-115]. Weibull distribution was used for the probabilistic 

modelling of wind power and solar power [9, 61, 114-119]. Beta distribution has 

been used for solar power modelling [119]. Probabilistic modelling of fault 

occurrence had been performed through Poisson and binomial distributions [120-

Table 2.1 Probability distributions of system input parameters [34] 

System Variables Fitted Probabilistic Distributions 

Power Generation Normal [9, 61] 

Wind Power Weibull [9, 114-119], normal [112] 

Solar Power Weibull [114], beta [119] 

Power System Load Normal [9, 113-115] 

System Contingencies Fitted Probabilistic Distributions 

Fault Occurrence Poisson [120-122], binomial [122] 

Fault Location Uniform [61, 120] 

Fault Duration Rayleigh [61, 112] 
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122]. Uniform distribution was used for the probabilistic modelling of fault location 

[61, 120]. Rayleigh distribution had been used for probabilistic modelling of fault 

location in [61, 112]. The Table 2.1 gives a review of existing literature based on 

probability distributions of system input parameters [34].  

It can be observed from Table 2.1 that Weibull distribution is a commonly used 

probabilistic distribution for the modelling of wind power. For the modelling of power 

system load, normal distribution is frequently used by researchers. Both Weibull and 

Beta distributions have been found to be used for the modelling of Solar power 

generation in power systems. Normal, Weibull and Beta distributions, all categorized 

as continuous distribution, are appropriate for probabilistic modelling of system 

loads, wind speed and solar irradiation, respectively, as all of them (loads, wind 

speed and solar irradiation)  have continuous variables [34].  

In probabilistic power system voltage stability analysis, different approaches for 

uncertainty modelling have been used in the past. In [100] the uncertainties in 

generation scenarios and active load margin have been modelled with normal 

distribution while reactive load margin has been presented with gamma distribution. 

The output parameters are modelled as discrete random variable. In [101] the 

random changing system loads have been modelled as Gausian/normal 

distributions. Jacobian method has been employed to determine the stability margin. 

In [123] the uncertainties in load have been modelled as normal distribution. The 

observed output parameters are the probability of voltage instability, the frequency 

of voltage instability and the required voltage stability margin. In [4] the load demand 

uncertainty has been modelled with normal distributions. The probability of stability 

has been given by the distribution of probabilistic critical eigenvalue.  

In this research, load demand, wind power and solar irradiation are the three 

considered uncertainties for power system stability analysis. Based on the 
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information provided in Table 2.1, Normal distribution, Weibull distribution and Beta 

distribution are chosen for modelling of the relevant uncertainties, respectively.  

 

2.4 Probabilistic Simulation Techniques for Power System 

Stability Analysis 

 

The probabilistic simulation techniques have been widely used in power system 

stability studies. These methods can be used to analysis the dynamic response of a 

power system when uncertain parameters are introduced. The probabilistic 

simulation techniques can accurately model the system uncertain operation 

conditions within a specified uncertainty level. In this section several commonly 

used probabilistic simulation techniques have been reviewed and discussed based 

on their capabilities. 

 

2.4.1 Monte Carlo (Numerical) Method  

 

Monte-Carlo method involves the repeated sampling of system uncertainties. A 

large data set can be retrieved from these samplings, and the distribution of an 

unknown probabilistic entity can be determined. There are two fundamental 

theorems of statistics underpinning the application of Monte Carlo method in 

uncertainty-related analysis: the Weak Law of Large Numbers [124], and the Central 

Limit Theorem [125]. The Weak Law of Large Numbers states that the sample 

average converges in probability towards the expected value, and the Central Limit 

Theorem states that the properly normalised sum of independent random variables 
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tends toward a normal distribution. The simulation procedure involves inputs domain 

definition, probability distribution generation, performing deterministic computations 

on the inputs and aggregation of the results. The advantage of Monte-Carlo 

simulation is that the method is very flexible and virtually limitless for analysis. It is 

easily expandable and deployable. However, the simulation time can be quite long 

with large sampling database as random samples of size N are generated following 

the pdfs of the input variables, and the accuracy of the samplings is highly related to 

the Monte-Carlo run-time. The Monte Carlo stopping rule is needed to ensure that 

sufficient number of simulations are run to ensure required  accuracy of the results. 

The outputs of this approach are an estimate values rather than the exact values 

and the stopping rule can help to determine the minimum number of simulations 

required to achieve a specified confidence level. The numerical steps for obtaining 

the minimum number of simulations are shown by equation (2.19) to (2.24) [125].  

i. Take N samples and record 𝑋1, … , 𝑋𝑁. 

ii. Continue sampling until 
(𝑇𝑁+1)

𝑁
≤

ɛ𝑁
2

𝛽𝑁
2 , with N+1 → N, and record 𝑋𝑁 for 𝑁𝑡ℎ 

sample. Calculate: 

�̅�𝑁 =
1

𝑁
∑ 𝑋𝑖

𝑁
𝑖=1                                                          (2.19)  

𝑇𝑁 = ∑ (𝑋𝑖 − �̅�𝑁)2                                           (2.20)
𝑁

𝑖=1
 

iii. Stop sampling, then: 

lim
ɛ𝑟→0

𝑁

𝑛0(|𝜇|휀𝑟, 𝛿)
= 1                                                      (2.21) 

lim
ɛ𝑟→0

𝑝𝑟(|�̅�𝑁 − 𝜇| ≤ |𝜇|휀𝑟) = 1 − 𝛿                                    (2.22) 

lim
ɛ𝑟→0

(
𝐸(𝑁)

𝑛0(|𝜇|휀𝑟, 𝛿)
) = 1                                                    (2.23) 

𝛽 = ∅−1(1 − 𝛿
2⁄ )                                                      (2.24) 
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In the above equations, 𝑛0 is the initial iteration value, 휀𝑟 is the relative error for the 

samplings, 𝛽 is the maximum uncertainty level that should be achieved, 𝑁 is the 

actual sample size needed for the required accuracy 휀𝑟  with the coverage 

probability 1 − 𝛿 as 휀𝑟 tends towards 0. �̅� is the mean value of the obtained result, 𝜇 

is the real mean value of the studied variables, ∅−1 is the inverse function of the 

normal distribution with 𝛿 = 1 and 𝜇 = 0. 

Equation (2.25) is an expression for the relative error: 

ɛ𝑟 =
∅−1(1 − 𝛿

2⁄ ) ∗ √𝜎𝑁
′

𝑁
𝐸(𝑁)

                                                 (2.25) 

where 𝜎𝑁
′  is the variance of the obtained result, and 𝐸(𝑁) is the mean value of the 

samples. The relative error ɛ𝑟 is calculated in each simulation and is compared with 

a target relative error in Monte Carlo simulation. In this case the simulation can be 

terminated when the required level of confidence is achieved. The typical number of 

simulations required for power system stability related analysis is between 1000 and 

5000. A detailed discussion of how these numbers are calculated is presented in 

Section 3.4 of the thesis. 

A Monte-Carlo based approach with probabilistic distributed generation scenarios 

and active/reactive load margin uncertainty have been applied in [100]. Maximum 

entropy method with Gaussian /Normal distributed system loads were implemented 

in [101]. Contingency enumeration based approaches with normal distributed load 

uncertainty have been introduced in [123]. Probabilistic eigenvalue analysis 

(through normal parametric distribution has been used in [4]. Probabilistic 

collocation method has been proposed in [1].  
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The application of this method on voltage stability analysis has been found in [4, 63, 

126, 127]. This approach has also been found to be used for angular stability 

analysis [10, 14, 128] 

 

2.4.2 Markov Chain Monte-Carlo Method 

 

The Markov Chain MC method requires the construction of a Markov Chain [129] 

with the target distribution. The developed Markov Chain can be utilized as a 

sample of the desired distribution. The coverage quality of the variability of the 

uncertain parameters can be improved with the increased number of sample size 

[34]. The general procedure for a Markov Chain Monte-Carlo simulation is, 

 Choosing staring sample. 

 Generating candidate points according to the proposed distribution. 

 Repeating the previous step until the convergence criteria is met. 

The Markov Chain Monte-Carlo method is more efficient than the Monte-Carlo 

simulation since it does not require prior information before simulation and the 

probabilistic distribution can be proposedly designed. This characteristic is useful 

when assessing rare failure events [130]. Application of this method on power 

system stability analysis has been found in [131, 132]. 
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2.4.3 Point/Two-Point Estimate Method 

 

This probabilistic simulation technique uses sample data to obtain the approximate 

value for some parameters. The steps involved in this approach are [34], 

 Calculating key factors for each uncertainty, 

 Performing deterministic studies at each key factor, 

 Generating the pdfs of the key factors. 

This method requires 2𝑛 calculations for 𝑛 uncertain parameters. However, since 

this is a deterministic assessment, it has the limitation in the accurate modelling of 

system uncertain parameters, and the system dynamic behaviour can be affected. 

The application of this method in power system stability analysis has been found in 

[66, 133, 134]. 

 

2.4.4 Cumulant-Based Method 

 

The cumulant of a probability distribution provides an analytical way for obtaining 

output variation based on input uncertainty. The steps for Cumulant-Based Methods 

are [34], 

 Calculation of uncertain input cumulants, 

 Performing 𝑚 + 1  deterministic simulation calculations and numerically 

evaluate the sensitivity of the output for each uncertainty, 

 Calculation of the system output cumulants, 



Chapter 2: Modelling and Analysis of Uncertain Power Systems 

 

 
84 

 

 Generating pdfs based on system output central moments and standard 

moments. 

This method can provide a less computational burden for system dynamic analysis 

[135] and avoid the convolution calculations in probabilistic power flow [136]. The 

application of this method in system stability analysis has been found in [134, 137, 

138]. 

 

2.4.5 Probabilistic Collocation Method 

 

The probabilistic collocation method uses a polynomial function of the system 

uncertain parameters to describe the system modal output. The following steps are 

included in this method [34], 

 Rank the uncertainties based on a ranking algorithm and reduce the number 

of considered uncertainties based on the ranking. 

 Establish orthogonal polynomials based on desired model to represent 

selected uncertainties. 

 Determine the collocation points for each selected system uncertainties. 

Rank these points based on the joint probability density associated with the 

operating point. 

 Calculate all coefficients for PCM model. 

 Employing the PCM model functions in a standard MC simulation to 

generate a large data set for system output 

 Producing pdfs based on the obtained data set. 
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This method is computationally efficient and time saving when applied to complex 

networks like the power system [139-141]. The application of this method for power 

system stability analysis has been found in [1, 62, 134].  

 

2.5 Sensitivity Analysis Methods for Power System Stability 

Analysis 
 

Sensitivity analysis techniques can provide a framework in the identification and 

ranking of the critical uncertain parameters in power systems when performing 

stability-related studies. Sensitivity analysis methods can numerically describe how 

the variability of the input parameter propagates through a modelled system and 

affects the output result [142]. Through the ranking of system parameters within a 

network, components with high impact on system stable operation can be modelled 

in greater detail and more closely monitored, while others can be treated less 

intensely to significantly reduce the computational resources required. Hence such 

a ranking of system critical parameters is favourable to system operators and stake-

holders as the investment can be reduced and the profit will increase. Less data 

involved in power system status analysis can also reduce the computational time. In 

this case fast decision-making and corresponding system tuning can be achieved 

for better power quality provided to end consumers. 

Previous works have employed ‘local’ linear algorithms for the ranking of important 

system parameters such as generators [143], load classification [144], PSS design 

[145], and PMU placement [146]. More recently an accurate yet computational 

intensive ‘global’ approach has been employed in the ranking of frequency support 

devices [147]. There also exist screening methods like the Morris Screening 

methods, which can provide features like reasonable computational cost and 
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acceptable accuracy in one package. The ‘screening’ method has been proved to 

be effective in systems with a large number of uncertain inputs [142, 148, 149]. The 

computational cost and model complexity increase from local methods to screening 

methods and finally global methods.  

 

2.5.1 Local SA Method 
 

Local sensitivity analysis methods evaluate the local impact of one single input 

parameter on the model output and are performed by calculating the partial 

derivatives of the output with respect to the input. One commonly used local 

sensitivity analysis method is the One-at-A-Time method [148, 150]. This technique 

changes one input parameter at one time within a small step around its nominal 

value. This approach is easy to implement, and only 𝑝 + 1 simulations are required 

for a system with 𝑝  uncertain parameters. The results obtained through this 

approach are highly dependent on the choice of the input space. The sensitivity 

measure of this approach can be expressed as shown in (2.26): 

𝑂𝑖 = (
𝑋𝑖

𝑌𝑖
) ∙ (|

𝑌𝑖 − 𝑌𝑏𝑎𝑠𝑒

𝑋𝑖 − 𝑋𝑏𝑎𝑠𝑒
|)                                              (2.26) 

Where 𝑂𝑖is the impact of parameter 𝑖 on the model, 𝑋𝑖 is the value of parameter 𝑖, 𝑌𝑖 

is the model output for parameter 𝑋𝑖 . 𝑋𝑏𝑎𝑠𝑒  and 𝑌𝑏𝑎𝑠𝑒  are the input and output of 

base case scenario. 

Local sensitivity analysis methods such as the OAT method have the advantage 

that only low computational efforts are required. It is a fast approach for 

deterministic analysis. However, they suffer from reduced accuracy due to the local, 

linear search. They can present unreliable results when the model is nonlinear [149].   
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There also exist other local sensitivity analysis methods, Adjoint modelling and 

Automated Differentiation [151, 152]. The local methods do not explore the full scale 

of the input space as they examine small variations and usually one variable at a 

time. 

 

2.5.2 Screening SA Method 
 

The screening sensitivity analysis methods run a multi-dimensional, semi-global 

search through the range of possible input values. They require fewer simulations 

compared to the global method. The screening methods are suitable for the 

application to systems with a large number of input parameters and the 

computational burden is high. The screening methods are considered to be 

‘moderate’ approaches as they sacrifice a little accuracy for better efficiency. There 

also exist other screening methods namely supersaturated design [153], the 

screening by groups [154] and the sequential bifurcation method [155]. These 

methods can be used when the number of simulations has to be smaller than the 

number of inputs. The Morris screening method [148, 150, 156] is commonly-used 

for large system simulations since the implementation is relatively straightforward 

and generally performs better compared to similar ones [148-150, 156]. It generates 

a multidimensional semi-global trajectory within its search space when performing 

power system stability related studies. 

For the implementation of the Morris screening method, there are three important 

measurements that need to be considered: 

i. The elementary effect. 

ii. The mean value of elementary effect. 
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iii. The standard deviation of the elementary effect. 

The Morris Screening method changes one variable at a time with a magnitude of ∆. 

The elementary effect measures the output variance when an input is changed, as 

shown in equation (2.27)  

     𝐸𝐸𝑝
𝑖 (𝑥) =  

[𝑦(𝑥1, 𝑥2, … . . , 𝑥𝑖−1, 𝑥𝑖 + 𝛥, 𝑥𝑖+1, … . . , 𝑥𝑝) − 𝑦(𝑥)]

𝛥
                    (2.27) 

In equation (2.27), 𝐸𝐸𝑝
𝑖 (𝑥) is the elementary effect for inputs, 𝑝 is the total number of 

input uncertainties, 𝛥 is the step that relates to 1/(𝑟 − 1), and 𝑟 is the ‘level’ set for 

the Morris SA method (usually from 4 to 10). 

The mean and standard deviations of the elementary effect are the sensitivity 

indices for the Morris screening method, and they are defined as equations (2.28) 

and (2.29) 

      µ𝑝
∗ =

1

𝑟
∑|𝐸𝐸𝑝

𝑖 |

𝑟

𝑖=1

                                                                 (2.27) 

                                                   𝜎𝑝
∗ = √

1

𝑟
∑ (|𝐸𝐸𝑝

𝑖 | − 𝜇𝑝
∗ )2

𝑟

𝑖=1
                                                (2.29) 

The mean value of the elementary effect measures the sensitivity strength between 

inputs and outputs. An input parameter with a larger 𝜇𝑝
∗  value indicates a higher 

impact on output, and hence the parameter is identified as ‘critical’. The standard 

deviation of the elementary effect indicates the linearity between input and output. A 

high value of 𝜎𝑝
∗ means the variable has a non-linear effect on the output and it has 

an interaction with other variables. 

The Morris screening method requires 𝑝 ∗ 𝑟 + 1 simulations for a system with p input 

variables. 
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2.5.3 Global SA Method 
 

Global sensitivity analysis methods rank the input parameters by evaluating their 

effect on model output through the whole set of possible input values. The global 

methods can be performed on non-parametric uncertainties, for example correlation 

coefficients, or through the analysis of the output variation like the Sobol indices. 

The global sensitivity analysis methods produce the most accurate ranking results 

compared to local and screening methods, and hence are always used as 

benchmark when accessing accuracy. They, however, can be very computationally 

intensive and time consuming due to the massive global search that they are based 

on [148-150]. The number of simulations required for global sensitivity analysis 

methods are generally at the order of several thousands. 

The global sensitivity analysis methods can be categorised into linear model-based 

methods and non-linear model-based methods based on their application 

environments. 

For the correlation coefficient sensitivity analysis methods, this research employs 

the Pearson Correlation Coefficient method [157], the Spearman Correlation 

Coefficient method [158] and the Partial Correlation Coefficient method [156].  All 3 

correlation coefficient methods are categorised as linear model-based methods. 

They are part of the ‘sampling-based global’ sensitivity analysis method. Assuming 

a sample of system inputs and outputs (𝑋𝑛, 𝑌𝑛) = (𝑋1
𝑖 , … . . , 𝑋𝑑

𝑖 , 𝑌𝑖)𝑖=1….𝑛  is valid. 

Then a linear model can be established to explain the behaviour of 𝒀 given the 

values of 𝑿 [156].  

The Pearson Correlation Coefficient is a quantitative measure which determines the 

linear dependency between the output 𝒀 and input 𝑿. It is capable of ranking the 
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input parameters based on their influence on the output parameters. The Pearson 

Correlation Coefficient method can be expressed as equation (2.30) [156], 

𝜌𝑋𝑌 = 
∑ [(𝑋𝑖 − �̅�)(𝑌𝑖 − �̅�)𝑁

𝑖=1 ]

√∑ (𝑋𝑖 − �̅�)2𝑁
𝑖=1 ∙ √∑ (𝑌𝑖 − �̅�)2𝑁

𝑖=1

                      (2.30) 

Equation (2.30) is a linearity measure between the input 𝑿  and output 𝒀 . The 

numerator term expresses the covariance between variables. The denominator 

shows the standard deviation of the variables. Parameter �̅� and �̅� are expressed by 

(2.31) and (2.32), 

�̅� = ∑(𝑋𝑖/𝑁)

𝑁

𝑖=1

                                                              (2.31) 

�̅� = ∑ (𝑌𝑖/𝑁) 𝑁
𝑖=1                                                            (2.32)  

The Spearman Correlation Coefficient method is a Pearson Correlation Coefficient 

among the ranked variables when the correlation between 𝑿 and 𝒀 is difficult or 

impossible to express in terms of 𝜌𝑋𝑌 [158]. The rank correlation coefficient is more 

appropriate to be applied to cases where non-linear transformations are applied to 

the random variables as linear correlations will not be preserved. These rank 

correlations measure the degree to which large or small values of one random 

variable associated with large or small values of another. They measure the 

association only in terms of ranks. It is used to access monotonic relationships 

between variables. If there are no repeated data values, a perfect Spearman 

correlation of +1 or −1 occurs when each of the variables is a perfect monotone 

function of the other. The Spearman’s 𝜌 is useful in describing the dependence 

between random variables since they are invariant to the choice of marginal 

distribution. The Spearman Correlation Coefficient sensitivity analysis method 
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requires the calculation of the sum of the squares of the difference of the ranks 

using equation (2.33). 

𝜌 = 1 − (
6∑𝑑𝑖

2

𝑁(𝑁2 − 1)
)                                                    (2.33) 

In equation (2.33), 𝑁 is the sample size of the variable dataset. 𝑑𝑖 = 𝑋𝑖 − 𝑌𝑖, is the 

difference between the two ranks of each observation. 

The Partial Correlation Coefficient can be used to measure the degree of 

association between output variable 𝑌 and input variable 𝑋𝑗 . The effect of other 

inputs will be cancelled in this process. It can be expressed by (2.34), 

𝑃𝐶𝐶𝑗 =  𝜌(𝑋𝑗 − 𝑋−�̂�, 𝑌 − 𝑌−�̂�)                                     (2.34) 

In (2.34), 𝑋−�̂� represents the prediction of the linear model, 𝑌−�̂� is the prediction of 

the linear model where input 𝑋𝑗  is absent. The application of Partial Correlation 

Coefficient method is based on the assumption of linear relations between input and 

output. 

The above mentioned three correlation coefficient approaches are all based on a 

valid linear relationship between the outputs and inputs. Statistical techniques can 

be used to confirm the linear hypothesis by evaluating coefficient 𝑄2 [156], as can 

be shown in (2.35) 

𝑄2 = 1 − 
∑ [𝑌𝑖

𝑝 − �̂�(𝑋𝑝(𝑖))]𝑚
𝑖=1

2

∑ [𝑌𝑖
𝑝 −  𝐸(𝑌𝑝)]𝑚

𝑖=1

2                             (2.35) 

In (2.35), (𝑋𝑝(𝑖), 𝑌𝑖
𝑝
)𝑖=1…𝑚 is a m-size test sample of inputs and outputs. �̂�() is the 

predictor of the linear regression model. The value of 𝑄2 represents the percentage 

of output variability explained by the linear regression model, where 𝑄2 = 1 means 
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a perfect fit. These linear measures are part of the ‘sampling-based global’ SA 

method. 

The Sobol Total Indices method is a variance-based method. It is very suitable for 

implementations on non-linear and non-monotonic models [148, 156, 157]. This 

means the Sobol Total Indices method is the most generic method among all the six 

sensitivity analysis methods employed by this research. Monte-Carlo sampling-

based methods have been used for estimating Sobol indices. The advantage of 

introducing Monte-Carlo sampling method is that it provides error made on indices 

estimates via random repetition. However, they are heavily time consuming due to 

the number of model calls to get accurate estimates of sensitivity indices. The Sobol 

total indices are the sum of all the sensitivity indices involving all uncertain factors 

as shown by (2.36) [147] [148] 

𝑆𝑇 = 𝑆𝑖 + ∑𝑆𝑖𝑗 + ∑ 𝑆𝑖𝑗𝑘 + ⋯

𝑖≠𝑗,𝑖≠𝑘,𝑗<𝑘𝑖<𝑗

                                   (2.36) 

In (2.36), 𝑆𝑖  is the 1st-order sensitivity index for parameter 𝑖 , 𝑆𝑖𝑗  is the 2nd-order 

sensitivity index describing the interactions between two uncertainties 𝑖  and 𝑗 

(𝑖 ≠  𝑗). The 1st-order sensitivity index can be expressed by (2.37). The variance of 

output of input 𝑖 can be expressed by (2.38). 

 𝑆𝑖 = 𝐷𝑖(𝛶)/𝑉𝑎𝑟(𝛶)                                                  (2.37)    

𝐷𝑖(𝛶) = 𝑉𝑎𝑟[𝐸(𝛶|𝑋𝑖)]                                             (2.38) 

The 2nd-order sensitivity index and variance can be presented by (2.39) and (2.40), 

respectively. 

𝑆𝑖𝑗 = 𝐷𝑖𝑗(𝛶)/𝑉𝑎𝑟(𝛶)                                                  (2.39) 

𝐷𝑖𝑗(𝛶) = 𝑉𝑎𝑟[𝐸(𝛶|𝑋𝑖, 𝑋𝑗)] − 𝐷𝑖(𝛶) − 𝐷𝑗(𝛶)                              (2.40) 
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For the 3rd-order sensitivity index 𝑆𝑖𝑗𝑘, the equations could be extended accordingly. 

These interactions will continue up to pth-order for 𝑝 parameters. 

The Sobol 1st-order index is determined by obtaining the correlation coefficient of 

the output vector from two model runs. During the model runs, all values of 

variables in 𝑋𝑖  are common, while all other inputs use independent samples. In 

order to determine the Sobol total indices, the input data set 𝑋 is partitioned into 𝑋~𝑖 

and 𝑋𝑖, where 𝑋~𝑖 is the set of all input variables which include a variation in the ith 

index of 𝑋. The Sobol total effect is then calculated by (2.41): 

 𝑆𝑇𝑖 = 1 − 𝑆~𝑖                                                            (2.41) 

In (2.41), 𝑆~𝑖 is the sum of all terms that include the variation in 𝑋𝑖.  

 

2.5.4 Application Example of Sensitivity Analysis Methods 
 

This section provides a simple example for the application of sensitivity analysis 

methods. The One-at-A-Time method, the Morris Screening method, and the 

Pearson Correlation Coefficient method have been selected for demonstration 

purpose as they are found to be commonly used among the three types of 

sensitivity analysis methods. A simple mathematical model with three input 

parameters, 𝑥1, 𝑥2, and 𝑥3 is used. The model is expressed as (2.42): 

𝑦 = 𝑥1
2 + 8𝑥2 − 4𝑥3    (0 ≤ 𝑥1, 𝑥2, 𝑥3 ≤ 8)                             (2.42) 

2.5.4.1 Application of the One-at-A-Time method 

 

For the application of the OAT method, a total number of 3+1=4 simulations is 

required to evaluate the influence of each parameter on output y. Since the results 
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obtained through this approach are highly dependent on the choice of the input 

space, 2 groups of input dataset are selected, namely 𝑐𝑎𝑠𝑒1 and 𝑐𝑎𝑠𝑒2. In 𝑐𝑎𝑠𝑒1, the 

base value is (6, 6, 6) with a step size ∆1= 2. In 𝑐𝑎𝑠𝑒2, the base value is (4, 4, 4) 

with the same step size ∆1= 2. Table 2.2 records the input and output values for the 

above 2 case studies. 

Equation (2.26) is used here to find the sensitivity of system output to input 

parameters. For example, the impact 𝑂1 of parameter 𝑥1 on output y under 𝑐𝑎𝑠𝑒1 is 

calculated as: 

𝑂𝑥1 =
𝑋1

𝑌1
∗ |

𝑌1 − 𝑌𝑏𝑎𝑠𝑒

𝑋1 − 𝑋𝑏𝑎𝑠𝑒
| =

8

88
∗

|88 − 60|

|8 − 6|
= 1.273                   (2.43) 

 Similarly, 𝑂𝑥2  and 𝑂𝑥3  under 𝑐𝑎𝑠𝑒1  can be calculated as 0.842 and 0.615, 

respectively. The result ranks parameter 𝑥1  as the most influential parameter. 

However, when 𝑐𝑎𝑠𝑒2 is considered, the corresponding impact 𝑂𝑥1, 𝑂𝑥2 and 𝑂𝑥3 are 

0.6, 1.0 and 0.2, respectively. This means for 𝑐𝑎𝑠𝑒2, 𝑥2 has now been calculated as 

the most influential input parameter. The limitation of local OAT method is unveiled 

by this simple case study. 

 

Table 2.2 Input and output values 

𝑐𝑎𝑠𝑒1 𝑐𝑎𝑠𝑒2 

Step Input Output Step Input Output 

1 (6, 6, 6) 60 1 (4, 4, 4) 32 

2 (8, 6, 6) 88 2 (2, 4, 4) 20 

3 (6, 8, 6) 76 3 (4, 2, 4) 16 

4 (6, 6, 8) 52 4 (4, 4, 2) 40 
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2.5.4.2 Application of the Morris Screening method 

 

For the application of the Morris Screening method, the base value has been set as 

(6, 6, 6) for input parameters (𝑥1 , 𝑥2 , 𝑥3 ), the level is r=5. The step size ∆2  is 

calculated by multiplying the value of the range of the inputs and 1/(r-1), in this case, 

∆2= 8 ∗
1

5−1
= 2. A total of 3*5+1=16 simulations are required for this case study. 

Table 2.3 records the input and output values for this case study.  

In Table 2.3, steps involving change in parameter 𝑥1 are highlighted in green, while 

red and purple are used to highlight steps where 𝑥2  and 𝑥3  are changed, 

respectively. The elementary effects 𝐸𝐸𝑝
𝑖 (𝑥) and the mean values of the elementary 

effects µ𝑝
∗  of the corresponding input parameters has to be calculated in order to 

evaluate the impacts on output. For example, the mean value of the elementary 

effect of  𝑥1 is calculated as: 

Table 2.3 Input and output values 

Step Input Output Step Input Output 

1 (6, 6, 6) 60 9 (0, 8, 2) 56 

2 (6, 8, 6) 76 10 (0, 8, 4) 48 

3 (4, 8, 6) 56 11 (0, 8, 6) 40 

4 (2, 8, 6) 44 12 (0, 6, 6) 24 

5 (2, 8, 4) 52 13 (0, 6, 4) 32 

6 (2, 6, 4) 36 14 (0, 4, 4) 16 

7 (2, 6, 2) 44 15 (2, 4, 4) 20 

8 (0, 6, 2) 40 16 (4, 4, 4) 32 

Change 𝑥1 Change 𝑥2 Change 𝑥3 
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𝜇𝑥1 =
|56 − 76| + |44 − 56| + |40 − 44| + |20 − 16| + |32 − 20|

5 ∗ 2
= 5.2     (2.44) 

Similarly, the mean values of elementary effects of 𝑥2  and 𝑥3  are 8 and 4, 

respectively. In this case, the Morris Screening method successfully identified 

parameter 𝑥2 as the most influential parameter for this simple model, with 𝑥1, and 𝑥3 

to be the second and third influential parameters. This ranking result is as expected 

considering the form of the numerical model expressed as (2.42). The application of 

the Morris Screening method in power system stability related analysis has been 

demonstrated extensively in Section 5.3.2 of the thesis. 

 

2.5.4.3 Application of the Pearson Correlation Coefficient method 

 

For the application of Pearson Correlation Coefficient method, the input parameters 

are considered as uncertainties which follow a normal distribution with a mean value 

of 4 and standard deviation of 0.033 (3σ=10%). The input dataset is sampled for 

100 times in order to obtain a sufficient representation of the uncertain parameters. 

Equation (2.30), (2.31) and (2.32) have been used when generating script in 

MATLAB for the analysis. The same simple numerical example given by (2.42) has 

been used. The Pearson Correlation Coefficient method gives the ranking of the 

input parameters as 𝑥2(0.6815) > 𝑥1(0.5837) > 𝑥3(0.3568) based on their influence 

of system output y. The result agrees with the Morris Screening method and is true 

to what is expected from the simple numerical model. 

 

2.5.5 Summary on Sensitivity Analysis Methods 
 



Chapter 2: Modelling and Analysis of Uncertain Power Systems 

 

 
97 

 

The previous study [18] provides a graphical representation of the work principle of 

the different categories of the sensitivity analysis methods discussed in two 

dimensions, as shown in Fig. 2.10 [18]. There are major differences between the 

sensitivity analysis methods from the perspective of the handling of the variables. 

The OAT method changes one parameter at a time within a small interval around its 

nominal value. The Morris screening method generates a multidimensional 

trajectory through the search space. The Correlation Coefficient method is designed 

to handle thousands of random generated samples within the search space. The 

Sobol indices method generates samples in a symmetrical geometric orientation. 

The demonstrations and results in section 2.5.4 present a numerical explanation of 

commonly used sensitivity analysis methods. The applications of these sensitivity 

analysis methods on power system stability analysis can be extended based on the 

principles and characteristics discussed in this research.  

2.6 Summary 
 

In this chapter, the power system analysis methods are discussed considering their 

key characteristics. The probabilistic modelling techniques of the uncertain 

parameters and their corresponding implementation scenarios are introduced. The 

performance of deterministic and probabilistic approaches is compared. Modern 

 

Fig.  2.10 Graphical representation of the sample generation technique of SA methods [18] 
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power system consists of large number of interconnected new technologies whose 

operation is highly temporal and spatial dependent. These new technologies 

increase both operational and parametric uncertainties in a network. The variability 

exhibited by these new technologies voids traditional deterministic stability analysis 

since the ‘worst-case scenario’ analysis of the network may lead to an overly 

conservative system design. A probabilistic approach to network stability 

assessment is getting steadily adopted by researchers to be applied to all types of 

stability studies. The most commonly used simulation methods are Monte-Carlo 

simulation, Cumulant-based method and probabilistic collocation method, as stated 

in Section 2.4. Finally, the sensitivity analysis methods which can be used for power 

system stability analysis are introduced and discussed, and the application of the 

most common methods has been illustrated on a simple numerical example. 
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Chapter 3 : Test Network and 

Simulation Techniques 

 

 

 

 

In this study, all simulations are performed on a PC with Intel(R) Core™ i7-4770 

CPU @3.40GHz and 16.0 GB of RAM. The simulations are performed with two 

major software platforms, Matlab R2015a and DIgSILENT PowerFactory 2017 SP1 

(x64). The probabilistic modelling of input uncertainties and the calculation of the 

probabilistic load flow are performed through the OPF solver within MATPOWER, 

Matlab [159]. The P-V curve calculation, modal analysis, and RMS simulation for 

stability analysis are performed in DIgSILENT PowerFactory. The obtained outputs 

of different stability studies are processed within Matlab environment. 

 

3.1 Test System Configuration 
 

The test network used in this paper is a modified version of the IEEE 68-Bus test 

network. It represents the reduced model of NETS-NYPS (New England Test 

System-New York Power System). This model was introduced in [160] and used 

extensively in [161]. There are 16 generators and 68 buses in the network. The test 

network is divided into 5 sections with Generators G1-G9 located in NETS and 

Generators G10-G13 located in NYPS. G14, G15, and G16 separate as 3 
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equivalent areas connected to NYPS. G9 is equipped with a fast-acting static exciter 

(IEEE ST1A) and power system stabilizer (PSS). Other generators use slow 

exciters (IEEE DC1A). Speed governor systems are installed on all generators. G1 

includes a GAST speed governor, G2-G8, G10-G16 contain IEEE G1 (steam 

turbine) and G3 and G9 contain IEEEG3 (hydro turbine). The test network is rated 

to provide an active power generation capacity of 17.26 GW (1 p.u.). Integration of 

renewable generation is simulated by using 7 equivalent wind generators and 7 

equivalent PV generators, which are connected to 7 system buses (buses 60, 57, 

68, 26 of NETS, and buses 53, 33, 17 of NYPS). The selection of the locations of 

the RES generation plants in the test system is made considering their potential 

effect on network dynamic behaviour. For example, RES plants are connected to 

bus 17 near the reference machine, bus 33 near critical generator G11, buses 26 

and 68 near critical generator G9, and buses 60, 57 and 53 near the tie lines 

between NETS and NYPS area of the test network. All the synchronous generators 

are represented by the six-order dynamic models (listed in Table A.3, Appendix A.3). 

 

Fig.  3.1 Modified IEEE 68-Bus NETS-NYPS test system with RES generations 
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Transmission lines are modelled with the standard π circuit. Further data of the test 

network including parameter modelling are detailed in Appendix A. 

Fig. 3.1 shows the layout of the test network. There are two types of Renewable 

Energy Sources (RES) used in the test network. The wind turbines are modelled as 

Doubly Fed Induction Generators (DFIGs) and the PV plants are modelled as Full 

Converter Connected Generators (FCCs) [162, 163]. The detailed control structures 

for the employed models can be found in Appendix B. The Grid Code of National 

Grid requires that generators should be able to operate between a 0.85 lagging 

power factor and a 0.95 leading power factor under rated active power generation 

conditions [164]. Hence the reactive power generation limit of the synchronous 

generators within the test network is set between -33% and 62% of the active power 

generation. 

 

3.2 Probabilistic Modelling of Uncertain Input Parameters 
 

In order to represent the operational conditions in a network with RES generation 

and uncertain loading demands, this research employs the probabilistic modelling of 

system loads, wind speed and solar irradiation as uncertain parameters. Table 3.1 

illustrates the employed probabilistic distribution for selected system uncertainties 

and their corresponding model parameters. Past studies indicated that normal 

distribution is commonly used for modelling load uncertainty [4, 165, 166], hence 

adopted in this study.  Similarly, uncertainties caused by variation in wind speed and 

solar irradiation for wind farm and PV plants were commonly modelled with Weibull 

[8, 9, 116] and Beta distribution [119, 167], respectively. The normal distribution is 

typically represented by mean (µ) and standard deviation (σ), Weibull distribution by 

scale parameter (α) and shape parameter (β), and beta distribution by shape 
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parameters (a) and (b). The level of uncertainty of 10% adopted for modelling load 

uncertainty is the typical load forecast error. For Weibull and beta distribution the 

parameters follow a similar level of uncertainty as that for the load [4]. [18] includes 

3 levels of uncertainties including low (1% variation), medium (5% variation) and 

high (10% variation). The model parameters for Weibull distribution under low and 

medium level of uncertainties are 𝛼 = 3.1, 𝛽 = 8.8 and 𝛼 = 2.5, 𝛽 = 9.9. The model 

parameters for Beta distribution under low and medium level of uncertainties are 

𝑎 = 23.5, 𝑏 = 1.3 and 𝑎 = 17.5, 𝑏 = 1.3. The model parameters are calculated based 

on the selected level of uncertainties. It was found though, that the level of 

uncertainties does not affect the ranking of critical parameters for small-disturbance 

stability analysis. 

 A total of 49 uncertain input parameters including 35 loads, 7 wind farms and 7 

solar farms have been modelled probabilistically in this study. 

Table 3.1 Probabilistic distribution and model parameters of system uncertainties of the test network 

Uncertain Parameter 

Probability 

Distribution 

Probabilistic Model 

Parameters 

Level of Uncertainty 

Load Demand (%) Normal 3𝜎 = 10% 𝑜𝑓 𝜇 

High (10%) 

Wind Speed (𝑚𝑠−1) Weibull α=2.2, β=11.1 

Solar Irradiation 

(𝑘𝑊𝑚−2) 

Beta a=13.7, b=1.3 

 

3.3 Classical Exponential Load Model  
 

The static exponential load models are used in this research for the modelling of 

system loads. The international survey on load modelling among CIGRE Work 
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Group members between 2010 to 2012 suggested that the constant real and 

reactive power load model (constant P/Q) is the most widely used load model for 

steady state power system studies [168]. A simplified version of the exponential 

load model with neglected load dependence on frequency is used in this study, 

given by equation (3.1) and (3.2) [169]. 

                      𝑃 =  𝑃𝑛(
𝑈

𝑈𝑛
)𝑘𝑝𝑢                                                                (3.1) 

                                       𝑄 =  𝑄𝑛(
𝑈

𝑈𝑛
)𝑘𝑞𝑢                                                               (3.2) 

where 𝑃 and 𝑄 are the real and reactive power drawn by the load at voltage 𝑈 and 

frequency 𝑓, 𝑃𝑛 and 𝑄𝑛 are the real and reactive power drawn under rated voltage 

(𝑈𝑛.
). The exponents 𝑘𝑝𝑢 and 𝑘𝑞𝑢 describe the change in load demand in response 

to variations in the supply voltage. If the voltage exponents in (3.1) and (3.2) are set 

at 0 and 2, the load exhibits constant power or constant impedance characteristics, 

respectively. 

This study also includes the polynomial load model, as shown in equation (3.3) and 

(3.4). 

 𝑃 = 𝑃𝑛 [𝑝1 (
𝑈

𝑈𝑛
)
2
+ 𝑝2 (

𝑈

𝑈𝑛
)
2
+ 𝑝3]                                               (3.3) 

𝑄 = 𝑄𝑛 [𝑞1 (
𝑈

𝑈𝑛
)
2

+ 𝑞2 (
𝑈

𝑈𝑛
)
2

+ 𝑞3]                                               (3.4) 

This load model is often referred to as a ‘ZIP MODEL’, as it consists of constant 

impedance (Z), constant current (I), and constant power (P) load components. The 

parameters 𝑝1  and 𝑞1 , 𝑝2  and 𝑞2 , 𝑝3  and 𝑞3  represent the proportion of constant 

impedance load, constant current load, and constant power load, respectively. The 

sum of parameters 𝑝1, 𝑝2 and 𝑝3 are 1 p.u. The sum of parameters 𝑞1, 𝑞2, and 𝑞3 

are 1 p.u as well. 
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3.4 Monte-Carlo Stopping Rule 
 

In this thesis the Monte-Carlo simulation is used to generate the dataset of the 

uncertain input parameters. The MC simulation requires a certain number of 

repeated random sampling of uncertain data in order to represent the stochastic 

behaviour of system parameters. The (3.5) determines the number of required 

Monte Carlo runs [170]. 

ɛ >

[
 
 
 
 {𝜙−1 (1 −

𝛿
2
) · √

𝜎2(𝑋)
𝑁 }

�̅�

]
 
 
 
 

                                                (3.5) 

In (3.5), ɛ  is the sample mean error, 𝜙−1(·) is the inverse Gaussian conditional 

probability distribution with a zero mean value and a one standard deviation value, 

𝜎2(·) is the variance of a sample, 𝛿 is the required confidence level, and �̅� is the 

mean of the samples. 

Previous studies on the IEEE 68-Bus NETS-NYPS test system indicated that for 

transient stability studies the sampling number required for a 5% sample mean error 

with 99% confidence interval is 6000 simulations [163]. Also, it was found that 1000 

simulations are required for small disturbance stability studies with a 0.3% sample 

mean error and 99% confidence interval [128]. For voltage stability, 1000 

simulations are required for a less than 2% sample mean error and a 99% 

confidence interval. Therefore, 6000 simulations are run in this study to ensure the 

required accuracy. 

Figs. 3.2, 3.3 and 3.4 show the error-vs-simulation-time curves for Monte Carlo 

simulations of small-disturbance, transient stability analysis, and voltage stability 

analysis, respectively, as a function of the numbers of simulations. 
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Fig.  3.2 Error-vs-Simulation-time curve for small-disturbance stability analysis 

 

 

Fig.  3.3 Error-vs-Simulation-time curve for transient stability analysis 

 

Fig.  3.4 Error-vs-Simulation-time curve for voltage stability analysis 
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3.5 The Optimal Power Flow Calculation 
 

This study runs an OPF (Optimal Power Flow) calculation in order to achieve 

conventional generation re-dispatch. The renewables (RES) are not considered in 

the OPF formulation. The system loading and RES generation are produced 

randomly for each Monte Carlo simulation (with a given mean and standard 

deviation). The renewables are then treated as negative loads and in each iteration 

the conventional generation dispatched active power is calculated according to 

equation (3.6). 

𝑃𝑐𝑜𝑛 = 𝑃𝑙𝑜𝑎𝑑 − 𝑃𝑅𝐸𝑆                                                   (3.6) 

In such a case, the OPF calculation is performed for the given loading scenario to 

minimise the total cost of conventional generation. The generators are subject to the 

standard cost function, as presented by (3.7) [159]. 

𝐶𝑜𝑠𝑡 = 𝑐0 + 𝑐1𝑃𝑔 + 𝑐2𝑃𝑔
2   $ ℎ𝑜𝑢𝑟⁄                                      (3.7) 

The cost coefficient values for each generator are given in Table 3-2. For 

generators G1 to G9, these are adopted from [171], while for the remaining 

generators G10 to G16, these have been derived to achieve nominal generator 

outputs close to the standard power flow solution. The constraints on active and 

reactive power for each generating unit are also shown in Table 3.2. All bus 

voltages were constrained to between 0.9 and 1.1 pu. 

The above mentioned OPF function and the parameters in Table 3.2 [159, 172] are 

integrated in the OPF calculation option in the Matpower 5.1 toolbox. The 

conventional generation dispatches are calculated by executing the Matlab codes.  
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Table 3.2 Data for optimal power flow solution with IEEE 68-bus test network 

Generator Bus 𝑐0 𝑐1 𝑐2 𝑃𝑚𝑎𝑥(𝑀𝑊) 𝑃𝑚𝑖𝑛(𝑀𝑊) 𝑄𝑚𝑖𝑛(𝑀𝑉𝐴𝑟) 

G1 53 0 6.9 0.0193 375 100 -100 

G2 54 0 3.7 0.0111 817.5 100 -100 

G3 55 0 2.8 0.0104 975 100 -100 

G4 56 0 4.7 0.0088 948 100 -100 

G5 57 0 2.8 0.0128 757.5 100 -100 

G6 58 0 3.7 0.0094 1050 100 -100 

G7 59 0 4.8 0.0099 840 100 -100 

G8 60 0 3.6 0.0113 810 100 -100 

G9 61 0 3.7 0.0071 1200 100 -100 

G10 62 0 3.9 0.0090 750 100 -100 

G11 63 0 4.0 0.0050 1250 500 -100 

G12 64 0 2.9 0.0040 1687.5 500 -100 

G13 65 0 2.5 0.0019 4488.8 2000 -100 

G14 66 0 3.3 0.0033 2231.3 500 -100 

G15 67 0 3.8 0.0050 1250 500 -100 

G16 68 0 3.5 0.0014 5000 3000 -100 
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3.6 Summary 
 

This chapter introduced the test network configuration and the required parameters 

for simulations in order to give an overall introduction on the tools and platforms 

used for the research. The test network layout has been shown in Fig. 3.1. The 

modelling of network parameters (generators, lines, load flows, RES generation) are 

briefly discussed. Probabilistic modelling of system loads, wind speed and solar 

irradiation have been introduced and their corresponding model parameters are 

illustrated in Table 3.1. This research includes static exponential load models for 

stability related analysis. The dynamic load models are not included in this study as 

the focus of the thesis was the identification of critical parameters (including loads 

and RES generation) affecting power system stability. The simple static exponential 

load models are easy to implement and understand for the purpose of validating the 

proposed approach of this research. The static exponential load models are simple 

in structures and have few parameters. Compared to complex dynamic load models 

with more parameters, they benefit from a clear correlation pattern and greatly 

improve the efficiency when correlated loads are used for the analysis. This chapter 

also numerically specified the number of simulations required for different types of 

stability analysis when Monto-Carlo method is used. The conventional generators’ 

cost functions and the corresponding optimal power flow calculation are required to 

set up initial conditions for probabilistic power system stability analysis are also 

discussed.  
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Chapter 4 : Probabilistic Ranking of 

Critical Parameters Affecting Voltage 

Stability 

 

 

 

This section of the thesis presents a probabilistic method for the identification and 

ranking of critical uncertain parameters affecting power system voltage stability 

analysis. Renewable generation technologies with stochastic natures have been 

widely utilized in modern power systems. The uncertainties in generation together 

with highly flexible customer load demand bring challenges to system voltage 

stability. These threats require assessments of questions like ‘which part of the 

system is mostly likely to collapse’ and ‘which uncertainty will have the largest effect 

on system dynamic behaviour’. By answering these questions, one can provide 

references for the system planners and operators on system stability margin and 

monitoring requirements. The Monte-Carlo method is applied first to 

simulate/replicate system behaviours considering different input uncertain 

parameters. The influence of uncertainties in load demand, renewable generation 

and load models, are investigated separately. The load buses are ranked based on 

the sensitivity of bus voltage to increased system load. The critical and stiff buses 

are selected from the ranking. Finally, by comparing ‘nose-area’ covering, the effect 

of proposed uncertain parameters on system voltage stability can be evaluated. 
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The proposed methodology for this section includes the following steps: 

i. Selecting case studies. 

ii. Ranking of the load buses for each selected case study based on their 

loadability against a specified uncertain input parameter. 

iii. Selecting three weak and three strong buses from the ranking above. 

Check if the rankings remain the same in all case studies. 

iv. Investigating the distributions of nose points (voltage stability limits) to 

evaluate the effect of uncertain parameters on voltage stability analysis. 

v. Change load models to see their influence on system voltage stability 

studies. 

The parameter ‘loadability’ in this section refers to the average active power 

difference of a load bus between the nose point (voltage collapse point) and initial 

operating point. 

 

4.1 Case Studies 
 

The loading demand of a power system is not constant in the real-world operation. 

This can lead to a variation in system operating conditions. In order to ensure the 

employed study cases can cover most of the system operating conditions, the 

annual loading curve of NETS-NYPS is introduced as shown in Fig. 4.1. This curve 

contains the real data collected from real power system for the duration of one year. 

In Fig. 4.1, the y-axis is the system loading factor measured in per unit. The test 

system can withstand a maximum loading demand of 1.318 p.u (base case). This is 

calculated as the maximum active power the test network can provide before 

voltage collapses at any load bus within the network. Any operations beyond that 

limit would result in OPF calculation not converged (system rated operation point is 
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treated as 1p.u, 17.26GW). The x-axis is the duration of demand measured in hours 

(from 1 to 8760 hrs in a year). For any loading factor 𝐿𝑖  on the curve, the 

corresponding duration of demand 𝑡𝑑𝑒𝑚𝑎𝑛𝑑 means that the system load is no less 

than 𝐿𝑖 for 𝑡𝑑𝑒𝑚𝑎𝑛𝑑 hrs. For example, when the system loading factor is at 0.568 pu, 

the corresponding duration of demand is at 2190 hrs, this means the system is 

operating at no less than 0.568 pu for 2190 hrs. When Monte Carlo method is used 

the annual loading curve can be simplified into sectors within which the load model 

parameters can be varied around a nominal value with specified uncertainty. In this 

research the annual loading curve is sampled at 12 different sections of demand as 

shown in Fig. 4.1 and Table 4.1. The samples are sectored every 10% of the 

duration of demand, except for sectors 1 (1%) and 2 (5%) where the curve is very 

steep and sector 12 (5%).  

 

 

Fig.  4.1 The Annual loading curve for the test network 
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Two points on the curve, rated system operation point (second sector) and minimum 

system demand (fifth sector, without generator disconnection), are selected based 

on Table 4.1 with system loading factors to be 1p.u and 0.568p.u, respectively. In 

order to analysis the effect of RES generations on power system voltage stability 

studies, 30% of the generation is replaced by RES plants. Three loading scenarios 

are selected: Peak, High and Low load with 100% of system loading, 75% of system 

loading and 40% of system loading, respectively. Table 4.2 show cases of the 

system loading scenarios selected for this section. Peak loading has been 

considered as the base case scenario. In order to identify the weak buses in the 

system, the system loading is increased in steps until the weakest bus experienced 

voltage collapses. A peak load scenario cannot be analysed since it is not possible 

to increase system loading beyond the system maximum loading. Only high and low 

load scenarios have been analysed corresponding to a stressed system loading 

condition and a moderate system loading condition, respectively.  

 

Table 4.1 Operation points obtained from annual loading curve based on duration of demand 

Sectors 1 2 3 4 5 6 7 8 9 10 11 12 

𝑡𝑑𝑒𝑚𝑎𝑛𝑑 (%) 0 1 6 15 25 35 45 55 65 75 85 95 

LF (p.u) 1.318 1.027 0.726 0.627 0.568 0.518 0.486 0.465 0.432 0.387 0.346 0.314 

 

 

 

Table 4.2 Loading scenarios selected for the test network 

Loading Scenarios System Loading Proportion of Renewables 

Peak Load 100% 15% 

High Load 75% 20% 

Low Load 40% 33% 
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The detailed arrangement of the case studies in this section is shown in Table 4.3. 

The case studies are selected based on the principle that only one category of the 

uncertain parameters can be simulated as variable at one time. This allows a 

comparison between the effects of different uncertain parameters on the system 

voltage stability study. A total of 9 case studies are proposed. The case studies are 

separated into 3 groups: case studies 1-3, case studies 4-6 and case studies 7-9. 

The analyses of case studies 1-3 can rank the effects of uncertainties within wind 

farm generation, solar plant generation and load demand on the power system 

voltage stability study under a stressed operation condition. The analyses of case 

studies 4-6 provide the ranking of the effect of the employed uncertainties at a 

 

Table 4.3 Case Studies 

Case Study 1 2 3 

Operating condition 
Loading level = 1 p.u. 

Loading Factor Variable Constant 

Wind Speed Constant Variable Constant 

Solar Irradiation Constant Variable 

Load Model Constant Power 

Case Study 4 5 6 

Operating condition 
Loading level = 0.568 p.u. 

Loading Factor Variable Constant 

Wind Speed Constant Variable Constant 

Solar Irradiation Constant Variable 

Load Model Constant Power 

Case Study 7 8 9 

Operating condition 
Loading level = 0.568 p.u. 

Loading Factor Variable Constant 

Wind Speed Constant Variable Constant 

Solar Irradiation Constant Variable 

Load Model Constant Impedance 
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moderate operation condition. For case studies 7-9, the constant impedance load 

model is used instead of the constant power load model in case studies 1-6. This 

allows an investigation of the effect of different load models when performing 

voltage stability related studies. 

 

4.2 Ranking of load buses 
 

For each of the case studies stated above, the loading of all the system load buses 

is increased simultaneously until voltage of one of the bus collapses. The average 

values of the voltage difference between 𝑉𝑖𝑛𝑖𝑡𝑖𝑎𝑙 and 𝑉𝑛𝑜𝑠𝑒 for each system load bus 

can then be obtained (𝑉𝑑𝑖𝑓𝑓 = 𝑉𝑖𝑛𝑖𝑡𝑖𝑎𝑙 − 𝑉𝑛𝑜𝑠𝑒 ). The load bus with the largest or 

smallest 𝑉𝑑𝑖𝑓𝑓 is considered as the weakest or strongest bus, respectively. The step 

size for system load increase is set to be adaptive. It will decrease before reaching 

the voltage stability limit. The initial step size is set at 0.5% pu, the maximum step 

size is set at 5% pu, while the minimum step size is 0.01% pu.  The Monte-Carlo 

simulation is repeated 1000 times within each study case to ensure a 99% 

confidence that the difference between the true and sampled mean values is less 

than 1% of the true mean value, based on the Monte Carlo stopping rule discussed 

in Section 3.4 of the thesis. 

 

4.3 Distribution of the nose-points 
 

The analysis of the system behaviour to different uncertain parameters is performed 

by the investigation of the distribution of nose-points. For each category of the 

uncertainty selected, a group of 1000 P-V curves are plotted. With the identification 
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of critical and stiff buses in different case studies, the data of total system load and 

voltage at collapse points is obtained and considered as nose-points. The nose 

points for 1000 Monte-Carlo simulations are then plotted into one scatter plot to see 

the effect of different uncertain parameters on system voltage stability. The size, 

shape and location of the nose-points distributions indicate the system’s sensitivity 

to their corresponding uncertain input parameter. The probabilistic distribution 

functions of the voltage and active power of the scatter plot can also be obtained. 

 

4.4 Change of load models 
 

The effect of load models on system voltage stability behaviour can be investigated 

by employing different load models. This study uses constant power (P type loads) 

and constant impedance (Z type loads) load models. These two load models are 

among the most frequently used load models and can represent some household 

appliances and office equipment. Many loads with large ratios of resistive to 

inductive consumption are modelled as constant impedance load, for example 

heaters, ovens and dryers [173, 174]. Devices supplied through power electronic 

conversions are normally modelled as constant power loads, for example computers 

and monitors [174]. The constant power load models can be taken off-line by 

voltage protection devices when low-voltage threshold is reached, while constant 

impedance load models can withstand much lower low-voltage scenarios and result 

in late voltage collapse problems compared to P type loads. The comparisons are 

set between study cases 4, 5, and 6 and study cases 7, 8, and 9. 
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4.5 Identification of Critical and Stiff Buses 
 

Table 4.4 below illustrates identified critical and stiff buses for the nine study cases. 

The results obtained in Table 4.4 should be analyzed on a group-of-bus basis 

instead of a single-bus basis. From Table 4.4 it can be observed that the group of 

the most-probable critical buses and the most-probable stiff buses remains almost 

the same under various conditions. The values of 𝑉𝑑𝑖𝑓𝑓 among the identified buses 

within their related groups are quite small. The identified critical buses are 

 

Table 4.4 Identified critical and stiff buses 

Case 

Study 

1 2 3 4 5 6 7 8 9 

Critical 

Bus 

46 46 46 48 48 48 48 48 48 

47 47 47 47 40 40 40 40 47 

48 48 48 40 47 47 47 47 40 

Stiff Bus 
21 21 21 24 24 24 24 24 24 

28 28 28 21 21 21 21 21 21 

50 50 50 28 28 28 28 28 28 

 

 

Fig.  4.2 The identified critical and stiff buses for the test network 
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highlighted in Fig. 4.2 (red square for critical buses, green triangle for stiff buses). 

This indicates that the buses in the NYPS area of the network are more susceptible 

to voltage collapse compared to buses in other parts of the system. The selection of 

critical and stiff buses of the test network is based on the probability of them   

experiencing voltage collapse for the chosen case study. For example, the buses 

whose voltage collapses first most of the time, i.e., buses that are most likely to 

experience voltage collapse, are identified as critical buses sensitive to the 

variations of loads connected to them.  

 

4.6 Illustrative results 
 

In this section, the scatter plots of nose-point area distributions are plotted as shown 

in Fig. 4.3, 4.4 and 4.5. From Fig. 4.3, 4.4 and 4.5, it can be observed that the 

clusters of nose points present different behaviour in terms of intensity, shape and 

location. Since the nose points are obtained when the system stability limit is 

reached, a wider spread nose-area will represent a larger variance in the voltage 

stability margin, hence a larger effect of parameter in question on system voltage 

stability analysis. In other words, the uncertain parameter causing a wider spread 

nose-area can have a greater effect on system voltage stability studies. In each of 

the case study groups, the nose-point distributions for a single uncertain parameter 

(orange circle for loading, yellow star for wind speed and purple diamond for solar 

power) are plotted against all uncertainties at one time (blue cross). By investigating 

the shapes for different distributions, we can find that the shapes for distribution of 

all uncertainties are almost identical with the most-effective uncertainty, only with 

some offset in position. This phenomenon, on the other hand, proves that the 

identification of the critical parameters following the proposed procedure is valid. It 
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also proves that the identified parameters do have the dominant effect on power 

system voltage stability related studies.  

Therefore, it can be said that among the three uncertain parameters considered in 

this study, when the system operation point is at a higher value (1p.u, 75% of 

system peak loading), the uncertainty in the variance of the loading factor is the 

most critical one, followed by uncertainty caused by wind speed and solar irradiation. 

However, the influence of wind speed on system voltage stability can increase 

rapidly and overtake the loading factor as the most important parameter when the 

system is operating at a lower demand (0.568p.u, 40% of system peak loading), as 

can be seen by comparing Figs. 4.3 and 4.4. 

The effect of load models on system voltage stability analysis can be obtained by 

comparing Figs. 4.4 and 4.5. It is obvious that a system with a constant impedance 

load model i.e., more flexible loads can cause the system voltage collapse at a 

much higher total power and operate safely at lower voltage, compared to systems 

with constant power load models.  

In the wider context of uncertainties considered, it has, however, been found that 

load models do not affect the ranking of critical buses.  
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Fig.  4.3 Scatter Plot for Case Studies 1-3 

 

Fig.  4.4 Scatter Plot for Case Studies 4-6 

 

Fig.  4.5 Scatter Plot for Case Studies 7-9 

 



Chapter 4: Probabilistic Ranking of Critical Parameters Affecting Voltage Stability 

 

 
120 

 

4.7 A Quantitative Analysis of the Nose-Point Distributions 
 

The quantitative analysis of results for the above case studies can be produced by 

generating probabilistic density functions (pdfs) based on nose-point distributions. 

Normal Distribution pdfs have been applied to the nine case studies in two 

dimensions, Voltage and Power. The obtained pdf parameters are listed in Table 

4.5. Parameters µ𝑃[𝐺𝑊]  and µ𝑉[𝑝. 𝑢]  represent the most-probable collapse of 

Power and Voltage, respectively. Parameters 𝜎𝑃[𝐺𝑊]  and 𝜎𝑉[𝑝. 𝑢]  represent the 

standard deviation of the pdfs on the Power and Voltage axis, respectively. The 

ranking of critical uncertain parameters can be easily derived from Table 4.5 by 

comparing the values of 𝜎𝑃[𝑀𝑊] and𝜎𝑉[𝑝. 𝑢]. The results are found to be the same 

as in previous two sections. Fig. 4.6 uses scatter plots of all 9 study cases to 

visually illustrate the results in Table 4.5. The clusters of points (‘clouds’) in Fig. 4.6 

are plotted based on the parameters of the pdfs obtained from the 9 case studies. A 

total of 9 clusters of points are plotted. Each cluster contains 1000 nose-points 

obtained through the performed Monte-Carlo simulation for different case studies. 

For example, the clusters in the top-right corner are nose-points for study cases 1, 2 

and 3 discussed in this section of the thesis.  

 

Table 4.5 Quantitative analysis results 

PDF 

parameters 

µ𝑷[𝑮𝑾] 𝝈𝑷[𝑮𝑾] µ𝑽[𝒑. 𝒖] 𝝈𝑽[𝒑. 𝒖] 

S
tu

d
y
 C

a
s
e
s

 

1 21.20 0.07 0.90 0.00 

2 21.12 0.05 0.90 0.00 

3 21.17 0.01 0.90 0.00 

4 13.39 0.13 0.87 0.01 

5 13.85 0.14 0.87 0.02 

6 13.42 0.01 0.87 0.00 

7 20.04 0.11 0.50 0.01 

8 20.30 0.70 0.51 0.02 

9 20.08 0.09 0.50 0.00 
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4.8 Summary 
 

In this chapter of the thesis, a probabilistic based ranking of the critical uncertain 

parameters based on their influence on power system voltage stability is presented. 

Two types of load model, constant power and constant impedance, are connected 

to the system for the investigation of the effect of load models on system voltage 

stability. The uncertain input parameters in the form of load demand, wind power 

generation and solar power generation, are introduced to the test network in order 

to simulate the stochastic operation conditions of a modern power system. The 

critical and stiff buses in the test network are first identified considering different 

study cases. The group of load buses 40, 46, 47 and 48, all in the NYPS area of the 

system, is identified as the most-probable critical buses in the test network 

irrespective of which uncertain input parameters and load models are used. System 

operators therefore, should invest more in monitoring equipment around the 

identified critical buses since they appear to collapse before the others under most 

of the conditions.  

For the ranking of different uncertain parameters based on their influence on a 

system voltage stability analysis, it is found that at a higher level of system loading 

 

Fig.  4.6 Scatter plot for illustration propose of Table 4.5 
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the variance in loads has the largest influence on system voltage stability, followed 

by variance in wind speed and solar radiation. However, at a lower level of system 

loading, the variance in wind generation overtakes system loading as the most 

influential uncertain parameter. These findings can provide a reference to the 

system managers and operators when they face different system operation 

conditions and help them to decide how to achieve better monitoring of the network 

with less resource. It is also noticed that at lower loading the system voltage stability 

becomes more affected in general by system uncertainties (of any type).   

Finally, as expected, this study also indicates that the load models can have a 

significant effect on the locations of the system voltage collapse point. Constant 

impedance load models are proved to be a better choice compared to constant 

power load models since they can cause the system to be less prone to voltage 

collapse. The quantitative analysis of the results showed that a system voltage 

stability analysis is more sensitive to the uncertain parameters when constant 

impedance load models are used.  

However, the results obtained in this chapter are only based on the evaluation of the 

effect of three types of uncertain parameters on power system voltage stability 

analysis (loads, wind generation and PV generation). In order to access the effect of 

an individual parameter on power system stability studies, one has to manually set 

case studies for that particular system parameter which would be very ineffective for 

applications in large complex network analysis. More elaborate methods which can 

be quickly and easily applied, and which have the ability to evaluate the effects of 

several uncertain parameters at a time and rank them based on the obtained results 

is required. This research employed the Sensitivity Analysis methods for that 

purpose and the application of these methods are discussed in the following 

chapters.
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Chapter 5 : Voltage and Angular 

Stability Analysis of Uncertain Power 

Systems using Sensitivity Analysis 

Methods 

 

 

 

 

Modern power systems are required to be operated in a flexible, environmentally 

friendly yet efficient manner; they should also have the ability to support fast-

changing load demands as new types of loads can exhibit spatial and temporal 

uncertainties. These requirements can be fulfilled by more sophisticated construct of 

renewable generations, flexible hierarchical control structures, demand side 

management, use of energy storage, etc. The new technologies bring additional 

uncertainties in generation and loading profiles and challenge the stable operation 

of power systems. For the purpose of the safe operation of power systems, it is 

important for system operators to understand to what extend their systems can be 

influenced by the above-mentioned uncertainties. It is also important to establish the 

system stable operation margins from the perspective of power system security 

analysis. This makes the identification of the influential, uncertain input parameters 

within a network very important when we talk about a power system stability 

analysis, especially during the planning and operational stages of modern power 

systems. Sensitivity analysis methods can numerically describe how the system 
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outputs are influenced by the inputs. In this chapter, six commonly used sensitivity 

analysis methods have been first applied to voltage stability analysis of uncertain 

power system and their performances are compared. The Morris Screening method 

has been selected as the best and its application is then extended to power system 

angular stability studies. 

 

5.1 Stability Indices 
 

Power system voltage and angular stability analysis discussed in this thesis 

comprises three categories of stability problems: voltage stability, small-disturbance 

stability and transient stability studies. Different stability indices are required when 

performing its corresponding category of stability analysis. In this research the load 

margin, damping of the critical eigenvalues, and transient stability index (TSI) are 

used as stability indices for voltage, small-disturbance and transient stability 

analysis, respectively. 

 

5.1.1 Voltage Stability Index 
 

Voltage stability problems are commonly found in heavily loaded networks as the 

reactive power provided by the system may not be sufficient to support the user-end 

voltages [33]. A commonly used approach for the assessment of power system 

voltage stability is the P-V curve analysis, where the stability index is the loadability 

(or load margin) of the system [175] as shown in Fig. 5.1. This index indicates the 

maximum active power the network can provide to meet the load demand before 

voltage collapse happens in the system. Fig. 5.2 shows the histogram of the critical 

loadability values obtained from 1000 MC simulations of a probabilistic assessment 
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of power system voltage stability. Figure 5.1 is the same as Fig 2.2 shown in 

Chapter 2 and is reproduced here to help understanding contents of this chapter. 

The fitted probability density function (pdf), corresponding to normal distribution in 

this case, is also plotted in this figure to illustrate the variation in system loadability 

due to the stochastic behaviours exhibited by load and RES.  

 

5.1.2 Small Disturbance Stability Index 
 

For power system small-disturbance stability analysis, the modal analysis is 

employed in this study. The damping of the critical oscillatory mode is used as the 

stability index, as defined by (5.1) [15].  

𝜉𝑖 =
−𝜎𝑖

√𝜎𝑖
2 + 𝜔𝑖

2

                                                                 (5.1) 

In (5.1) 𝜉𝑖, 𝜎𝑖 and 𝜔𝑖 are the damping ratio, damping and frequency of the critical 

eigenvalue. Fig. 5.3 shows the histogram of the damping of the critical 

electromechanical mode obtained from 1000 MC simulations of a probabilistic 

 

Fig.  5.1 The P-V curve 

 

 

Fig.  5.2 Histogram-pdf of nose-point locus for 

voltage stability analysis based on 1000 Monte 

Carlo simulations 
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assessment of power system stability. The histogram is again fitted with a pdf based 

on normal distribution to illustrate the effect of system uncertain parameters on a 

small disturbance stability related study. 

 

5.1.3 Transient Stability Index 
 

Power system transient stability is most frequently analyzed using the time domain 

approach. The transient stability index (TSI) is commonly used as the stability index 

and is given by (5.2) [163, 176, 177].  

𝑇𝑆𝐼 = 100 ∗
360−𝛿𝑚𝑎𝑥

360+𝛿𝑚𝑎𝑥
                                                       (5.2)   

In (5.2) 𝛿𝑚𝑎𝑥 is the maximum rotor angle separation between any two generators in 

the network after a fault. A negative TSI value indicates that the system is unstable. 

The larger the TSI the more stable the system is. Fig. 5.4 presents the histogram of 

the TSI obtained from 1000 MC simulations of a probabilistic power system 

transient stability assessment, and is fitted to a pdf to illustrate the effect of the 

considered uncertain parameters on system transient stability analysis. The TSI 

 

Fig.  5.3 Histogram-pdf of the damping of the critical mode for small-disturbance 

stability analysis based on 1000 Monte Carlo simulations 
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histogram is fitted with normal distribution as before for the ease of comparison, 

though normal distribution clearly is not the most appropriate fit in this case. 

Another commonly used transient stability index is the settling time of the rotor 

angle of each generator. This index is used as the indication of oscillatory stability, 

given by (5.3) 

𝑂𝑠𝑐𝑖𝑙𝑙𝑎𝑡𝑜𝑟𝑦 𝑆𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = |
𝛿𝑖𝑓𝑖𝑛𝑎𝑙 − 𝛿𝑖𝑖𝑛𝑖𝑡𝑖𝑎𝑙

𝛿𝑖𝑖𝑛𝑖𝑡𝑖𝑎𝑙
| ∗ 100%                                (5.3) 

Equation (5.3) measures the magnitude of oscillations of each generator’s rotor 

angle for a period of time after the fault. The system is considered to settle to a new 

steady state if the index value is smaller than 5% [176]. 

The Figs. 5.2, 5.3 and 5.4 are given for illustrative purposes only to show the results 

of probabilistic power system related stability studies. They are obtained by 

performing 1000 corresponding MC simulations for each of the three stability 

studies and for a specific operating condition using the IEEE 68-bus test network 

described in Chapter 3 of this thesis. Different operating conditions (loading level, 

uncertainty level, topology of the network, generation dispatch, etc.) would result in 

different shapes and spread of the obtained histograms and their corresponding 

fitted pdfs. Based on the fitted pdfs, the stability profiles of the test network can be 

 

Fig.  5.4 Histogram-pdf of TSI for transient stability analysis based on 1000 

Monte Carlo simulations 
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analyzed under varied operating conditions. When the stability limits are taken into 

consideration the risk of system instability can be assessed. Fig. 5.5 presents a flow 

chart of the generic procedures used for the probabilistic power system stability 

analysis in this chapter. This approach has been used to plot Figs. 5.2, 5.3, and 5.4 

presented earlier. The procedure contains 5 major steps. At first, the dataset of the 

uncertain parameters is generated through Monte-Carlo simulation. Then the 

conventional generation re-dispatch is calculated with OPF solver. The third step 

involves the voltage and angular stability analysis of the test network. The 

calculated stability indices are then extracted from the raw data (step four) and 

finally fitted with a selected probabilistic distribution function (step five) for the 

demonstration of the network dynamic response to the introduced uncertainties.  

 

5.2 Overview of Sensitivity Analysis Methods for Power 

System Stability Studies 
 

In this section of the thesis, a total of six sensitivity analysis methods are discussed 

with respect to their suitability for identification and ranking of the critical uncertain 

 

Fig.  5.5 Flow chart for combined voltage and angular probabilistic power system 

stability analysis 
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system parameters based on their influence on power system stability analysis. Two 

evaluation dimensions, the accuracy and efficiency of the employed sensitivity 

analysis methods are compared, and their corresponding application scenarios are 

discussed.  

The aim of the comparison is to find a sensitivity analysis approach which is suitable 

to be used for fast implementation in power system stability analysis. By doing this, 

the system stability margin can be established for network with penetration of new 

uncertain technologies. Ancillaries for the purposes of monitoring and fine-tuning of 

the system can be optimally planned and placed, hence reducing the resources and 

investment needed from operators. 

This section presents a summary of some commonly used sensitivity analysis 

methods for the identification and ranking of critical parameters affecting power 

system stability. Voltage stability analysis has been selected and used in this 

section to access the performance of different sensitivity analysis methods when 

applied on power systems. 

 

5.2.1 Selected Sensitivity Analysis Methods 
 

This section employs six widely used sensitivity analysis methods for the 

identification and ranking of critical parameters affecting system stability of a power 

system with renewable generations: 

i. The One-at-A-Time (OAT) method in the category of local sensitivity 

analysis methods. The One-at-A-Time (OAT) method is a linear 

regression-based approach. Its effectiveness is limited to linear 1st 

degree models which are considered to be with low-complexity. The 
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simulation time and computational resources it requires are low since 

only n+1 simulations are required for a system with n uncertainties. 

ii. The Morris screening method (MSSA) belongs to the category of 

screening sensitivity methods. The Morris Screening method is suitable 

for implementation on non-monotonic, discontinuous models. These 

models are classified as high-complexity models due to their non-linear 

nature and inherent correlation between variables. However, by using a 

semi-global sampling approach this method only requires very little 

simulation time. 

iii. The Pearson Correlation Coefficient method (PCCE) falls in the category 

of global sensitivity analysis methods. This is a linear regression-based 

approach, similar to the One-at-A-Time method. This method is usually 

found to be used on linear models. It is the most commonly used 

approach in science and engineering [147]. The model complexity this 

method can be applied to, and the number of simulations this method 

requires, are both considered moderate. 

iv. The Spearman Correlation Coefficient method (SCCE) is also in the 

category of global sensitivity analysis methods. This method provides a 

nonparametric measure of rank correlations. It assesses how well the 

relationship between two variables can be described using a monotonic 

function. This method has been often applied to continuous and discrete 

ordinal models to access the monotonic relationship between variables. 

v. The Partial Correlation Coefficient method (Partial) belongs also to the 

category of global sensitivity analysis methods. This method is a rank 

regression-based approach which is capable of measuring the degree of 

association between two random variables when the effect of a set of 

controlling random variables is removed. 
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vi. The Sobol Total Indices method (Sobol) is also one of global sensitivity 

analysis methods. This is a method which can be used on non-

monotonic, non-linear, discontinuous models. Due to the detailed global 

search through the variables, the simulation time required for this method 

is very long. 

Fig. 5.6 presents the relative computational effort and permissible model complexity 

of the discussed sensitivity analysis methods. It should be noticed that the more 

simulations performed, the more accurate the simulation results are considered to 

be due to a more detailed representation of the input matrix. 

 

5.3 Application of Sensitivity Analysis methods on Voltage 

Stability Analysis 
 

In general, the identification and ranking of the critical parameters affecting voltage 

stability requires 3 major software platforms for the modelling and analysis of the 

test network. The steps involved are: 

 

Fig.  5.6 Relative computational effort and complexity of the sensitivity analysis techniques 
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i. The probabilistic modelling and sensitivity analysis sampling of input 

variables, which are calculated in MATLAB. 

ii. The Optimal Power Flow calculation for conventional generation re-

dispatch, which is performed in the MATPOWER toolbox included in 

Matlab. 

iii. The P-V curve analysis, which is performed in DIgSILENT PowerFactory. 

The first step of the analysis will generate stochastic datasets for the uncertain input 

parameters. It determines the system input parameter value matrix which can be 

used in the OPF calculation. This is done within MATLAB through Monte-Carlo 

simulations. In this section, the MATLAB code containing the sampling of 

uncertainties in load demand (with Normal Distribution), wind generation (with 

Weibull Distribution) and PV generation (with Beta Distribution), are established. 

The level of uncertainty is set to be 3σ = ±10% of μ with Normal Distribution or 

equivalent when other distributions are used. This specific level of uncertainty was 

chosen since it represents a typical wind generation forecasting error over a 24-hour 

time horizon [178]. In this study the level of uncertainty for all 3 uncertain 

parameters is controlled to be the same in order to compare their influence on 

power system voltage stability.  

The next step is to perform the Optimal Power Flow calculation within the test 

system through the MATPOWER toolbox for conventional generation re-dispatch 

purposes. In this step the generator operating condition with parameters like 

apparent power S, active power P and voltage V, are calculated. The bus loading on 

all system load buses is determined and the amount of renewable power generation 

is generated. The above data is then extracted in order to generate the input files for 

system stability analysis.  

The above two steps are performed within the MATLAB platform. For a different 

sensitivity analysis approach the sampling number of uncertain parameters can be 
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different, hence leading to different system operating conditions, number of 

simulations and corresponding sampling times. With each different operating 

condition the solution of Optimal Power Flow is different. The accuracy of the 

analysis is strongly related to the number of simulations performed. The more points 

sampled for input uncertain parameters within the uncertain domain, the more 

accurate the analysis results will be. 

The third step of the analysis is the P-V curve calculation through power system 

dynamic simulation software, DIgSILENT PowerFactory. The P-V curve calculation 

is a commonly used method for finding the voltage collapse point of a power system. 

In this step the DIgSILENT PowerFactory takes in the previous generated system 

component parameters. The system is then stressed under a continuous increment 

in all bus loading until the system comes to its breaking point (where voltage 

collapse happens). The system load at that breaking point is considered as the 

loadability limit and the value is recorded for sensitivity analysis as an output matrix. 

The last step of the analysis is the sensitivity analysis which unveils the influence of 

different uncertain parameters on system loadability margins. This step is performed 

again within the MATLAB platform by manipulating the employed sensitivity analysis 

methods. In this step the correlation coefficient between input parameters obtained 

through step 2 and system loadability obtained through step 3, are crosschecked. 

The system uncertain parameters with a higher correlation coefficient score are 

considered to be more influential when performing system voltage stability related 

studies.  

Fig. 5.7 illustrates the steps required for the application of sensitivity analysis 

methods to power system stability-related studies in the available simulation 

environment.  
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Fig. 5.7 above presents a flow chart for the applied sensitivity analysis procedure. 

Red boxes indicate the contained steps are performed in Matlab platform. Green 

box involves the use of MATPOWER solver. And steps within purple box are 

performed in DigSILENT PowerFactory. The interactions between different 

platforms involve data to be extracted from one platform and inserted to the 

following platform. Hence data management is important in this study. 

 

5.3.1 Performance of the Sensitivity Analysis Methods 
 

In this subsection of the report, the previously mentioned six sensitivity analysis 

methods are used for the ranking of critical system parameters affecting system 

voltage stability and the corresponding ranking results are demonstrated. The 

performance of the sensitivity analysis methods when applied to voltage stability 

assessment is discussed. Two case studies are designed and implemented in this 

section with different loading levels considered. The loading levels have been set to 

 

Fig.  5.7 Flow Chart for the Ranking Procedure 
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1 pu for high loading scenario and 0.6 pu for average loading scenario. Table 5.1 

contains the renewable generation penetration level for the two case studies. The 

RES penetration levels are calculated based on the proportion of them supporting 

total system load, e.g., 30% penetration level means that 30% of the load is 

supplied by RES. It should be noted that the RES penetration level in case of 

average load scenario is higher than that of high load scenario as the system load 

decreases while the number of connected RES remains the same.  

 

5.3.1.1 Ranking of System Uncertain Parameters (High Loading Scenario) 

 

Previous studies and the results obtained from Chapter 4 have already pointed out 

that with different system loading levels the system voltage stability limits can be 

different [39, 179]. In this case study, a relatively high loading level at 1 p.u is used. 

This can simulate system behaviour when a network is heavily loaded at its rated 

generation capacity and find the corresponding voltage stability margin of a stressed 

network. 

Table 5.1 The RES Penetration Level for Different Case Studies 

 Total System 

Load (MW) 

Conventional 

Generation 

Capacity (MW) 

RES 

Generation 

Capacity 

(MW) 

RES 

Penetration 

Level 

High Load Scenario 

(1pu) 

21136 15634 5502 26% 

Average Load 

Scenario (0.6pu) 

14219 7837 6381 45% 
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Fig. 5.8 uses histograms to illustrate the ranking of critical parameters when 

different sensitivity analysis methods are used. The histograms can visually 

illustrate how sensitive the system voltage stability margins (as output variables) are 

to the uncertainties in different individual system uncertain parameters (as input 

variables). The effects of 35 bus loadings, 7 wind generation and 7 PV generation 

on system load margin have been recorded and illustrated by the height of the bars 

in the Fig. 5.8. The height of the bars in the histograms represents the weighted 

score given to individual input parameters by different sensitivity analysis methods. 

The range of the weighted ranking score varies between 0 to 1 for all the employed 

sensitivity analysis methods, where a score of 0 means the corresponding input 

 

Fig.  5.8 Ranking of uncertain parameters through 6 sensitivity analysis methods under high 

loading scenario 
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variable has no influence on the output. A higher sensitivity analysis score means 

the output variance is more sensitive to the change of the corresponding input 

variable. In this case, the critical parameters for a power system voltage stability 

analysis can be identified and ranked based on the height of the bars. It can be 

observed that for this case study (1 pu loading level), all the employed sensitivity 

analysis methods pick No. 10 as the most influential parameter. The OAT method 

failed to identify the influence of RES generation on power system voltage stability, 

while all the other employed sensitivity analysis methods are able to illustrate the 

importance of RES generation. It is not surprising to observe a nearly identical trend 

in histograms for the Pearson and Spearman Correlation Coefficient methods as 

they share the same approach for variable sampling. The results obtained through 

the Morris Screening Method and the Partial Correlation Coefficient method share 

the same trend with the Pearson and Spearman methods which highlight the 

importance of parameters no. 10, 25, 35 and 40. The Sobol total indices method 

performs the most samplings and uses the longest simulation time. Its massive 

sampling through the research space makes it the most accurate in terms of 

importance measuring of input parameters. The results obtained through Sobol 

approach agree with the global and the screening method by identifying the same 

trend of important parameters. It also reflects that the other sensitivity analysis 

methods are over-weighting some of the parameters. This can result in the different 

ranking of the parameters between sensitivity analysis approaches. This is not to 

deny the accuracy of other sensitivity analysis methods, though. They can select 

almost the same top 10 influential parameters as Sobol method (No. 10, 11, 23, 25, 

26, 36, 37, 40, 41, 42, 47, 48, etc.), though not in exactly the same ranking order. 

The identification of top 10 influential parameters out of 49 considered parameters 

in total is good enough for power system voltage related studies. It will be shown in 

Section 5.3 of the thesis that the power system stability margin is only affected by 
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the top several influential parameters. The power system stability margin under 

different operation conditions therefore can be accessed based on the 

characteristics of only those selected influential parameters.  

Table 5.2 shows the top ten identified system critical parameters obtained from the 

six different Sensitivity Analysis approaches. In this table the numbering of the 

parameters on the histograms are mapped to the actual system parameter in the 

test network shown in Fig. 5.8. These rankings are obtained with respect to the 

variation of the system loadability. It can be observed that all six Sensitivity Analysis 

methods are capable of identifying the same most influential uncertain parameter: 

the load variation on bus 17 (No. 10 uncertainty in Fig. 5.8). However, the limitation 

of the OAT method underestimates the influences of PV and wind generations. It 

only picks the wind generation connected to bus 53 among its top 10 ranking, 

 

Table 5.2 Top 10 identified system critical parameters under high loading scenario 

 OAT Morris PCCE SCCE Partial Sobol 

Parameter Name (Parameter No. in Histograms) 

R
a
n

k
in

g
 

L17 (10) L17 (10) L17 (10) L17 (10) L17 (10) L17 (10) 

L18 (11) L18 (11) L18 (11) L18 (11) L18 (11) L18 (11) 

L41 (25) W68 (38) W33 (41) W33 (41) L42 (26) W33 (41) 

L42 (26) L42 (26) S33 (48) S33 (48) L41 (25) W53 (40) 

L64 (7) L41 (25) W53 (40) W53 (40) W33 (41) L42 (26) 

L39 (23) W33 (41) S53 (47) S53 (47) W53 (40) W60 (36) 

L44 (27) L39 (23) L42 (26) L42 (26) L39 (23) L41 (25) 

L45 (28) L44 (27) L41 (25) L41 (25) L44 (27) W17 (42) 

L61 (6) S33 (48) W60 (36) W60 (36) W60 (36) L39 (23) 

W53 (40) L61 (6) S60 (43) S60 (43) L45 (28) L44 (27) 

 
L= Bus Loading, W= Wind Farm, S= PV Farm, Numbering correspond to system 

buses in Fig. 5.8 
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compared to the benchmark ranking produced using Sobol method, it over-estimate 

the influence of some system loads over RES generation on voltage stability. The 

ranking obtained through the Morris screening method, though simple to implement 

and computationally non-expensive, is capable of identifying 7 out of 10 of the same 

critical parameters as the Sobol Total Indices method. The exact same top 5 

important parameters between the Pearson Correlation Coefficient method and the 

Spearman Correlation Coefficient method in Table 5.2 are as expected since they 

share the almost identical evaluation mechanism. They can identify 7 out of 10 top-

pick parameters compared to Sobol approach. The Partial Correlation Coefficient 

method shares the same accuracy level with its correlation coefficient counterparts 

by picking up 8 out of 10 of the same critical parameters as the Sobol Total Indices 

method. Under this loading scenario, the renewable generation accounts for 26% of 

the generation in the system. This is a relatively high penetration level for RES 

generations, hence we can see the sensitivity analysis methods tend to pick up the 

RES generations as influential parameters. Compared to the results obtained in 

Chapter 4 of the paper, the implementation of sensitivity analysis methods to the 

stability-related study is a great improvement as the effect of individual parameters 

can be analyzed instead of the effect of a group of parameters.  

 

5.3.1.2 Ranking of System Uncertain Parameters (Average Loading Scenario) 

 

In this case study, a relatively low loading level of 0.6 p.u is used. The RES 

penetration level, according to Table 5.1, is nearly 50% of system total generation 

capacity. This can simulate system behaviour when a network is moderately loaded 
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at 60% of its rated generation capacity with high penetration level of RES 

generations and find the corresponding voltage stability margin. 

Fig. 5.9 employs the same methodology as the previous section for the ranking of 

the critical parameters in a power system which affects system voltage stability. The 

importance of individual parameters is illustrated using histograms. The rankings 

result from six sensitivity analysis methods compared in terms of accuracy against 

Sobol approach. The abbreviations in the histograms have the same meaning as 

those in Fig. 5.8. 

 

Fig.  5.9 Ranking of uncertain parameters through 6 sensitivity analysis methods under average 

loading scenario 
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Since the system loading demand is reduced in this case study compared to the 

high load scenario in the previous section, the generation provided by conventional 

generators is reduced proportionally. The renewable generation now accounts for 

45% of the total generation capacity of the system. Under this operational condition, 

all of the proposed sensitivity analysis methods are capable of demonstrating the 

importance of increased renewable generation penetration on parameter rankings 

since the wind generation connected to bus 17 is now identified either as the most 

important or topmost important parameter for voltage stability analysis. By 

comparing the height-of-bars trends shown in Fig. 5.8 and 5.9, it can be clearly 

observed that sensitivity analysis methods are giving high ranking scores to the 

renewable generation as their penetration levels-increase under the average 
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loading scenario. The results, however, also emphasise the importance of load 

demand uncertainties of bus 17 and 18 as the sensitivity analysis methods all give 

L17 and L18 a relatively high score for the ranking.  

Table 5.3 lists the top ten identified system critical parameters from the results 

obtained by using six different Sensitivity Analysis approaches when a test network 

is under average loading. It can be concluded that 3 out of the 4 global sensitivity 

analysis methods rank the wind generation connected to bus 17 as the most 

influential input parameter. This time the OAT method is able to identify almost the 

same parameters selected by global methods and it also demonstrate the impact of 

an increased proportion of renewable generation. However, it still over-estimates 

the impact of some system loads due to the limitation of its local search space. The 

 

Table 5.3 Top 10 identified system critical parameters under average loading scenario 

 OAT Morris PCCE SCCE Partial Sobol 

Parameter Name (Parameter No. in Histograms) 

R
a
n

k
in

g
 

L17 (10) L17 (10) W17 (42) W17 (42) L17 (10) W17 (42) 

L18 (11) W17 (42) S17 (49) S17 (49) L18 (11) L17 (10) 

L42 (26) W33 (41) L17 (10) L17 (10) W17 (42) L18 (11) 

L41 (25) L18 (11) L18 (11) L18 (11) L42 (26) W33 (41) 

W17 (42) S17 (49) W53 (40) W53 (40) L41 (25) W53 (40) 

W33 (41) S57 (44) S53 (47) S53 (47) W53 (40) L42 (26) 

W53 (40) W57 (37) W33 (41) W33 (41) W33 (41) L41 (25) 

S17 (49) L42 (26) S33 (48) S33 (48) S17 (49) W60 (36) 

L51 (34) L41 (25) L42 (26) L42 (26) W60 (36) S17 (49) 

L39 (23) W53 (40) W60 (36) W60 (36) L39 (23) W68 (38) 

 L= Bus Loading, W= Wind Farm, S= PV Farm, Numbering correspond to system 

buses in Fig. 5.9 
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result of the Morris Screening method again shows good agreement with global 

methods in identifying the important system parameters. The same conclusion as in 

the previous section can be drawn -- that the accuracy of global and screening 

sensitivity analysis methods is sufficient when it comes to the identification of 

system influential parameters.  

 

5.3.2 Comparison between Sensitivity Analysis Methods 
 

To compare the performances of the six proposed sensitivity analysis methods, a 

three-dimension evaluation approach is employed: 

i. The simulation times required for the application of each sensitivity 

analysis approach. 

ii. The accuracy of the ranking results obtained through different sensitivity 

analysis approaches. 

iii. The permissible system complexity for each sensitivity analysis approach. 

Although there are only 49 uncertain parameters analysed and ranked in the two 

previous sections, for ease of code implementation, the actual number of the 

uncertain parameters considered during the simulation is 66 (there are 17 buses 

that do not have any load connected to them). All the simulations and calculations 

are performed on a PC with an Intel® Core™ i7 processor at 3.4 GHz and 16 GB of 

RAM. The simulation time presented in this study is for demonstration purposes 

only as they can be different on PCs with different settings. The main purpose of the 

comparison between simulation times required by different sensitivity analysis 

methods is to demonstrate the efficiency of the individual SA methods. 
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The simulation times required for different sensitivity analysis methods depend on 

the number of model evaluations the simulation requires on implementation. For a 

system with p uncertain input variables, the simulation times required by the 

proposed six sensitivity analysis methods are shown in Table 5.4.  

In Table 5.4, p represents the number of system uncertain inputs, r represents the 

‘level’ of the Morris Screening method (usually from r=4 to 10), N represents the 

Number of Monte Carlo Simulation.  

Table 5.4 clearly indicates the huge time (required computational cost) differences 

between local, screening and global sensitivity analysis methods. It should also be 

noted that the simulation times required under the average load scenario are longer 

than those under a high load scenario. This is due to the fact that when a system is 

stressed under a low load, it is less vulnerable to voltage collapses compared to the 

high load scenario. The simulation then needs more iterations to increase the 

system load until the system reaches its loadability margin.  

The reason behind voltage collapse (or voltage instability) is that when a system is 

loaded, the system components like the loads will require reactive power in order to 

 

Table 5.4 The number of simulations and computational time required for different sensitivity 

analysis methods 

SA Methods Cost 
No. of 

Simulations 

Time 

(High Load) 

Time         

(Average Load) 

OAT p+1 67 28.86 s 35.81 s 

Morris p*r+1 331 (r=5) 147.49 s 163.01 s 

PCCE N 1000 337.49 s 464.23 s 

SCCE N 1000 337.49 s 464.23 s 

Partial N 1000 337.49 s 464.23 s 

Sobol (p+1)*N 67000 25881.51 s 32714.13 s 
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keep the terminal voltage constant. The main sources of reactive power in the 

testing network are from the synchronise machines. However, synchronise 

machines have capability curves which can limit their reservation of reactive power. 

The system terminal voltage will drop once all reactive power reservations have 

been consumed, this will worsen the network condition because of the lack of 

sufficient reactive power support in the system. In a heavily loaded system, the 

heavily loaded transmission lines will also consume a huge amount of reactive 

power from the system. This will lead to a more vulnerable system compared to a 

lightly-loaded system and even worse, insufficient reactive power support.  

For the assessment of the accuracy of the ranking results, the Sobol Total Indices 

method is considered as the benchmark. The Sobol Total Indices method has been 

proved in the past that it can be very reliable in the case of assessment of non-

linear, non-monotonic models [142, 148]. Table 5.5 presents the accuracy 

evaluation for the six employed sensitivity analysis methods. The identified top 10 

critical parameters by different sensitivity analysis methods are crosschecked and 

their corresponding correlation coefficient against Sobol is calculated. The method 

 

Table 5.5 The correlation coefficient measurement between the ranking results (top 5 critical 

parameters) from different sensitivity analysis methods against Sobol 

SA Method 
Correlation Coefficient      

against Sobol (High Load) 

Correlation Coefficient against 

Sobol (Low Load) 

OAT 20% 80% 

Morris 80% 60% 

PCCE 60% 60% 

SCCE 60% 60% 

Partial 60% 80% 

Sobol 100% 100% 
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with a higher correlation coefficient value against the ranking of the Sobol Total 

Indices method indicates that it can provide a more accurate ranking. It can be 

observed from Table 5.5 that the Morris Screening method demonstrates a 

relatively high agreement to the benchmark Sobol by identifying 4 out of 5 critical 

parameters. The OAT method suffers from its limited local research and achieved 

the lowest accuracy when compared to other SA methods. The global sensitivity 

analysis methods also show good agreements with the Sobol method.  

The presented six sensitivity analysis methods can also be compared from the 

perspective of their effective model complexity level. This has been already 

discussed by previous researchers in [156, 180]. To summarize the past work done 

by researchers, the following conclusions are stated: 

The Morris screening methods and the Sobol Total Indices method are both suitable 

for implementation on Non-monotonic, discontinuous models, which are classified 

as high-complexity models [156]. 

The Partial Correlation Coefficient method and the Spearman Correlation coefficient 

method are rank regression-based. They are effective when applied to monotonic 

models without interactions and considered to be medium complexity methods [148].  

The One-at-A-Time method and the Pearson Correlation Coefficient method are 

linear regression-based. Their effectiveness is limited to Linear 1st degree models 

which are of low complexity [149].  

Fig. 5.10, 5.11, 5.12 employ radar plots to visually illustrate the three-dimensional 

comparisons between the employed six sensitivity analysis methods from the 

perspectives of simulation time, accuracy and permissible model complexity, 

respectively.  
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It can be concluded from the three figures that the Sobol Total Indices method is the 

most accurate sensitivity analysis method among the six approaches employed due 

to its massive search space within the input variables. It is suitable for 

implementation on non-monotonic, discontinuous models, which are classified as 

high-complexity models. However, it requires a huge amount of simulation time and 

consumes the most calculation resources. This makes it unsuitable to be used in 

situations which require fast implementation, like on-line real-time operations. The 

Morris Screening method on the other hand, can achieve a relatively similar 

 

Fig.  5.10 Number of simulations required by each SA method 

 

Fig.  5.11 Accuracy comparison between the six SA methods 

 

Fig.  5.12 The applicable system complexity level for the six SA methods 
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accuracy level compared to Sobol method but only requires around 0.5% of the 

simulation time. It can also be applied on complex high-dimensional, non-monotonic, 

discontinuous system models, of the same complexity as those on which the Sobol 

total indices method can be applied. This makes the Morris Screening method the 

most suitable for implementation in power system stability related studies. The 

identification and ranking of critical parameters for power system stability can be 

easily performed through the Morris Screening method. It exhibits great efficiency 

while maintaining a high level of accuracy when implemented in a complex system 

like the modern power network.  

 

5.3.3 Summary on Sensitivity Analysis Methods Applied to Voltage 

Stability  
 

This section compares sensitivity analysis methods for the identification and ranking 

of critical parameters affecting power system voltage stability. The commonly used 

OAT method, the Morris Screening method, the Pearson Correlation Coefficient 

method, the Spearman Correlation Coefficient method, the Partial Correlation 

Coefficient method and the Sobol total indices method have been compared based 

on their performance when implemented to power system stability related studies.  

The top 10 ranked uncertain system parameters from Table 5.2 and Table 5.3 

indicate that the uncertainty in load connected to bus 17, 18, 40 and 41 always have 

a large influence on system voltage stability margins, no matter what the loading 

conditions are. This is due to the fact that L17, L18, L41 and L42 are the largest 

loads within the test network, with a load size ranging from 1000MW to 6000MW. 

When these 4 loads have the same uncertainty level compared to small loads, the 

actual variation in active power drawn is larger. The rankings also give high scores 
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to the RES parameters connected to system buses 53, 60 and 17. Bus 53 and 60 

are located near the tie-lines between the New England Test System and the New 

York Power System. Bus 17 is connected to the largest load in the test network. 

These system topologies contribute to the high scores presented in the ranking 

results for these uncertainties.  

The impact of system loading levels can be clearly observed by comparing Figs. 5.8 

and 5.9. The decrease in system loading demand is accompanied by an increase in 

the proportion of renewable generation. The ranking methods then give higher 

scores to the uncertain parameters related to renewable generations.   

Table 5.4 and Table 5.5 compare the six sensitivity analysis methods based on their 

corresponding resource consumption and accuracy. The poor performance of the 

local sensitivity analysis method is unfavorable due to the misleading ranking results. 

It is though the fastest approach among the six sensitivity analysis methods 

employed when considering the implementation time. It is however, the least 

accurate due to its limited local search among the uncertain input dataset. The 

Sobol Total Indices method performs best in complex non-parametric models when 

accuracy is considered. However, the high demand of computational effort from the 

global sensitivity analysis methods makes them inefficient for many large-scale 

system applications. The Morris screening method employed in this study delivers a 

similar ranking compared to global methods but takes much less time. It can identify 

7 out of 10 of the same influential input uncertainties as Correlation Coefficient 

methods do but it only takes 1/3 of the time. It is also capable of identifying nearly all 

the influential parameters selected by the Sobol total Indices method while using 

only 0.5% of the computational time required for application of the Sobol method. 

These properties make the Morris screening method ideal for priority ranking of 

input uncertainties in large-scale, complex models. 
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The priority ranking of the influential input parameters based on their impact on 

power system voltage stability can help system operators to allocate appropriate 

monitoring and modelling at selected parameters, and hence increase system 

security from the perspective of voltage stability. The sensitivity analysis methods 

presented in this thesis can be applied in areas like power system planning and 

operation for efficient system analyses.   

 

5.4 Voltage and Angular Stability Analysis using the Morris 

Screening Method 
 

The advanced Morris Screening Method has been proved to be an efficient and 

accurate approach for power system voltage stability analysis. This section expands 

the application of the Morris Screening Method to the priority ranking of critical 

system parameters affecting the angular stability of the network with RES 

generation. It combines and validates the identification of critical parameters 

affecting system stability globally (from the perspective of voltage and angular 

stability). The influence of load models, uncertainty in load demand and RES 

generations on power system stability in general is analysed. The aim is to check if 

a signal parameter or a group of parameters influences the stability of the system 

general. The study is performed on the modified version of the 68-Bus NETS-NYPS 

test network which was introduced in Chapter 3.  

 

5.4.1 The Ranking Procedure 
 

The priority ranking of the system uncertain parameters based on their influence on 

power system stability consists of four major stages:  
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i. Using a proper probability distribution function (pdf) in order to generate 

the input dataset of system uncertain parameters,  

ii. Solving Optimal Power Flow (OPF) to determine the dispatch of 

conventional generations,  

iii. Calculating the corresponding stability index for different categories of 

stability problems,   

iv. Using the sensitivity analysis (SA) method to rank the system input 

uncertain parameters based on their influence on power system stability.  

Fig. 5.13 shows a flow chart of the proposed ranking procedure. The modified IEEE 

68-Bus NETS-NYPS (New England Test System-New York Power System) 

mentioned in Chapter 3 is used as test network in this section. In order to assess 

the system stability behaviour under different loading conditions, a typical daily 

loading curve (shown as Fig. 4.1 of Chapter 4) has been adopted in this study for a 

generic representation of load profile variation during the day. Several points have 

been chosen from the curve in order to simulate the system conditions during a day. 

The selected loading conditions were categorised into low loading (30%, 40%), 

base loading (50%, 60%), intermediate loading (70%, 80%), and peak loading (90%, 

100%) [181]. Equations (5.4) and (5.5) illustrate the relations between the system 

loading  𝑃𝐿, the active power of synchronous generators  𝑃𝑆𝐺, and the active power 

of RES generation 𝑃𝑅𝐸𝑆. 𝑃𝐿𝑅𝐸𝑆 is the penetration level of RES generation in the test 

network and it is an important parameter for system studies with RES generation. 

Table 5.6 lists the operating conditions selected from the daily loading curve and 

their corresponding𝑃𝐿𝑅𝐸𝑆. 
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 𝑃𝐿 = 𝑃𝑆𝐺 +  𝑃𝑅𝐸𝑆                                                           (5.4) 

𝑃𝐿𝑅𝐸𝑆 =
 𝑃𝑅𝐸𝑆

 𝑃𝐿
                                                                 (5.5) 

5.4.2 Implementation of Morris Screening Method 
 

The advanced Morris Screening method is used in this chapter since it is easy to be 

implemented to power system stability related studies. Previous studies have 

 

Fig.  5.13 Flow chart of the proposed methodology 

 
 

Table 5.6 The RES generation penetration level under variable loading demand selected from daily 

loading curve 

Loading Demand 1.0 p.u. 0.9 p.u. 0.8 p.u. 0.7 p.u. 0.6 p.u. 0.5 p.u. 0.4 p.u. 0.3 p.u. 

𝑃𝐿𝑅𝐸𝑆 20% 22% 25% 29% 33% 40% 50% 67% 

 



Chapter 5: Voltage and Angular Stability Analysis of Uncertain Power Systems using SA Methods 

 

 
153 

 

demonstrated the successful utilization of the Morris Screening method on power 

system voltage and small-disturbance stability analysis. This section expands the 

application of the approach for power system transient stability related analysis. The 

implementation of the Morris Screening method involves the calculation of the 

sensitivity indices and the elementary effect of the input parameters. The sensitivity 

indices for the MSSA method are the mean (𝜇∗) and the standard deviation (𝜎∗) of 

the elementary effects (𝐸𝐸𝑝
𝑖 ) of individual input uncertainty, as defined in equations 

(5.6), (5.7) and (5.8) [148]. 

𝜇𝑝
∗ =

1

𝑟
∑|𝐸𝐸𝑝

𝑖 |

𝑟

𝑖=1

                                                              (5.6) 

𝜎𝑝
∗ = √

1

𝑟
∑(|𝐸𝐸𝑝

𝑖 | − 𝜇𝑝
∗ )

2
𝑟

𝑖=1

                                                 (5.7) 

𝐸𝐸𝑝
𝑖 (𝑥) =

[𝑦(𝑥1, 𝑥2, … , 𝑥𝑖−1, 𝑥𝑖 + 𝛥, 𝑥𝑖+1, … , 𝑥𝑝) − 𝑦(𝑥)]

𝛥
                    (5.8) 

in (5.6) 𝜇𝑝
∗  serves as the ranking score for individual input uncertainties. The higher 

the score is, the more influential the corresponding uncertainty is considered. A high 

value of 𝜎𝑝
∗ indicates the corresponding input has a non-linear effect on the output. 𝑝 

is the number of input uncertainties, 𝑟 is the ‘level’ of MSSA (between 4 to 10), and 

𝛥  is the step size determined through 𝛥 =
1

𝑟−1
. This study uses 𝑟 = 10  for an 

accurate sampling among the search space of the input parameters. The MSSA 

method requires 𝑛 = 𝑝 ∗ 𝑟 + 1 simulations. The computational burden is significantly 

lower compared to the conventional GSA method like the Sobol total indices method 

[18]. A total of 661 simulation runs are performed as 66 uncertain parameters for the 

search space were involved. 
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5.4.3 The Ranking Results 
 

5.4.3.1 Priority Ranking for Voltage Stability 

 

Power system voltage stability analysis is performed by running P-V curve analysis. 

During the analysis, the loading level of the test network is varied to account for 

daily load variation, i.e., system load following the daily loading curve [181]. For a 

particular system loading level, e.g., 0.5 pu, the base starting point for load and 

generation is 0.5 pu. The subsequent P-V curves are generated by increasing the 

system loading from this level. All loads are scaled to increase simultaneously 

through an iteration control with adaptive step size. The conventional generation is 

correspondingly scaled up to compensate for the increment in load. The initial step 

size for load increment is set to be 0.5%, the maximum step size is 2% and the 

minimum step size is 0.01%. The step size reduces as the system approaches the 

stability limit. The iterations continue to the point where the load flow calculation 

doesn’t converge anymore, and this point is taken as voltage stability limit (system 

loadability limit). The active power P (MW) and the voltage magnitude V (pu) of the 

collapse points are recorded to obtain the nose-point locus for voltage stability as 

presented in Fig. 5.2. The same process is repeated for all eight system loading 

levels considered, as presented in Table 5.6, to access the system voltage stability 

margin following the variation of the daily loading curve. The index load margin is 

introduced to measure the robustness of the test network under different operating 

conditions. Equation (5.9) is used for the calculation of load margin.  

𝐿𝑜𝑎𝑑 𝑀𝑎𝑟𝑔𝑖𝑛 =
𝑃𝑐𝑜𝑙𝑙𝑎𝑝𝑠𝑒 − 𝑃𝑖𝑛𝑖𝑡𝑖𝑎𝑙

𝑃𝑖𝑛𝑖𝑡𝑖𝑎𝑙
                                       (5.9) 
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In equation (5.9), 𝑃𝑐𝑜𝑙𝑙𝑎𝑝𝑠𝑒 represents the system active power at the collapse point, 

𝑃𝑖𝑛𝑖𝑡𝑖𝑎𝑙 is the initial active power when iteration begins. The larger the load margin is, 

the more robust the system is.  

It should be noted that voltage stability can still be an issue at lower system loading 

conditions. However, the load margin is relatively higher for lower loading levels, in 

other words, the system is less vulnerable to voltage stability issues. For example, 

when the system loading level is at 0.3 pu (30% of the rated generation capacity), 

the load margin is around 1 pu. This means the system under this condition can 

withstand a load demand increment equal to its own generation capacity. And for 

the system at 1 pu loading level, the system can only withstand a load capacity 

increment around 20% of its original capacity. Fig. 5.14 illustrates the system load 

margins at different system load levels. The uncertain parameters which contribute 

to the variation of input dataset for Fig. 5.14 are load uncertainties at 10% 

uncertainty level. 

 

Fig.  5.14 System load margins at different system loading levels 
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Furthermore, the impact of system uncertainties (actual load, wind speed and solar 

irradiation) on power system voltage stability has been assessed through a 

sensitivity analysis approach, the Morris screening method. Fig. 5.15 shows a 

heatmap for the ranking of uncertain input parameters affecting voltage stability 

through MSSA (Morris screening sensitivity analysis) under eight loading conditions 

selected from the daily loading curve. Table 5.7 lists the top 5 identified influential 

parameters, as the change in their values have the dominant influence on system 

loadability variation compared to the rest of the parameters. The validation of this 

statement is presented in detail in Section 5.3.4 of this chapter. The heatmap uses 

different shades of colour (in this case, light blue indicates a low score while dark 

blue represents a high score) to distinguish the difference in ranking scores. It can 

be clearly observed that as the largest load in the system, L17 remains the most 

influential parameter through all loading levels by always displaying the darkest blue 

rectangle in the heatmap. The wind and PV connected to bus 17 also demonstrated 

a high level of impact on voltage stability performance. The penetration levels of the 

RES generation increase in the system when loading level decreases according to 

equations (5.4) and (5.5), as  𝑃𝐿  and 𝑃𝑆𝐺  decrease while  𝑃𝑅𝐸𝑆  is kept constant. 

Hence the uncertainties of RES become more influential and get higher rankings in 

high 𝑃𝐿𝑅𝐸𝑆  (low system loading) cases compared to low 𝑃𝐿𝑅𝐸𝑆 (high system loading) 

cases. This can be observed in the heatmap as the blue squares of RES are getting 

darker when system loading drops. It can also be observed that blue squares 

representing L18, L41, and L42 are relatively dark, as they are identified as 

influential parameters by the sensitivity analysis. 
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Furthermore, it can be seen from Table 5.7, by considering the top 5 identified 

critical parameters that the influence of uncertainties in loads 18, 42 and 41 on 

system voltage stability becomes less important with a higher RES penetration level. 

With a lower RES penetration level, the critical parameters are mostly the large 

lumped loads in the system, such as 𝐿17, 𝐿18, 𝐿42, 𝐿41and 𝐿20 (with a demand of 

6000MW, 2470MW, 1000MW, 1150MW and 680MW, respectively). Table 5.7 also 

reveals that the influence of RES generation on system voltage stability becomes 

important (such as W17, S17, W33, W68, W53 in the three right most columns) with 

lower loading (and at higher penetration of RES). The RES generations connected 

to buses near the tie-lines between NETS-NYPS are more influential on power 

system voltage stability than those connected further away.  

 

Fig.  5.15 Heatmap of ranking for voltage stability index showing different system loading 

  

Table 5.7 Top 5 influential parameters for voltage stability following daily loading curve 

 Variable Loading Conditions Selected from Daily Loading Curve 

 1.0 pu 0.9 pu 0.8 pu 0.7 pu 0.6 pu 0.5 pu 0.4 pu 0.3 pu 

R
an

k
in

g
  

(T
o

p
 5

) 
 

L17 L17 L17 L17 L17 L17 L17 L17 

L18 W17 W17 W17 W17 W17 W17 W17 

L42 L18 L18 W53 S17 S17 S17 W33 

L41 S17 S17 S17 W26 W68 W68 S17 

L20 L20 L20 L18 L18 W53 W33 W53 

 
L=Bus Loading, W=Wind Farm, S=PV Farm, Numbering corresponding to system buses 
in Fig. 5.15 
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5.4.3.2 Priority Ranking for Small-Disturbance Stability 

 

Modal analysis has been used for power system small-disturbance stability analysis 

in this section. Fig. 5.16 shows the heatmap for the ranking of critical parameters 

affecting small-disturbance stability through MSSA under 8 loading conditions 

selected from the daily loading curve. Table 5.8 picks the top 5 critical parameters 

from Fig. 5.16. It can be seen from Fig. 5.16 that the importance of uncertainties of 

RES generation increases as 𝑃𝐿𝑅𝐸𝑆 increases. Loads 17 and 18 are found to have a 

dominant impact on system small-disturbance stability at all loading levels. The 

uncertainty of loads 41 and 42 becomes influential only under high loading 

scenarios where 𝑃𝐿𝑅𝐸𝑆 is lower than 30%, however their influence is diminishing as 

𝑃𝐿𝑅𝐸𝑆increases and the influence (ranking) of wind farms 60, 53, and 33 becomes 

higher. The loads 50 and 51 are also ranked high at higher loading levels, however, 

their importance diminishes when the system loading reduces below 0.9 p.u. Unlike 

the results obtained when voltage stability analysis is performed, this time the size 

of the load no longer dominants the ranking, as load 41 (1000MW) ranks higher 

than load 17, 18 and 42 (6000MW, 2470MW, 1150MW, respectively). This is 

because small-disturbance stability is highly influenced by the loads that are near 

the generator as angular stability is involved.  Load 41 is directly connected to G14 

and connected to G15 through a tie-line. The same placement pattern can also be 

 

Fig.  5.16 Heatmap of ranking for small-disturbance stability index showing different system loading 
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found in L17, 18 and 42. It can also be observed that the influence of RES 

generation becomes relatively high when the 𝑃𝐿𝑅𝐸𝑆 becomes larger than 30%, this 

trend is similar compared to voltage stability analysis. Wind generation in general is 

more influential compared to PV generation. It should be noted that unlike voltage 

stability, the influence of the several top selected parameters are close to each 

other. Both Fig. 5.16 and Table 5.8 indicate that RES generations connected to 

buses 17, 33, 53 and 60 are identified to have the largest influence on power 

system small-disturbance stability. This is worth noting as these buses are located 

near the tie-lines connecting two big power networks. 

 

5.4.3.3 Priority Ranking for Transient Stability 

The transient stability of the system is analyzed through time-domain simulation. 

The transient stability index can be obtained by calculating the rotor angle 

Table 5.8 Top 5 influential parameters for small-disturbance stability following daily loading curve 

 Variable Loading Conditions Selected from Daily Loading Curve 

 1.0 pu 0.9 pu 0.8 pu 0.7 pu 0.6 pu 0.5 pu 0.4 pu 0.3 pu 

R
an

k
in

g
  

(T
o

p
 5

) 

L18 L41 L17 L18 W33 L17 W53 W53 

L17 L17 L18 L42 L18 W33 W33 W60 

L42 L18 L41 L41 L17 W53 L17 W33 

L41 L42 L42 L17 L41 W60 W60 L17 

L51 L50 W17 W17 W53 L18 S53 W17 

 
L=Bus Loading, W=Wind Farm, S=PV Farm, Numbering corresponding to system buses 

in Fig. 5.16 

 

Table 5.9 The RES generation penetration level under variable loading demand selected for transient 

stability analysis 

Loading Demand 1.0 p.u 0.6 p.u 0.3 p.u 

𝑃𝐿𝑅𝐸𝑆 20% 33% 67% 
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displacement between generators after a large disturbance is applied to the system. 

The disturbance considered in this study was a three-phase fault applied on a 

selected fault line followed by the line disconnection. The fault duration was 13 

cycles [182]. (Note that longer than usual fault durations of 13 cycles are adopted to 

ensure a sufficient number of unstable cases within the considered test network. 

Otherwise one would typically consider fault durations of 4-7 cycles at transmission 

system level [33, 182]). The rotor angles of all synchronous generators are recorded 

for 20 seconds after the fault to illustrate the system transient dynamic behaviour. In 

this study several different fault locations were used in order to analysis the effect of 

change of system topology on system transient stability study. Three loading levels 

(1.0pu, 0.6pu and 0.3pu) are selected from the daily loading curve for demonstration 

purposes. Table 5.9 lists the selected system loading levels and their corresponding 

𝑃𝐿𝑅𝐸𝑆 levels. Fig. 5.17. demonstrates the time domain simulation results obtained in 

the test network. The time domain simulation records the rotor displacement of 16 

generators for 20 seconds after the fault. The TSI can be calculated from time 

domain simulations for power system transient stability analysis.  

 

Fig.  5.17 Time domain simulation for the test network when Line 56 is disconnected at 0.3 pu 

loading level 
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There are six transmission lines selected for fault deployment and line 

disconnection. This is to demonstrate the influence of fault location on power 

system transient stability behaviour. The selected six transmission lines are line 12 

(between buses 21 and 68, near critical generator G9), line 56 (between buses 33 

and 38, near critical generator G11), line 42 (between buses 60 and 61, tie-line 

between NETS-NYPS), line 45 (between buses 53 and 54, tie-line between NETS-

NYPS), line 70 (between buses 40 and 41, tie-line between NYPS-G14) and line 72 

 

Fig.  5.18 NETS-NYPS test network with fault lines highlighted for section 5.3.3.3 

 

Fig.  5.19 Heatmap of ranking for transient stability index showing different system loading 
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(between buses 18 and 50, tie-line between NYPS-G16). Fig. 5.18 is the NETS-

NYPS test network with these selected fault lines highlighted in purple.  

Fig. 5.19 uses a heatmap to demonstrate the influence of individual uncertain 

parameters on power system transient stability in different case studies. In Fig. 5.19, 

the heatmap is divided into three sections representing three different system 

loading levels, with rows 1-6 showing the importance ranking of system parameters 

for 1.0 pu system loading, and rows 7-12, and 13-18 for 0.6 pu, and 0.3 pu system 

loading, respectively. Each group of six rows as mentioned above represent the 

results for faults at lines 12, 56, 42, 45, 70 and 72, respectively. For faults on lines 

12 and 56, the uncertainties in large system loads (L17 with 6000MW, L18 with 

2470MW, L41 with 1150MW etc.) are identified as critical across all system loading 

levels. These lines are located closer to critical generators G9 and G11 (from the 

perspective of single-machine unstable cases), which are identified to be the most 

unstable generators in the NYPS and NETS areas due to the fact that they have 

relatively smaller inertia constant. The loss of line 12 and line 56 weakens the 

connections between critical generators and the test network by increasing the 

impedance seen by these generators. However, disconnection of these lines are far 

away from large loads connected to large generators in the network (L17 is directly 

connected to the bus G13 connects, L18 is directly connected to the bus G16 

connects, and L41 is directly connected to the bus G14 connects), hence the 

transient stability of the test network under this operating condition is heavily 

influenced by these large loads. It can also be observed that when the fault is 

applied to line 42, 45, 70 and 72, i.e., further away from critical generators, the 

transient stability of the test network is no longer dominated that much by the large 

loads as the connections between these critical generators and the network are not 

much affected and the general transient stability is enhanced compared to the 

previous two scenarios. In fact, for conditions like the loss of one single tie-line 
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between the two areas, it seems that there are no parameters that can hugely affect 

power system transient stability on their own as no distinguishable patterns can be 

observed from the heatmap. Fig. 5.18 also demonstrates that as the proportion of 

RES penetration levels-increase, the importance of the RES generation increases, 

similar to what was observed for voltage and small-disturbance stability analysis. 

Hence the uncertainties of wind and PV generators are becoming influential when 

system loading levels decrease to 0.6 p.u and 0.3 p.u. Table 5.10 lists the top 5 

critical parameters for transient stability analysis when fault is applied to lines 12 

and 56.  

Table 5.10 Top 5 critical parameters for power system transient stability 

 Fault on line 12 Fault on line 56 

1.0 p.u 0.6 p.u 0.3 p.u 1.0 p.u 0.6 p.u 0.3 p.u 

R
a
n
k
in

g
 

(T
o
p
 5

) 

L17 L17 W60 L17 W17 W60 

L40 W17 W17 W17 S33 L18 

L48 L18 L17 W33 S53 L42 

W17 W53 L18 S33 W68 S60 

W53 W60 L42 S17 W26 S57 

 L=Bus Loading, W=Wind Farm, S=PV Farm, Numbering corresponding to system 

buses in Fig. 5.19 
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This study also considers the effect of fault duration and RES penetration levels on 

test network transient stability performance. The TSI is employed in this section to 

assess general system performance under different pre-fault conditions (loading 

level, RES penetration level, etc.). In addition, the settling time of the rotor angle of 

each generator is employed as an indication of oscillatory stability. The advanced 

MSSA with 661 simulations is used again to obtain the above mentioned two 

stability indices. The average value of the TSI among all 661 simulation runs is 

calculated, and the number of cases where any generator is still oscillating after 20 

sec are recorded, as shown in Table 5.11.  

Table 5.11 Effect of sault duration and res penetration level on transient stability performance 

Fault Line 

RES 

Penetration 

Level 

Fault Duration 

10 cycles 13 cycles 

TSI 
No. of Oscillatory 

Instability 
TSI 

No. of Oscillatory 

Instability 

Line42 

20% 63 9 61 569 

33% 72 661 70 661 

67% 76 661 76 657 

Line56 

20% 61 251 57 509 

33% 70 661 68 661 

67% 77 661 76 661 

Line70 

20% 67 190 72 569 

33% 75 544 75 635 

67% 80 341 80 385 
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In Table 5.11, case studies with faults applied on lines 42, 56 and 70 are illustrated 

for demonstration purposes. The disconnection of line 42 represents the case when 

one of the tie lines between two strongly connected sections of the test network is 

disconnected (a total of 5 tie-lines between NETS and NYPS areas). The loss of line 

56 represents the case when the transmission line near a critical generator (G11) is 

disconnected and weakened the connection between critical generator and the 

network. Fault on line 70 represents the case when the only tie-line between two 

areas is lost (NYPS and G14). Two fault durations, 10 cycles and 13 cycles are 

considered and it can be concluded that the selected fault durations have almost no 

effect on TSI values, which means that the considered test network transient 

stability is mostly determined by its pre-fault condition (Note that longer than usual 

fault durations of 10 and 13 cycles are adopted to generate sufficient numbers of 

unstable cases with the considered test network. Otherwise one would typically 

consider faults lasting 4-7 cycles at transmission system level). However, one can 

still distinguish the slight differences in TSI value between cases when different 

lines are disconnected. For example, when RES penetration level is 20%, the 

disconnection of line 56 is the least stable case with a TSI value of 61 compared to 

63 and 67 when line 42 or 70 is disconnected. The number of the oscillatory 

instability cases when the line 56 is disconnected is also the largest among the 

studies. This makes the case when line 56 near critical generator G11 is lost more 

vulnerable from the transient stability point of view. The reason behind this is the 

low inertia of G11 (H=2.01s) compared to other generators in the NYPS area of the 

test network. The effect of RES penetration levels on test network transient stability 

analysis is also demonstrated in Table 5.11. In this study, the optimal power flow 

calculation will de-load and/or disconnect synchronous generators when loading 

levels decrease. The amount of RES generation is kept constant hence the RES 

penetration level will increase. The lower system loading level results in a higher 
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TSI value though the number of unstable cases first increases and then starts to 

decrease again. For example, for low impedance network (removal of line 42), the 

system transient stability will decrease when RES penetration level increase. This is 

because the RES modelled in this study can provide reactive power support to the 

network, hence in order for generators to maintain constant voltage they have to 

reduce reactive power production as RES have provided enough. The initial steady 

state rotor angle will increase as power factor of the generators will increase, and is 

detrimental to transient stability. For high impedance network (removal of line 70), 

the reactive power support from RES is positive for transient stability. This 

observation highlights the impact that the reactive power operation mode of the 

RES generation can have on power system transient stability analysis. The impact 

can either be negative or positive based on their influence on the reactive operating 

mode of synchronous generators. The actual effect of RES on transient stability is 

determined by the number of de-loaded (the rotational reserve increases while the 

inertia of the system remains the same) and disconnected (the rotational reserve 

and inertia in the system decrease) synchronous generators at the time of fault and 

the ride through characteristics and control settings of RES, hence careful 

consideration of all these parameters is required prior to any generalisation.  

 

 

5.4.4 Validation of Ranking Results Obtained Through Morris Screening 

Method 
 

Previous studies in [18] and  indicated that MSSA delivers an accurate and efficient 

ranking of critical parameters compared to commonly used GSAs. This section of 

the thesis validates the ranking results obtained through MSSA by plotting pdfs of 

the sensitivity indices for different stability analysis when  
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i. All the uncertainties are modelled probabilistically. 

ii. Only the top 5 selected uncertainties are modelled probabilistically.  

Several case studies (𝐶𝑆1-𝐶𝑆8), as listed in Table 5.12, are considered here to 

examine the parameter rankings for voltage and small-disturbance stability analysis. 

The boxplots are used to illustrate the influence of selected (based on their ranking) 

individual uncertain parameters on system stability. The individual parameters 

considered are load 17 (L17), identified as the most critical parameter for voltage 

and angular stability, load 47 (L47) and load 56 (L56) identified as parameters with 

moderate and low influence on system voltage and angular stability, respectively.  

Table 5.12 Proposed case studies for the validation of ranking results 

  Modelled Uncertainties Loading 
Condition 

V
o
lt
a
g

e
 

𝐶𝑆1 ALL 
1.0 pu 

𝐶𝑆2 L17 L18 L42 L41 L20 

𝐶𝑆3 ALL 
0.6 pu 

𝐶𝑆4 L17 W17 S17 W26 L18 

S
m

a
ll-

 
D

is
tu

rb
a

n
c
e

 𝐶𝑆5 ALL 
1.0 pu 

𝐶𝑆6 L18 L17 L42 L41 L51 

𝐶𝑆7 ALL 
0.6 pu 

𝐶𝑆8 W33 L18 L17 L41 W53 

 



Chapter 5: Voltage and Angular Stability Analysis of Uncertain Power Systems using SA Methods 

 

 
168 

 

Figs. 5.20, 5.21 and 5.22 illustrate the system voltage and angular stability 

behaviour affected by selected individual uncertain parameters. It can be seen from 

Fig. 5.20 that the variation of system loadability is affected significantly when L17 

 

Fig.  5.20 Variation of voltage stability index when individual parameter is modelled as 

uncertain (keeping all other constant). 

 

Fig.  5.21 Variation of small-disturbance stability index when individual parameter is 

modelled as uncertain (keeping all other constant). 

 

Fig.  5.22 Variation of transient stability index when individual parameter is modelled as 

uncertain (keeping all other constant). 
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(i.e the most critical load) is modelled as uncertain parameters while keeping all 

other parameters at their constant base value. On the other hand, when L47 or L56 

are modelled individually as uncertain parameters (keeping all others constant) then 

the variations in system loadability are insignificant compared to the previous case. 

The same trend is also observed for small-disturbance and transient stability, as 

shown in Figs. 5.21 and 5.22, respectively. It reveals the fact that identifying critical 

parameters for system stability analysis is very important. System input parameters 

have different levels of influence on stability related studies. This means that if we 

are able to monitor the behaviour of several influential parameters, we can estimate 

the system stability margins accordingly. By doing this the resource and effort can 

be dedicated for the accurate modelling of a small number of important parameters 

only.  

 

The pdfs of the probabilistic load margin and the probabilistic damping of the critical 

mode are plotted in Figs. 5.23 and 5.24 for different loading levels for the purpose of 

the validation of ranking results for voltage and small-disturbance stability, 

respectively. Figs. 5.25 and 5.26 plot the scatter plots for the system dynamic 

behaviour for case studies 1 to 8. It can be seen from Fig. 5.23 that the 

uncertainties of the identified five most important parameters have the same 

(overlapping pdfs for two different loading levels) impact on system voltage stability 

 

Fig.  5.23 pdfs for Case Studies 1 to 4. 

 

 

 

Fig.  5.24 pdfs for Case Studies 5 to 8 
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as combined impact of all uncertain parameters in the system. The same trend can 

be also observed in the scatter plot of Fig. 5.25 where the area of system nose-point 

dispersion for the five influential parameters covers a larger portion of the range of 

system load margin considering all 49 parameters, hence, the criticality of the 

system stability (measured by the system load margin) has been properly captured 

by the identified five most influential parameters. Similar conclusions related to the 

effect of the five most important parameters on small disturbance stability (damping 

of the critical eigenvalue) can be shown from pdfs in Fig. 5.24 and the scatter plot of 

critical eigenvalues shown in Fig. 5.26. The results shown in Figs. 5.23 and 5.25 

therefore, confirm that system dynamic behaviour can be controlled to a large extent 

by tuning/reducing uncertainty of the set of critical parameters only, as the rest of 

the uncertain parameters have significantly lower effect.  

Figs. 5.24 and 5.26 show the results of a comparison of the effect of modelling 

selected numbers of uncertain parameters for small-disturbance stability. Similarly, 

as in Figs. 5.23 and 5.25, it demonstrates that a subset of the most influential 

system parameters (5 in this case) have the dominant impact on power system 

small-disturbance stability and by carefully monitoring and controlling these 

parameters the overall system small-disturbance stability can be improved.  

 

 

Fig.  5.25 Scatter plots for Case Studies 1 to 

4 

 

Fig.  5.26 Scatter Plots for Case Studies 5 to 

8 
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5.4.5 Summary on Application of Morris Screening Method 
 

In this part of the chapter, the advanced Morris Screening Method is used for the 

priority ranking of the uncertain input parameters affecting power system voltage 

and angular stability based on their influence on network stability analysis. The 

results obtained from this study unveil a group of parameters which are considered 

critical to system voltage and angular stability in general. The independent 

probabilistic modelling of uncertainties in system load and RES generation is 

applied to the system input dataset. Large system loads are found to be the critical 

parameters for all types of stability studies when the RES penetration level is lower 

than 30%. Under this circumstance, the variations of the employed stability indexes 

are highly sensitive to the variation of the large loads due to the uncertain load 

forecast error. When the RES penetration level is higher than 30%, the influence of 

the uncertainties in RES generation increases. The uncertainties exhibited in RES 

generation are considered to be more influential for power system voltage and 

angular stability studies in this case. In fact, their influence may become greater 

than large system loads as the system inertia decreases due to conventional 

generator disconnection. It can be observed that a network with a higher penetration 

level of RES generation is more vulnerable compared to a conventional generator-

driven network with less RES penetration. The identification of critical parameters 

influencing system stability helps researchers and system operators to narrow down 

the number of parameters in the system that need to be modelled accurately. This 

helps to reduce both personnel and financial resources required for the planning 

and operation of the network. The variation of system stability margin due to system 

parameter uncertainties can be converted to the critical parameter uncertainty 

margin and controlled by the detailed modelling of the important parameters only. 
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5.5 Summary 
 

In this chapter of the thesis, sensitivity analysis methods have been applied for the 

voltage and angular stability analysis of uncertain power systems. The 

performances of six commonly used sensitivity analysis methods are compared and 

the Morris Screening method has been recommended for power system stability 

studies. The influential parameters of the test network with RES generation have 

been identified and the results have been validated. The large system loads are 

identified to have dominant effect on power system voltage and angular stability. It 

was also found, however, that the RES generation can have notable effect on power 

system stability when network is operating with high RES penetration level. Hence, 

careful consideration of the system stability margin and quantification of the impact 

of RES generation on system dynamic performance is required when large amount 

of RES generation is connected to the network.    
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Chapter 6 : Stability Analysis 

Considering Parameter Correlations 

 

 

 

 

 

The research discussed in Chapter 5 employs independent probability distributions 

for the modelling of uncertain parameters. This means the employed uncertainties 

(load demand, wind generation and PV generation) are modelled individually and 

independently using their corresponding probabilistic distributions. This represents 

the true marginal distribution of the parameters of load, wind, and PV. The random 

sampled data set obtained in this way, however, does not represent the correlations 

among uncertain input parameters within a real system. Network parameters in 

reality like loads and RES plants are actually correlated with each other through 

some patterns. For example, closely located solar farms are influenced by weather 

condition, or consumer-end loads are influenced by the lifestyles of the people living 

in that area. The lack of correlation modelling between network parameters can lead 

to inaccurate representations of the input dataset when performing power system 

stability analysis.  Hence the results of the analysis may not be faithful enough to a 

real-world application [20-24, 128]. This chapter of the thesis intends to unveil the 

importance of accurate correlation modelling between input parameters to power 

system stability related studies.  
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6.1 Intra-Dependence and Interdependence within Parameter 

Groups 
 

The intra-dependence within the employed system uncertain parameters is mainly 

determined by the spatial-temporal factors exhibited by the network parameters. For 

example, the intra-dependence among system loads is linked with factors like the 

weather pattern, the locality of the loads, the temperature variation between loads, 

and the customer daily routine or consumer lifestyles. For system loads which are 

closely located and of similar types, it is very likely that they are highly correlated 

due to the similar consumption pattern between them. On the other hand, for 

different types of consumers, the load-load correlation pattern can be moderate. For 

example, commercial/industry loads can decrease out of working hours, while 

home-based loads will increase as people will turn on home appliances. The intra-

dependence between wind generations can be high if they are closely located as 

the weather pattern can be similar in this case. However, as the distance between 

the wind farms increases, the intra-dependence among them tends to decrease. 

This trend is also true for the PV-PV intra-dependence structure for hourly based 

sampling among solar plants. However, if the sampling rate and the time scale 

becomes longer, the intra-dependence of the PV-PV correlation can increase as it is 

now mainly dependent on day-time duration. 

On the other hand, the interdependence between load and wind can be very low as 

the consumption pattern of the customers is not related to the spatial-temporal 

variability of the wind [183]. For interdependence between PV and load, the 

correlation structure can be moderate as temperature increases due to high solar 

irradiance can lead to an air conditioning load increase accordingly [184]. The 

interdependence between wind and PV is also low as these are two uncertain 

renewable energy sources that both exhibit inherent stochastic behaviour. 
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Generation from wind farms which is related to wind speed is highly dependent on 

weather conditions, while generations from PV panels which is related to solar 

irradiation is mostly time-based (daylight hours). The correlations between the 

studied system parameters are nonlinear and non-Gaussian [185]. This 

characteristic makes linear correlation modelling of the stochastic dependence 

among studied parameters unsuitable and the optimal solutions of power system 

analysis may not be achievable. This study employs Copula theory [128] for the 

purpose of stochastic correlation modelling among system loads and RES plants. 

 

6.2 Copula Theory 
 

The modelling of correlations among studied system parameters can be done 

effectively using the Copula theory [128]. Sklar’s theorem has pointed out that any 

multivariate joint distribution can be expressed by a copula which describes the 

dependence structure between the variables [186]. Different dependence structures 

among the correlated parameters can be modelled by using different copula families. 

A previous study [128] compares the performance of six different commonly-used 

copula approaches, namely (i) Gaussian (ii) Student (iii) Clayton (iv) Frank (v) 

Gumbel and (vi) multivariate joint normal distribution. The application of these 

different copulas to systems with different dimensions are demonstrated in [187].  

These commonly-used copula approaches can be categorized into two copula 

families, namely the Archimedean and the Elliptical Copula. The Archimedean 

copula (for example, Clayton, Frank, Gumbel) is suitable for the representation of 

complicated dependence structures between parameters but is restricted to 

applications in two-dimensional systems only. The Elliptical copula (for example, 

Gaussian, Student t), on the other hand, can be applied to higher dimensional 
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systems. It was reported in [128] that the multivariate Gaussian copula is the most 

effective and accurate approach for the representation of the correlation structures 

between parameters like load demand, wind generation and PV generation for 

power system small-disturbance stability analysis. In [175], the multivariate 

Gaussian copula has been employed for voltage stability analysis. In [25], the 

multivariate Gaussian copula has been successfully implemented for small-

disturbance stability analysis. The multivariate Gaussian copula is applied here for 

the modelling of correlation structures between uncertain parameters for transient 

stability analysis and then for voltage and small disturbance stability analysis. 

In copula modelling, the correlated samples of input parameters are generated 

through four stages from the raw dataset: 

i. Transforming the raw data obtained from real-world operation to the unit 

square using a kernel estimator of the cumulative distribution function. 

ii. Fitting a selected copula to the system raw data in order to obtain the 

copula parameter. 

iii. Generating random samples from the selected copula approach. 

iv. Transforming the random samples back to the original scale of the data. 

Stages (ii) and (iii) are related to the copula approach selected, while stages (i) and 

(iv) are universal for all copula approaches, they represent a normalization of the 

data. Fig. 6.1 shows a flow chart of the steps involved when copula is used for 

correlation modelling of system parameters  

The copula function C can be represented by the multivariate cdf F (cumulative 

distribution function) and the marginal cdf Fi, as shown in (6.1) [188]. 
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𝐶[𝐹1(𝑥1), 𝐹2(𝑥2),… , 𝐹𝑛(𝑥𝑛)] = 𝐹(𝑥1, 𝑥2, … , 𝑥𝑛)                                     (6.1) 

 

6.2.1 Multivariate Gaussian Copula 
 

The multivariate Gaussian (mvG) copula is categorized as an elliptical copula, which 

provides the flexibility to model a system with a higher number of dimensions. The 

mvG is very useful for the modelling of dependent random variables. It is suitable to 

be implemented in cases when there are complicated relationships among the 

variables, or when the individual variables are from different distributions. As power 

system load, wind and solar data follow different probability distributions, the mvG 

has been found to be very efficient in modelling their interdependences [25, 189]. 

The copula function for the mvG copula can be expressed as shown by (6.2) [190]. 

𝐶(𝑢1, 𝑢2, … , 𝑢𝑛; 𝛴) = 𝜙𝛴(𝜙−1(𝑢1), 𝜙
−1(𝑢2), … , 𝜙−1(𝑢𝑛))            (6.2) 

 

Fig.  6.1 Flow chart for copula application on parameter modelling 
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In equation (6.2), Σ denotes an asymmetric, positive definite matrix with diag(Σ)=1, 

ΦΣ is the standard multivariate normal distribution with a correlation matrix Σ, and Φ‒

1(•) is the inverse of the Normal cdf.  

The correlation matrix Σ in (6.2), also known as the covariance matrix, can be 

expressed by (6.3).  

𝛴 = [

𝜌11 𝜌12

𝜌21 𝜌22
⋯

𝜌1𝑛

𝜌2𝑛

⋮ ⋱ ⋮
𝜌𝑛1 𝜌𝑛2 ⋯ 𝜌𝑛𝑛

]                                               (6.3) 

In (6.3), 𝜌 is the linear correlation coefficient between parameters to represent the 

range of different dependence structures. The correlation between the same set of 

data is given by (6.4).  

𝜌11 = 𝜌22 … = 𝜌𝑛𝑛 = 1                                                (6.4) 

Then after substituting (6.4) into (6.3), (6.3) becomes (6.5). 

𝛴 = [

1 𝜌12

𝜌21 1
⋯

𝜌1𝑛

𝜌2𝑛

⋮ ⋱ ⋮
𝜌𝑛1 𝜌𝑛2 ⋯ 1

]                                                 (6.5) 

The covariance matrix can be formed with the Pearson correlation coefficient 𝜌, 

Spearman or Kendall rank correlation coefficient 𝜏 [191]. 

The inverse of the normal cdf Φ‒1(•), as presented in (6.2), has been adopted from 

the theory of univariate random number generation. The inversion method has been 

used here to model the individual variables, which follow different distributions. In 

this study, for example, system load, wind and solar data follow normal, Weibull and 

beta distributions, respectively. The step-by-step procedure for generating 

correlated random samples has been discussed in [25]. 
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6.3 Priority Ranking of Influential Parameters considering 

Load-Renewable Generation Correlation  
 

For the correlation modelling among the studied parameters, raw data from real-

world operation is required to obtain the realistic correlation patterns. The raw data 

of the test system is obtained through the online operator data base [192, 193], 

which records the whole year of operating conditions of loads and RES generation 

in real networks. Real data of 35 loads, 7 wind plants and 7 PV plants are retrieved 

in hourly manner to generate a massive raw data set. Fig. 6.2 is a 49*49 matrix of 

the Pearson correlation coefficients between the 49 studied system uncertainties 

within this study. Fig. 6.2 uses heatmap to demonstrate the correlated network 

parameter structure for the NETS-NYPS test network. The shades of the rectangles 

within Fig. 6.2 represent the correlation between the two parameters crossed at that 

point. The approach behind these heatmaps is also capable of producing a similar 

figure for any raw data set of any test system following Fig. 6.1. In this figure, the 

row/columns 1-35 are load demands, 36-42 are wind speeds and 43-49 are solar 

irradiance. It can be observed that the darkest blue shades appear on the diagonal 

rectangles as the Pearson Correlation Coefficient of a parameter itself is always 1. 

Fig. 6.2 clearly illustrates the intra-dependence and inter-dependence within the 

parameter groups. In Fig. 6.2, five groups of closely located loads can be identified 

through their high intra-dependence structure. For example, the group of loads with 

numbering from 1 to 8 on rows/columns 1-8 is highly correlated with dark blue 

shades on their corresponding rectangles. These load-load intra-dependence 

structures are influenced by the different lifestyles of consumers which depend on 

factors such as weather conditions, location, types of load, etc. The intra-

dependence structures of wind-wind and PV-PV correlations are mainly determined 

by the distance between generation plants. This means closely located RES 
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generation can be highly correlated as the weather pattern tends to be similar. In 

this study, the 7 implemented wind farms are not closely located hence the intra-

dependence between wind-wind is low. For an intra-dependence structure of PV-PV, 

however, when the sampling time scale is relatively long and covers the whole year, 

the PV-PV correlation increases due to the fact that PV generation is now mainly 

dependent on day-time hours. The inter-dependence between load-wind and wind-

PV is low, and this indicates load-wind and wind-PV are very poorly correlated. The 

inter-dependence between load-PV is relatively high, this is true considering that the 

day-time hours will change depending on the seasons and people may turn on the 

heating/AC during the corresponding season.  

 

Fig.  6.2 Stochastic dependence structure of NETS-NYPS load, wind speed and solar irradiance over 

a year 
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In this section, the priority ranking of critical uncertain input parameters affecting 

power system voltage and angular stability is performed through the Monte Carlo 

simulation, with correlations between load and renewable generations considered. 

The results obtained in this section are compared with the results of Chapter 5. The 

multivariate Gaussian copula is used in order to model the correlation structures 

between the load and renewable generations. Fig. 6.3 presents a flow chart of the 

proposed methodology. 

As previous study [128] has indicated, the multivariate Gaussian copula is an 

efficient and accurate method for stochastic dependence structure modelling across 

all levels of RES penetration. Hence the multivariate Gaussian copula was used 

here as well. Fig. 6.4 shows a heatmap which indicates the identified critical 

 

Fig.  6.3 Flow chart of the proposed methodology 
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parameters and the ranking among them when correlation between system 

parameters is considered. 

In order to obtain the correlated network parameters, the steps highlighted in Fig. 

6.1 have been followed. The operating conditions of 35 loads, 7 wind plants and 7 

PV plants for 8760 hours of year 2015 are extracted from on-line database of real-

world operators [192, 193], set as raw data. A kernel smoothing function estimator 

of the cumulative distribution functions has been used to transform the raw data into 

the copula scale dataset (unit square). Then the Gaussian copula has been fitted to 

the dataset and 1000 groups of Gaussian copula random numbers are generated to 

be later used for Monte Carlo power system stability analysis. At the end the 

random samples are transferred back to the original scale of the raw data. It should 

be noted that when generating copula random numbers the numbers are sampled 

from a Uniform (0, 1) marginal distribution, an additional inverse of the CDF 

associated with a normal distribution function is required to obtain the correlated 

system parameters used in this study. 

The first row of the heatmap in Fig. 6.4 illustrates the ranking of the influence of 

system uncertain input parameters on voltage stability through the measurement of 

system loadability variation. The system loading level is at 1 pu. The top-ranking 

parameters appear as groups instead of as single parameters (which was the case 

 

Fig.  6.4 Ranking of critical parameters for voltage and angular stability when correlations between 

input parameters are considered 
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when no correlation was considered among the input parameters). The critical 

parameters are identified as loads on buses 17, 18, 20, 21, 23, 24, 25 and 68. This 

is as expected considering Fig. 6.2, as the above mentioned 8 loads are highly 

correlated to each other. In fact, one can still identify the 5 groups of intra-correlated 

loads through the first row in Fig. 6.4 (loads on buses 53, 55, 56, 60, 61, 64, and 67, 

i.e., loads No. 1-8 in Fig. 6.2; the identified critical loads No. 9-16 in Fig. 6.2; loads 

on buses 26, 27, 28, 29, 33, 36, 39, and 40, i.e., loads No. 17-24 in Fig. 6.2; loads 

on buses 41, 42, 44, 45, 46, 47, 48, and 49, i.e., loads No. 25-32 in Fig. 6.2; loads 

on buses 50, 51, and 52, i.e., loads No. 33-35 in Fig. 6.2). Within the intra-correlated 

group of loads the same level of influence can be observed. Compared to results 

presented in Section 5.4.3.1 where only load 17 is measured to have high impact on 

system voltage stability analysis, now the loads which are highly correlated to load 

17 are also found to be influential. This unveils the importance of correlation 

modelling among uncertain parameters as some parameters might be uninfluential 

on their own, but as they are highly correlated to the influential parameter, they are 

also critical to voltage stability analysis. The uncertain renewable generation shows 

a lower influence on power system voltage stability analysis compared to loads. 

This is true as power system voltage stability is highly influenced by large loads as 

discussed in section 5.4.3, and the load centers which are far away from the 

generators are considered critical. Load 17, which is the largest load in the network 

(6000MW), is significantly larger compared to other loads connected to the test 

network (27 loads are within the range of 100-330MW). 

The second row of the heatmap in Fig. 6.4 shows the ranking of the critical 

parameters identified for small-disturbance stability through the measure of damping 

of critical eigenvalues. Once more the top-ranking parameters appear as groups 

compared to the non-correlated case in Section 5.4.3.2. The critical parameters are 

identified as load on buses 17~25 and 41~49. The same 5 groups of closely intra-
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dependent loads can be observed like first row. Compared to the first row, it is also 

obvious that the influence of loads 41~49 is increasing and gets close to the 

influence of loads 17~25. This is because for the small-disturbance stability the 

loads connected to buses near generators tend to be more influential. As the 

system loading level is at 1 p.u, renewable generation shows low impact on power 

system small-disturbance stability analysis. 

Rows 3-8 of the heatmap in Fig. 6.4 reveal the ranking of critical parameters for 

transient stability through the measure of TSI. Rows 3-8 show the rankings for faults 

on lines 12, 56, 42, 45, 70 and 72, respectively. Unlike the results obtained in 

section 5.4.3.3where no obvious patterns can be observed on the heatmap, this 

time the group of system loads from L41 to L49 is identified as critical parameters 

which have a great influence on transient stability performance. The importance of 

RES is low as the RES penetration level is low when loading level is at 1 p.u. 

Overall Fig. 6.4 demonstrates that the groups of system load from L17 to L25 

(parameter group highly correlated to large system loads L17 and L18) and L41 to 

L49 (parameter group highly correlated to large system loads L41 and L42) have 

the dominant influence over system voltage and angular stability. It can be 

concluded that uncertainties within large loads are the most influential parameters 

for power system stability studies in general. This also unveils that the accurate 

modelling of the correlation between uncertainties should be performed with extra 

care to ensure the accurate state-estimate of the power system.  
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By comparing the ranking of identified critical parameters between Sections 6.3 and 

Section 5.4, the importance of the accurate correlation modelling of system 

uncertain parameters can be demonstrated. Fig 6.5 shows the ranking of critical 

uncertain parameters for voltage and angular stability when correlated and 

independent modelling of parameters are used. The system loading was set at 1 pu 

for all three types of stability analysis performed. For transient stability analysis, the 

results obtained following the removal of line 12 are used for demonstration 

purposes. When independent probabilistic modelling of system parameters is 

applied, the loss of correlation among the system parameters may lead to ignoring 

an important parameter which may not be influential on its own but is highly 

correlated to an influential parameter. It can be observed that when correlation 

structures between parameters are considered, the parameters that are highly 

correlated with already influential parameters will also become important. As shown 

in Fig. 6.2, high correlation can appear between load-load, load-PV, PV-PV and 

wind-wind. This characteristic of realistic system parameters makes the correlation 

modelling of system parameters very important for stability analysis. 

 

Fig.  6.5 Ranking of influential uncertain parameters with/without correlation modelling 
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The probabilistic voltage and angular stability analysis with correlated uncertain 

parameters are also performed in this section for two different system loading levels 

and different RES penetration levels. The system loading levels considered were 

0.3 pu with consequent 𝑃𝐿𝑅𝐸𝑆 62% and the system loading level of 1 pu 𝑃𝐿𝑅𝐸𝑆 =

20%. Fig. 6.6 shows a heatmap for this comparison. One can easily distinguish the 

same correlation patterns between the parameters from this figure. This again 

highlights the importance of the modelling of the correlations between parameters. It 

can also be observed that as  𝑃𝐿𝑅𝐸𝑆  increases, the influence of RES generation on 

angular stability also increases. As far as voltage stability analysis is concerned, 

however, the system dynamic is still dominated by large system loads. In case of 

small-disturbance stability, one can observe the significance of L42-related 

parameters as the small-disturbance of a network is highly influenced by the loads 

that are near generators For power system with high 𝑃𝐿𝑅𝐸𝑆 , the same group of 

influential parameters can still be identified for small-disturbance and transient 

stability analysis, while the large loads still remain the most influential for voltage 

stability analysis.  

 

 

Fig.  6.6 Ranking of influential uncertain parameters with correlation modelling with high/low RES 

penetration levels 
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6.4 Summary 
 

Analysis of real data from the actual network illustrates that a high level of intra-

dependence and inter-dependence exist between system input parameters. Hence, 

the accurate modelling of correlation between parameters has to be considered 

when performing stability analysis. The results presents here reveal the 

disadvantage of independent modelling of system parameters as this approach may 

ignore critical parameters in real-world applications as the critical parameters can 

appear as groups after the input dataset is correlated. Hence, even though some of 

the system parameters may be uninfluential on their own, their variation/uncertainty 

can have a significant impact on system dynamic behaviour due to their correlation 

with other influential parameters.  
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Chapter 7 : Conclusions and Future 

Work 

 

 

 

 

 

 

7.1 Conclusions 
 

This research performs power system voltage and angular stability analysis of the 

system with renewable generation. The network stability margins have been 

assessed when uncertainties are considered. In completing this research, the 

Monte-Carlo has been employed to generate various operation conditions of the test 

network. The sensitivity analysis methods have been implemented for the 

identification of the influential parameters which affect power system stability 

analysis results. This thesis also employs copula methods for the accurate 

modelling of the correlation structures between system variables. The dynamic 

behaviour of the test network when it was subjected to different operating conditions 

are assessed. 

Modern power systems are developed to meet the requirements of the deregulated 

and flexible energy market. Renewable energy-based generations are increasingly 

adopted by power system nowadays for the sustainable development of the society. 

New types of loads like electrical vehicles, LED lighting, heat pumps etc., and 



Chapter 7: Conclusions and Future Work 

 

 
189 

 

storage devices, are connected to networks and their demand increased quickly in 

recent years. Power systems are operated as de-centralized utilities which lead to 

distributed meshed networks with blurry boundaries between transmission networks 

and distribution networks. These new technologies exhibit time and spatial 

uncertainties which add uncertainties to the already complex system operation 

conditions. On the other hand, the electronic-interfaced generation and loading 

technologies which are replacing conventional power plants have weakened the 

robustness of modern power systems in terms of stability. Modern power system 

analysis is no longer about only the generation-load balance, but also takes into 

consideration the reliability, flexibility and economic optimization during operations 

when high levels of uncertainties are involved. All these new additions to modern 

power systems make it important for the researchers and operators to have a clear 

understanding of the impacts these uncertainties may have on networks. This thesis 

provides an approach for the analysis of power system voltage and angular stability 

when renewable generations are connected, and uncertainties are introduced.  

This thesis reviews the deterministic and probabilistic approaches for power system 

analysis. It is clear that deterministic approaches for the assessment of power 

system conditions are no longer suitable for the application on modern power 

systems. They do not take system uncertainties into consideration and may lead to 

overly conservative system designs since they use ‘worst case scenario’ analysis of 

the network. The probabilistic approaches to network stability assessment are 

getting steadily adopted by researchers to be applied to all types of stability studies. 

This thesis uses probabilistic modelling for system uncertain parameters. A review 

of the existing literatures on the modelling of system uncertainties is presented. This 

study employs normal distribution, Weibull distribution and Beta distribution for the 

modelling of uncertainties in load demand, wind generation and PV generation, 

respectively. The Monte-Carlo simulation has been applied on the IEEE 68-bus 
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NETS-NYPS test network for the assessment of the test network dynamic behaviour 

when uncertainties are introduced. A total of nine case studies are established with 

various load models, load levels and considered uncertainties. The weak and stiff 

buses are identified from the perspective of voltage stability. It is found that for the 

established case studies the weak and stiff buses remains the same. System 

managers can devote more monitoring and compensation resources in area of the 

network where the weak buses are to improve the test network voltage stability in 

general. This study also illustrates the influence of the system uncertainties on the 

dynamic behaviour of the test network. It can be concluded that the voltage stability 

is mostly affected by variations in loads when the renewable penetration level is low. 

However, the influence of renewable generations will increase when renewable 

penetration level increases as this can lead to conventional generation 

disconnection. It is also observed that the dynamic behaviour of the test network is 

more influenced at lower loading levels accompanied by conventional generation 

disconnected. The accurate modeling of load models is important as the system 

stability margin can be hugely affected when different load models are employed. 

However, load models have no effect on the ranking of uncertain parameters, nor 

on the ranking of critical buses. 

This thesis proposed a probabilistic approach for the identification of critical 

parameters affecting power system voltage and angular stability. The current 

industry approach for system stability analysis is to develop mathematical models 

for every single power plant within the system and perform simulations to evaluate 

system dynamic behaviour following a disturbance. This can generate huge 

computational burdens as modern power systems are large in size with numerous 

power plants, and the Monte-Carlo simulations require many iterations for accurate 

parameters modelling. This study and many studies before have found out that not 

all the uncertain parameters can have the same effect on power system dynamic 
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behaviour. The dynamic behaviour of a network is dominant by several critical 

uncertain parameters, hence with the accurate modelling of the identified critical 

parameters, the network stability margins can be accurately assessed. This can 

help the system planners and operators to monitor and perform stability analysis 

with minimal resources. 

For the identification of critical parameters affecting power system voltage and 

angular stability, this thesis employs sensitivity analysis methods to the test network. 

It is observed that when the renewable penetration level is low, the critical 

parameters are the large system loads for voltage and small-disturbance stability 

analysis. For transient stability analysis, the ranking of critical parameters will also 

depend on the fault locations, fault durations and pre-fault operating conditions. The 

influence of renewable generation on power system voltage and angular stability will 

increase when the RES penetration level increases. It is validated in this study that 

the identified top 5 critical parameters through sensitivity analysis method are all the 

parameters which need to be modelled accurately for stability analysis on the test 

network, as they contribute the most to the test network dynamic behaviour. This 

thesis proposed the Morris Screening Method for the identification of critical 

parameters affecting power system voltage and angular stability analysis among the 

six employed commonly used sensitivity analysis methods. The Morris Screening 

Method is proved to be efficient and accurate for the implementation on a complex 

system like modern power systems. The characteristic of the Morris Screening 

Method makes the fast and accurate estimation of network dynamic behaviour 

under uncertain operational conditions possible and can be helpful for fast on-

line/real-time power system analysis. 

This thesis represents the first study to include the identification of influential 

parameters affecting different stability problems in order to unveil the group of 
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parameters which are considered critical to system voltage and angular stability as 

a whole. Independent probabilistic modellings of uncertainties in system loads and 

RES generations are applied to a system input dataset. The sensitivity indices 

chosen for voltage, small-disturbance and transient stability are load margin, 

damping of the critical eigenvalues and TSI, respectively. 

The application of Morris Screening method for assessment of the influence of 

uncertain parameters on global system stability is the 1st original contribution of this 

thesis. The Morris Screening method used for the ranking of critical parameters is 

followed by applications of multivariant Gaussian copula for the correlation 

modelling between input parameters. The multivariate Gaussian Copula method has 

been applied in this study for the correlation modelling of the interdependence and 

intra-dependence structures between input parameters load, wind and PV. It is 

observed that the identified critical parameters appear in groups rather than 

individually compared to independent probabilistic modelling of the input parameters. 

This reveals the disadvantages of independent modelling of system parameters 

during real-world network dynamic analysis. This is due to the fact that even though 

some of the system parameters may not be influential on their own, their 

variation/uncertainty can still have a significant impact on system dynamic 

behaviour due to their high correlations with other influential parameters. The large 

system loads and those highly correlated are considered to have critical effect on 

test network voltage and angular stability behaviour. The modelling of correlations 

between different system uncertain parameters for global assessment of system 

stability is the 2nd original contribution of this thesis.  

The large system loads are found to be critical for all types of stability when the RES 

penetration level is lower than 30%. When the RES penetration level becomes 

higher than 30%, the influence of uncertainties in RES generation increases and 
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gets higher as the system inertia decreases due to conventional generation 

disconnection.   

The fast and accurate priority ranking of critical parameters is favoured in power 

system stability related analysis as it can help to narrow down the number of 

parameters which are critical for stable operation of the power system. This can 

help to reduce both personnel and financial resources required. The variation of 

system stability margin due to system parameter uncertainties can be converted to 

the critical parameter uncertainty margin and controlled by the detailed modelling of 

the important parameters only. Building on the approach proposed in this thesis the 

system behaviour under various operation conditions can be mapped into the 

system security operation profile and greatly facilitate stable and secure operation of 

modern power systems. 

 

7.2 Future Work 
 

This thesis has achieved all the aims and objectives discussed in Chapter 1. 

However, there are still some areas where future work can be carried out based on 

the results obtained in this thesis: 

i. The risk-based power system stability analysis to establish the network 

risk profile when different contingencies are introduced. The risk-based 

analyses assess the severity and probability of a selected contingency 

and calculate the risk of the network to experience unacceptable 

operation scenario when the contingency happens. The risk profiles of 

the network generated in this way can help the operators understand 

how far the network is to unacceptable operation condition and make 

decisions for the purpose of power system control and management. 
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This thesis has already assessed the impacts of the system uncertain 

parameters on the stability margins of the test network. The severity 

functions can be generated based on these results. 

ii. The analysis of power system dynamic response for networks with high 

penetration levels of renewable generations. This analysis is extremely 

important for future power system planning and operation as power 

systems are on a steady track towards a sustainable energy driven 

network. The power-electronics interfaced renewable generation 

technologies bring new characteristics in power systems and only 

consider the balance between generation and load is no longer sufficient 

for the state-estimate of a network. The stable operation of a renewable 

generation-interfaced power network requires the control structures to be 

highly-flexible in order to handle high uncertainties in operating 

conditions. The uncertainties in time and space of the renewable 

generations make the energy-storage techniques important when 

planning future power systems. The proposed generalized approach can 

be applied for future network design to identify the critical 

nodes/branches for optimal placement of control structures and devices 

to provide robust network/system stability over the feasible range of 

operating conditions that network will face during the operation.   
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Appendix A: Network Data 

 

This appendix provides the data of NETS-NYPS test network which has been used 

throughout this thesis for dynamic studies. Full system details, generator and exciter 

parameters are adopted from [161] with PSS settings for G9 sourced from [160]. 

 

A.1 Line Impedances 
 

The line impedance data for the network is presented in Table A.1, including 

transformer off-nominal turns ratio (ONR) where applicable. 

Table A.1: Line data for the NETS-NYPS test-network 

From Bus To Bus R (pu) X (pu) B (pu) ONR 

2 53 0 0.0181 0 1.025 

6 54 0 0.025 0 1.07 

10 55 0 0.02 0 1.07 

19 56 0.0007 0.0142 0 1.07 

20 57 0.0009 0.018 0 1.009 

22 58 0 0.0143 0 1.025 

23 59 0.0005 0.0272 0 1 

25 60 0.0006 0.0232 0 1.025 

29 61 0.0008 0.0156 0 1.025 

31 62 0 0.026 0 1.04 

32 63 0 0.013 0 1.04 

36 64 0 0.0075 0 1.04 

17 65 0 0.0033 0 1.04 

41 66 0 0.0015 0 1 

42 67 0 0.0015 0 1 

18 68 0 0.003 0 1 

36 17 0.0005 0.0045 0.32 - 

49 18 0.0076 0.1141 1.16 - 

16 19 0.0016 0.0195 0.0304 - 

19 20 0.0007 0.0138 0 1.06 

16 21 0.0008 0.0135 0.2548 - 
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From Bus To Bus R (pu) X (pu) B (pu) ONR 

21 22 0.0008 0.014 0.2565 - 

22 23 0.0006 0.0096 0.1846 - 

23 24 0.0022 0.035 0.361 - 

16 24 0.0003 0.0059 0.068 - 

2 25 0.007 0.0086 0.146 - 

25 26 0.0032 0.0323 0.531 - 

37 27 0.0013 0.0173 0.3216 - 

26 27 0.0014 0.0147 0.2396 - 

26 28 0.0043 0.0474 0.7802 - 

26 29 0.0057 0.0625 1.029 - 

28 29 0.0014 0.0151 0.249 - 

1 30 0.0008 0.0074 0.48 - 

9 30 0.0019 0.0183 0.29 - 

9 30 0.0019 0.0183 0.29 - 

30 31 0.0013 0.0187 0.333 - 

1 31 0.0016 0.0163 0.25 - 

30 32 0.0024 0.0288 0.488 - 

32 33 0.0008 0.0099 0.168 - 

4 14 0.0008 0.0129 0.1382 - 

13 14 0.0009 0.0101 0.1723 - 

14 15 0.0018 0.0217 0.366 - 

15 16 0.0009 0.0094 0.171 - 

33 34 0.0011 0.0157 0.202 - 

35 34 0.0001 0.0074 0 0.946 

34 36 0.0033 0.0111 1.45 - 

9 36 0.0022 0.0196 0.34 - 

9 36 0.0022 0.0196 0.34 - 

16 37 0.0007 0.0089 0.1342 - 

31 38 0.0011 0.0147 0.247 - 

33 38 0.0036 0.0444 0.693 - 

41 40 0.006 0.084 3.15 - 

48 40 0.002 0.022 1.28 - 

42 41 0.004 0.06 2.25 - 

18 42 0.004 0.06 2.25 - 

17 43 0.0005 0.0276 0 - 

39 44 0 0.0411 0 - 

43 44 0.0001 0.0011 0 - 

35 45 0.0007 0.0175 1.39 - 

39 45 0 0.0839 0 - 

44 45 0.0025 0.073 0 - 

38 46 0.0022 0.0284 0.43 - 

1 47 0.0013 0.0188 1.31 - 

47 48 0.0025 0.0268 0.4 - 

47 48 0.0025 0.0268 0.4 - 
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From Bus To Bus R (pu) X (pu) B (pu) ONR 

46 49 0.0018 0.0274 0.27 - 

45 51 0.0004 0.0105 0.72 - 

50 51 0.0009 0.0221 1.62 - 

37 52 0.0007 0.0082 0.1319 - 

3 52 0.0011 0.0133 0.2138 - 

1 2 0.0035 0.0411 0.6987 - 

2 3 0.0013 0.0151 0.2572 - 

3 4 0.0013 0.0213 0.2214 - 

4 5 0.0008 0.0128 0.1342 - 

5 6 0.0002 0.0026 0.0434 - 

6 7 0.0006 0.0092 0.113 - 

5 8 0.0008 0.0112 0.1476 - 

7 8 0.0004 0.0046 0.078 - 

8 9 0.0023 0.0363 0.3804 - 

6 11 0.0007 0.0082 0.1389 - 

10 11 0.0004 0.0043 0.0729 - 

12 11 0.0016 0.0435 0 1.06 

10 13 0.0004 0.0043 0.0729 - 

12 13 0.0016 0.0435 0 4.06 

1 27 0.032 0.32 0.41 - 

50 18 0.0012 0.0288 2.06 - 

 

A.2 Load Flow Data 
 

Data required to complete load flow is included in Table A.2, G13 connected to bus 

65 is the slack bus. 

Table A.2 Load flow data for the NETS-NYPS test network 

Bus V (pu) Θ (pu) 𝑷𝑮 (MW) 𝑷𝑳 (MW) 
𝑸𝑳 
(MVar) 

1 - - - 252.7 118.56 

3 - - - 322 2 

4 - - - 200 73.6 

7 - - - 234 84 

8 - - - 208.8 70.8 

9 - - - 104 125 

12 - - - 9 88 

15 - - - 320 153 

16 - - - 329 32 

17 - - - 6000 300 

Bus V (pu) Θ (pu) 𝑷𝑮 (MW) 𝑷𝑳 (MW) 𝑸𝑳 
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(MVar) 

18 - - - 2470 123 

20 - - - 680 103 

21 - - - 274 115 

23 - - - 248 85 

24 - - - 309 -92 

25 - - - 224 47 

26 - - - 139 17 

27 - - - 381 76 

28 - - - 206 28 

29 - - - 284 27 

33 - - - 112 0 

36 - - - 102 -19.46 

39 - - - 267 12.6 

40 - - - 36.63 23.53 

41 - - - 1000 250 

42 - - - 1150 250 

44 - - - 267.55 4.84 

45 - - - 208 21 

46 - - - 150.7 28.5 

47 - - - 203.12 32.59 

48 - - - 241.2 2.2 

49 - - - 164 29 

50 - - - 100 -147 

51 - - - 337 -122 

52 - - - 158 30 

53 1.045 - 250 - - 

54 0.98 - 545 - - 

55 0.983 - 650 - - 

56 0.997 - 632 - - 

57 1.011 - 505 - - 

58 1.05 - 700 - - 

59 1.063 - 560 - - 

60 1.03 - 540 - - 

61 1.025 - 800 - - 

62 1.01 - 500 - - 

63 1 - 1000 - - 

64 1.0156 - 1350 - - 

65 1.011 0  - - 

66 1 - 1785 - - 

67 1 - 1000 - - 

68 1 - 4000 - - 
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A.3 Generator Data 
 

The generator data for the test network are presented in Table A.3. 

Table A.3 Generator data for the NETS-NYPS test network 

Ge

n 

P 

(MW) 

Q 

(MVar) 

𝑸𝒎𝒂𝒙 

(MVar) 

𝑸𝒎𝒊𝒏 

(MVar) 

𝑽𝒈 

(pu) 

Base 

(MVA) 

𝑷𝒎𝒂𝒙 

(MW) 

𝑷𝒎𝒊𝒏 

(MW) 

G1 250 0 280 -210 1.045 100 297.5 29.75 

G2 545 0 600 -450 0.98 100 637.5 63.75 

G3 650 0 720 -540 0.983 100 765 76.5 

G4 632 0 720 -540 0.997 100 765 76.5 

G5 505 0 560 -420 1.011 100 595 59.5 

G6 700 0 800 -600 1.05 100 850 85 

G7 560 0 640 -480 1.063 100 680 68 

G8 540 0 600 -450 1.03 100 637.5 63.75 

G9 800 0 880 -660 1.025 100 935 93.5 

G10 500 0 560 -420 1.01 100 595 59.5 

G11 1000 0 1120 -840 1 100 1190 119 

G12 1350 0 1520 -1140 1.0156 100 1615 161.5 

G13 3591 0 3360 -2520 1.011 100 3570 357 

G14 1785 0 2000 -1500 1 100 2125 212.5 

G15 1000 0 1120 -840 1 100 1190 119 

G16 4000 0 4440 -3330 1 100 4717.5 471.5 

 

The generator dynamic presented is given in Table A.4 and Table A.5, scaled to the 

given machine base. 

Table A.4 Generator dynamic data for the NETS-NYPS test network (1) 

Gen Bus 
Rating 
(MVA) 

𝑿𝒍𝒌 (pu) 𝑿𝒅 (pu) 𝑿𝒅
′  (pu) 𝑿𝒅

′′ (pu) 𝑻𝒅𝟎
′  (s) 𝑻𝒅𝟎

′′  (s) 

G1 53 100 0.0125 0.1 0.031 0.025 10.2 0.05 

G2 54 100 0.035 0.295 0.0697 0.05 6.56 0.05 

G3 55 100 0.0304 0.2495 0.0531 0.045 5.7 0.05 

G4 56 100 0.0295 0.262 0.0436 0.035 5.69 0.05 

G5 57 100 0.027 0.33 0.066 0.05 5.4 0.05 

G6 58 100 0.0224 0.254 0.05 0.04 7.3 0.05 

G7 59 100 0.0322 0.295 0.049 0.04 5.66 0.05 

G8 60 100 0.028 0.29 0.057 0.045 6.7 0.05 

G9 61 100 0.0298 0.2106 0.057 0.045 4.79 0.05 

G10 62 100 0.0199 0.169 0.0457 0.04 9.37 0.05 



 

 
212 

 

Gen Bus 
Rating 
(MVA) 

𝑿𝒍𝒌 (pu) 𝑿𝒅 (pu) 𝑿𝒅
′  (pu) 𝑿𝒅

′′ (pu) 𝑻𝒅𝟎
′  (s) 𝑻𝒅𝟎

′′  (s) 

G11 63 100 0.0103 0.128 0.018 0.012 4.1 0.05 

G12 64 100 0.022 0.101 0.031 0.025 7.4 0.05 

G13 65 100 0.003 0.0296 0.0055 0.004 5.9 0.05 

G14 66 100 0.0017 0.018 0.00285 0.0023 4.1 0.05 

G15 67 100 0.0017 0.018 0.00285 0.0023 4.1 0.05 

G16 68 100 0.0041 0.0356 0.0071 0.0055 7.8 0.05 

 

Table A.5 Generator dynamic data for the NETS-NYPS test network (2) 

Gen 𝑿𝒒 (pu) 𝑿𝒒
′ (pu) 𝑿𝒒

′′ (pu) 𝑻𝒒𝟎
′  (s) 𝑻𝒒𝟎

′′  (s) H (s) D 

G1 0.069 0.028 0.025 1.5 0.035 12 4 

G2 0.282 0.06 0.05 1.5 0.035 4 9.75 

G3 0.237 0.05 0.045 1.5 0.035 3.98 10 

G4 0.258 0.04 0.035 1.5 0.035 3.18 10 

G5 0.31 0.06 0.05 0.44 0.035 3.71 3 

G6 0.241 0.045 0.04 0.4 0.035 3.48 10 

G7 0.292 0.045 0.04 1.5 0.035 3.3 8 

G8 0.28 0.05 0.045 0.41 0.035 3.24 9 

G9 0.205 0.05 0.045 1.96 0.035 3.13 14 

G10 0.115 0.045 0.04 1.5 0.035 4.43 5.56 

G11 0.123 0.015 0.012 1.5 0.035 2.01 13.6 

G12 0.095 0.028 0.025 1.5 0.035 4.86 13.5 

G13 0.0286 0.005 0.004 1.5 0.035 11.81 33 

G14 0.0173 0.0025 0.0023 1.5 0.035 12 100 

G15 0.0173 0.0025 0.0023 1.5 0.035 21.43 100 

G16 0.0334 0.006 0.0055 1.5 0.035 8.11 50 

 

Generators G1-G8 all use typs DC1A exciters, with the following parameters: 

𝑇𝑅 = 0.01 , 𝐾𝐴
𝑒𝑥 = 40 , 𝑇𝐴

𝑒𝑥 = 0.02 , 𝐸𝑒𝑥
𝑚𝑖𝑛 = −10 ,  𝐸𝑒𝑥

𝑚𝑎𝑥 = 10 , 𝑇𝐸
𝑒𝑥 = 0.785 , 𝐾𝐸

𝑒𝑥 = 1 , 

𝐴𝐸
𝑒𝑥 = 0.07,  𝐵𝐸

𝑒𝑥 = 0.91. 

Generator G9 uses a type ST1A_v2 exciter, with the following parameters: 

𝑇𝑅 = 0.01, 𝐾𝐴
𝑒𝑥 = 200, 𝐸𝑓𝑑

𝑚𝑖𝑛 = −5, 𝐸𝑓𝑑
𝑚𝑎𝑥 = 5. 

Generator G9 is also fitted with PSS with the following settings: 
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𝑇𝑊
𝑃𝑆𝑆 = 10 , 𝑇1

𝑃𝑆𝑆 = 0.05 , 𝑇2
𝑃𝑆𝑆 = 0.01 , 𝑇3

𝑃𝑆𝑆 = 0.05 , 𝑇4
𝑃𝑆𝑆 = 0.02 , 𝐾𝑃𝑆𝑆 = 10 , 𝐸𝑃𝑆𝑆

𝑚𝑖𝑛 =

−0.5, 𝐸𝑃𝑆𝑆
𝑚𝑎𝑥 = 0.5. 
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Appendix B: Renewable Generation Modelling 

 

B.1 Type 3 doubly fed induction generators (DFIG) 
 

Fig. B.1 shows the structure of Type 3 DFIG model. This model is suitable for large 

scale stability studies. It takes into consideration the pitch control of the blades, the 

shaft of the wind turbine and the aerodynamic part. The rotor side converter 

controller is also modelled including ramp rates, protection mechanisms and 

relevant limitations. A typical 2nd order induction machine model is used for the 

modelling of the DFIG. The voltage in the rotor is controlled by the rotor side 

converter. The Type 3 model can be used to model wind turbines. 

Fig. B.2 shows the control structure of the Type 4 FCC model. This model can be 

used to model both wind turbines and photovoltaic (PV) units for stability related 

studies. The converter is able to decouple the dynamics of the source on the dc part.  

 

Fig. B.1 DFIG control structure, adopted from [153] 
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Both of the included models have a similar structure to the models proposed by 

WECC (Western Electricity Coordinating Council) and IEC (International 

Electrotechnical Commission)[152].  

 

Fig. B.2 FCC unit control structure, adopted from [153] 
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Appendix C: Power Curves 

 

The PV panel power and wind turbine curves are shown in Table C.1 and Table C.2. 

Table C.1 PV panel power curve 

Time (hour) Solar irradiation (W/𝒎𝟐) Power (kW) 

6 0 119.403 

7 0 716.418 

8 59.7016 1761.194 

9 358.2096 1880.597 

10 880.5986 1940.299 

11 940.3002 2000 

12 970.151 1970.149 

13 1000.002 1910.448 

14 985.0764 1731.343 

15 955.2256 1343.284 

16 865.6732 1014.925 

17 671.643 746.269 

18 507.4636 447.761 

19 373.135 149.254 

 

Table C.2 Wind turbine power curve 

Wind Speed 

(m/s) 
Power (kW) Wind Speed (m/s) Power (kW) 

4.169 55.86 12.676 1798.565 

5.859 201.611 13.38 1880.236 

6.901 397.173 14.197 1939.968 

7.775 598.614 15.183 1973.366 

8.563 794.228 16.254 1987.753 

9.324 995.693 17.239 1987.547 

10.056 1197.164 18.62 1993.103 

10.845 1401.544 20 1989.893 

11.69 1597.147 25.296 1991.71 
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