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Abstract

Digital communication systems which use Orthogonal Frequency Division Multiplex-
ing (OFDM) are now widely used and have many advantages. The main disadvantage
is the requirement for highly linear analogue electronics including the high power am-
plifier (HPA). This requirement cannot be met in all circumstances because of the
occurrence of symbols with high peak to average power ratio (PAPR). Such symbols
may be non-linearly distorted by limiting. Approaches to solve this problem have been
either to reduce the PAPR at the transmitter or to try to mitigate the effect of the non-
linearity at the receiver. Soft-limiting, i.e. applying limiting in software prior to the
HPA is a simple way to reduce the PAPR. It produces non-linear distortion which will
cause an increase in the bit-error-rate (BER) at the receiver. This thesis surveys exist-
ing alternatives ways of reducing the effect of non-linearity and proposes some new
ones. Two iterative receiver techniques, based on statistical analysis of the nature of
the non-linearity, have been implemented and investigated. These are the ‘Bussgang
Noise Cancellation’ (BNC) technique and the ‘Decision Aided Reconstruction’ (DAR)
techniques. As these techniques are valid for any memory-less nonlinearity, an alter-
native form of limiting, named as Inverted-Wraparound (IWRAP) has been included
in the BNC investigation.

A new method is proposed which is capable of correcting the received time-domain
samples that are clipped, once they have been identified. This is named the ‘Equation-
Method’ and it works by identifying constellation symbols that are likely to be correct
at the receiver. If there are a sufficient number of these and they are correctly identi-
fied, the FFT may be partitioned to produce a set of equations that may be solved for
the clipped time-domain samples. The thesis proposes four enhancements to this new
method which improve its effectiveness. It is shown that the best form of this method
outperforms conventional techniques especially for severe clipping levels. The per-
formance of these four enhancements is evaluated over channels with additive white
Gaussian noise (AWGN) in addition to clipping distortion. A technique based on a
‘margin factor’ is designed to make these methods work more effectively in the pres-
ence of AWGN noise. A new combining algorithm referred as ‘HARQ for Clipping’ is
presented where soft bit decisions are combined from multiple transmissions. ‘HARQ
for Clipping’ has been combined with the best version of the Equation-Method, and
the performance of this approach is evaluated in terms of the BER with different lev-
els of AWGN. It has been compared to other approaches from the literature and was
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found to out-perform the BNC iterative receiver by 3dB at signal to noise ratios around
10dB. Without HARQ, the best version of the Equation-Method performs better than
the BNC receiver, at signal-to-nose ratios above about 17dB.
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Chapter 1

Introduction

The rapid evolution of wireless communications systems has increased the demand for
efficient broadband service on mobile devices with high data rates and better quality
of service.

The next mobile communication system with high data rate transmission, fourth
generation (4G) is expected to satisfy the increasing demand of users for wireless
broadband service. New 4G mobile telephony uses Orthogonal Frequency Division
Multiplexing (OFDM) on its physical layer.

OFDM has significant advantages over conventional single carrier modulation tech-
niques that make it the desired modulation technique for all future wireless commu-
nication systems. OFDM splits a high rate single carrier into multiple lower rate nar-
rowband subcarriers. Over the time-window of each OFDM symbol, all these subcar-
riers are orthogonal to each other so they can transmit and receive data simultaneously
without interference. The idea has been taken from frequency division multiplexing
in which there are guard intervals in between the subcarriers to avoid interference. In
OFDM, because of the orthogonality there is no need to add guard intervals between
carrier frequencies. The orthogonality eliminates inter sub-carrier interference (ICI)
and is achieved by the power of digital signal processing (DSP) techniques, in partic-
ular, by the use of the fast Fourier transform (FFT) and its inverse.

The transmitted signal reflects off numerous objects before being received, which
causes multiple delayed copies of the same signal to arrive at the receiver. This can
result in inter symbol interference (ISI) due to multipath delay spread. Achieving high
data rates in wireless networks using single carrier modulation is limited by multipath
delay spread. OFDM overcomes this problem in a very efficient way with the use of
a cyclic prefix. Dividing the carrier into multiple carriers increases the OFDM symbol
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duration. This, along with the addition of a cyclic prefix, reduces the effect of multipath
delay spread.

All the subcarriers are modulated by conventional single carrier modulation tech-
niques such as Binary Phase Shift Keying (BPSK), Quadrature Phase Shift Keying
(QPSK) and Quadrature Amplitude Modulation (QAM). The Inverse-FFT achieves the
multicarrier modulation at the transmitter in a highly elegant and efficient way. These
modulated subcarriers are summed up by using the IFFT and then transmitted on the
channel. At the receiver side an FFT is applied to get back the modulated subcarriers.

OFDM has been deployed successfully in Digital Audio Broadcasting (DAB), Dig-
ital Video Broadcasting (DVB), IEEE 802.11 Wifi, IEEE 802.16 WiMAX and 3GPP
Long term Evolution (LTE). OFDM allows only one user at a certain time to transmit
and receive on all the subcarriers. In order to accommodate multiple users, OFDM
is extended to Orthogonal Frequency Division Multiple Access (OFDMA). OFDMA
is a multi-user and multi-carrier modulation technique which is used in 4G mobile
telephony. It distributes sub-carriers among several users so that they can share one
channel to transmit and receive simultaneously. Each user is allocated a subset of sub-
carriers to use at a certain time. OFDMA inherits all the advantages and disadvantages
of OFDM.

OFDM is the key transmission technology for the most recently evolved 4G mo-
bile systems [2, 3]. LTE uses OFDMA on its downlink physical layer and a new
modulation technique called Single Carrier Frequency Division Multiple Access (SC-
FDMA) for its uplink transmissions. The SC-FDMA scheme combines the lower peak
to average power ration (PAPR) characteristics of single carrier systems along with the
frequency-domain equalization from OFDM systems. SC-FDMA is also called DFT-
spread OFDMA, because time-domain data symbols are converted to the frequency-
domain by applying a DFT before the OFDMA modulation.

SC-FDMA has lower PAPR values as compared to the OFDM and OFDMA modu-
lation schemes, which is very important for mobile terminals [4]. However, the PAPR
of SC-FDMA increases after pulse shape filtering at the transmitter, which makes
PAPR still a problem for SC-FDMA. There is some work in the literature for reducing
the PAPR by designing efficient pulse shaping filters [5]. SC-FDMA is not being pro-
posed for downlink transmissions with LTE because of the extra computation involved
[6]. The effects of high PAPR are not as serious a problem for a base-station as for
battery powered mobiles.
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1.1 Motivation

Despite all its advantages, OFDM and its variations have the major drawback of hav-
ing a non-constant signal envelope with high peak to average power ratios (PAPR). The
high peaks can produce serious in-band nonlinear distortion when applied to a High
Power Amplifier (HPA) with non-linearities. A highly linear amplifier with a wide dy-
namic range must be used to minimize distortion. Linear amplifiers may be effectively
used at the base-station, where power consumption is not a serious issue. However
for user equipment this is likely to make inefficient use of the limited battery power of
mobile devices [7] .

Many approaches have been proposed to reduce high PAPR levels or mitigating
non-linear distortion such as soft-clipping [8, 9, 10], coding [11, 12], partial trans-
mit sequences [13, 14], selected mapping [15, 16] and Active Constellation Extension
(ACE) [17]. A simple way of reducing the PAPR is to limit the high amplitude peaks
of a signal before it is passed to the HPA. This soft-limiting introduces out-of-band and
in-band distortions in the signal resulting in an increase in the bit error rate (BER).

Transmitting packets on wireless networks is very expensive in terms of energy
and bandwidth. Therefore, Forward Error Correction (FEC) codes are used as an er-
ror control mechanism, which avoids frequent ARQ retransmissions. FEC adds extra
redundant bits at the transmitter side so that, at the receiver, error bits can sometimes
be corrected. A combination of FEC and ARQ is often called Hybrid ARQ (HARQ).
Other forms of HARQ enable the receiver to recover from bit-errors by storing cor-
rupted packets at the receiver rather than discarding them. It can make a good packet
from a combination of bad ones in the case where retransmitted packets have errors.
LTE and WiMAX use HARQ on their Medium access control (MAC) layer for retrans-
missions.

This project is motivated by the BER control problem in 4G mobile telephony
particularly for WiMAX which uses OFDMA as the modulation technique for both
uplink and downlink. The bit-errors caused by soft-limiting performed to eliminate
the possibilities of amplifier non-linearities, can be differentiated from those produced
by additive white Gaussian channel noise (AWGN).

This research will focus on the effects of non-linear distortion produced for OFDM
symbols having high PAPR with deliberate clipping. A method of correcting the bit-
errors that result from the distorted signal will be presented.
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1.2 Research Hypothesis

The research hypothesis of this project is that the bit-errors that occur due to the soft-
limiting of the high peaks of OFDMA symbols can be controlled more efficiently, than
by conventional methods which treat limiting errors and channel noise errors all in the
same way.

1.3 Aims and Objectives

The aim of this research is to efficiently control the bit-errors that are caused by non-
linear distortion in OFDM systems. Soft-limiting (e.g. clipping performed in software)
is used as the PAPR reduction technique at the transmitter. More specifically, the
objectives are:

1. To observe and analyze the effects of soft-limiting on BER at different levels of
clipping threshold.

2. To analyze the effects of soft-limiting on received frequency-domain symbols.

3. To analyze the effect of soft-limiting on the BER obtained with OFDM trans-
missions, and to explore two possible approaches for mitigating the effect of
this ‘memory-less’ non-linear distortion. The approaches are the ‘decision aided
reconstruction’ (DAR) method and the ‘Bussgang noise cancellation’ (BNC) re-
ceiver.

4. To formulate a methodology for recognizing the clipped time-domain samples at
the receiver, and then for using the non-clipped time-domain samples and the re-
sulting frequency-domain symbols to correct the clipped time-domain samples,
thus eliminating the effect of the clipping. This methodology will be referred to
as the ‘Equation Method’. It will first be formulated for a noise-free channel, and
then modified to cater for the effect of additive white Gaussian noise (AWGN).

5. To evaluate the Equation Method as a way of reducing the BER of OFDM trans-
missions over a range of operating conditions, and to refine the method by intro-
ducing a number of improvements.

6. To design and implement a set of methods using hybrid ARQ (HARQ) combin-
ing strategies in order to try to further mitigate the effect of the limiting distor-
tion.
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7. To analyze the combined effect of the Equation Method and the new form of
HARQ over a range of channel conditions and AWGN levels. This effect is to
be compared with results in the literature.

1.4 Research Contribution

In spite of much research towards PAPR reduction of OFDM systems, until now no
definitive solution has been proposed. Some of the approaches are too heavy in terms
of computational complexity to adapt for mobile devices. Telecommunication compa-
nies are still looking for some better solution in terms of complexity, BER and power
consumption. The areas outlined in the following sections were made the focus of this
research.

1.4.1 Inverted Wrap-Around (IWRAP) limiting

This technique is similar to the wrap-around mechanism that occurs naturally with
non-saturation mode fixed point digital arithmetic, where samples which exceed the
allowed threshold are not hard limited, but instead wrap around to samples of the op-
posite sign. Instead of discarding the high peaks as occurs in conventional clipping
(hard limiting or saturation), the high peaks will be, in a sense, preserved. The ad-
vantages and disadvantages of using IWRAP in place of conventional soft-clipping are
explored and evaluated.

1.4.2 The Equation-Method

With knowledge of clipping levels at the transmitter, it will be seen that a new method,
known as the Equation-Method can generate an unclipped form of the received clipped
signal, from ‘reliable’ constellation symbols, which are those that are received cor-
rectly after quantisation. A big problem is to identify ‘reliable’ constellation symbols
at the receiver. To address this problem, we have invented four approaches which are
as follows:

Naive Approach

This is a simple approach for which all the received constellation symbols are taken
as ‘reliable’ even if they are not. This makes number of equations that must be solved
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for all transmitted OFDM symbols equal to the number of subcarriers. This approach
works well in low distortion because the majority of the received constellation sym-
bols are correctly received and they dominate the effect of those which are wrongly
received.

Snapping Threshold Strategy

With this strategy, the constellation symbols which move least during the quantisation
or ‘snapping’ process are taken as reliable. The snapping process is where received
frequency-domain symbols are quantized to the defined constellation points. e.g, those
for 16-QAM or 64-QAM. A new snapping threshold (ST) term is defined and symbols
which move less than the ST are considered as ‘reliable’. This strategy improves the
results obtained from the naive approach and performs better even at severe clipping
thresholds.

Dither and Recursion

This technique introduces a mirror of the receiver at the transmitter to allow feedback.
The mirrored receiver can identify which constellation symbols are likely to be reli-
able at the real receiver and which of them will be correctly identified. It introduces
‘dither’ which makes small randomized changes in the original constellation symbols.
It tries to make the Snapping Threshold method work better by modifying the original
input symbols slightly. If these original symbols are not exactly on the constellation
points, it does not matter because they will be snapped to the constellation points at
the receiver. Various examples of dither are tried and the mirrored receiver is used to
test the effectiveness of each example. Eventually, the most effective dither is applied
to the transmission.

Selective Dither and Recursion

This technique reduces the overhead of applying dither to all the constellation symbols
and selects only those constellation symbols which have been wrongly chosen as reli-
able by the mirrored receiver in the first iteration. This is an iterative process and it runs
for a finite number of iterations to try to find the best dither. The receiver uses a certain
snapping threshold to decide the reliability of the received constellation symbols.
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1.4.3 Equation-Method with AWGN

Being affected by clipping, the received signal will also be affected by AWGN. This
noise will effect the decisions as to which time-domain samples have been clipped and
also the snapped constellation symbols. Its effect will also cause the behavior of the
mirrored receiver at the transmitter to differ from that of the real receiver. Ways of
dealing with these problems are presented in this thesis.

1.4.4 HARQ for Clipping

This technique is appropriate to the use of multiple re-transmissions of packets that are
received in error. If each transmission is identical, clipping noise will remain the same
in every retransmission. In traditional ARQ incorrect packets are simply discarded
whereas, with more advanced forms of HARQ, damaged packets are combined to pro-
duce a good packet. We have investigated a way of changing the re-transmissions in
such a way that the effect of the soft-clipping is different for each transmission and re-
transmission. We have used soft bit decisions for the received bits to combine multiple
transmssions. The technique is referred as ‘HARQ for Clipping’. The performance of
the proposed system has been evaluated in the presence of the AWGN.

1.4.5 ‘HARQ for Clipping’ with the Equation-Method

‘HARQ for Clipping’ may be combined with the best version of the Equation-Method
i.e. Selective Dither and Recursion. In all the re-transmissions, the OFDM symbols go
through the Selective Dither and Recursion process at the transmitter. The receiver uses
the Equation-Method at the receiver to try to find the true values of the clipped samples.
The multiple re-transmissions are soft-combined at bit-level. The BER significantly
decreases when using both these methods in combination.

1.5 Thesis Outline

Chapter 2 explains the main structure of OFDM and its adaptation to OFDMA and SC-
FDMA. It considers the likely statistical distribution of PAPR values over many trans-
mitted OFDM symbols, and also the factors that affect this distribution. It discusses
the most prominent and recent PAPR reduction techniques that have been published in
the research literature.
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Chapter 3 further examines the effects of soft-limiting when applied to base-band
OFDM signals. It considers two cases: (a) where the limiting is applied directly at the
normal sampling frequency and (b) where the limiting is applied to an over-sampled
version of the OFDM signal which allows some of the higher frequency ‘out-of band’
components of the distortion to be filtered out before it becomes in-band (aliased) dis-
tortion. This chapter also discusses two iterative receivers for mitigating the ‘memory-
less’ effects of clipping distortion. These are the ‘decision aided reconstruction’ (DAR)
method and the Bussgang noise cancellation (BNC) receiver. Both receivers are sim-
ulated in MATLAB. The performances of these receivers are evaluated and discussed
in terms of bit-error probability . A new form of limiting is presented in this chapter
which may be combined with other techniques to reduce the distortion it produces to
the signal.

Chapter 4 presents the Equation-Method, which works with soft-clipping at the
transmitter. It explores many different aspects of the proposed method and four strate-
gies for improving its performance. Results are presented showing the effect of the
various forms of the Equation-Method on the OFDM symbol error probability and
bit-error probability.

Chapter 5 extends the Equation-Method to channels affected by various degrees
of AWGN. The effect of the AWGN on the clipping decisions and the reliability of
the frequency- domain symbols have been investigated through experiments. A new
‘margin factor threshold’ method is introduced for dealing with the effects of AWGN
on the Equation Method. BER estimates, obtained using MATLAB simulations, are
presented for different levels of AWGN for each version of the Equation-Method.

Chapter 6 presents a new way using Hybrid ARQ to mitigate the effects of clipping
and AWGN at the receiver. HARQ is designed to work with AWGN but it can be
adapted to soft-clipping. A new algorithm is designed using multiple re-transmissions
and soft-combining at the receiver referred as ‘HARQ for Clipping’. The Selective
Dither and Recursion strategy of the Equation-Method is combined with the ‘HARQ
for Clipping’.

Chapter 7 gives an overview of this research along with the other possibilities to be
explored in respect to the proposed methods.



Chapter 2

Background and Related Work

Mobile phone history is divided into generations to mark the technology change over
time. The first generation (1G) radio systems used analogue cellular systems like Ad-
vanced Mobile Phone Service (AMPS) and the Nordic Mobile Telephone (NMT) sys-
tem. The second generation (2G) mobile phone systems started using digital com-
munications systems such as Global Systems for Mobile Communications (GSM),
digital-AMPS, Time Division Multiple Access (TDMA) and Code Division Multiple
Access (CDMA). The third generation (3G) mobile systems used three major air in-
terfaces, Wideband CDMA (WCDMA), CDMA2000 and Time Division Synchronous
(TD-SCDMA) [18] . WiMax IEEE 806.16e, DAB, DVB-T are some of the new emerg-
ing standards that use OFDM. The basic principle and function of OFDM, OFDMA
and SC-FDMA has been explained. This chapter gives background and details of re-
lated work to PAPR reduction and mitigation techniques. HARQ strategies are also
discussed.

2.1 WiMAX and LTE

Two technologies are competing for future adoption by mobile companies. WiMAX
standardized by IEEE, was first developed to give broadband access to stationary
devices and later enhanced for mobile devices. The other emerging technology is
Long Term Evolution (LTE) standardized by the Third Generation Partnership Project
(3GPP). WiMAX and LTE both use OFDMA for transmission from base station (BS)
to mobile station (MS). For uplink transmission, WiMAX uses OFDMA whereas LTE
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uses Single Carrier-FDMA (SC-FDMA) [6]. SC-FDMA, having single carrier charac-
teristics, has low PAPR as compared to OFDMA but at the cost of increased computa-
tional complexity at the mobile and base station [6]. OFDM, OFDMA and SC-FDMA
are explained below.

2.2 Orthogonal Frequency Division Multiplexing (OFDM)

OFDM is an example of a hybrid multiplexing technique which combines TDMA and
frequency division multiple access (FDMA). TDMA is a medium access method in
which each user is allocated a time slot in the spectrum to send and receive.

OFDM splits a high rate single carrier into multiple lower rate narrow spaced sub-
carriers. For each OFDM symbol, these multiple subcarriers are time limited by the
duration of the symbol and are made orthogonal to each other over this duration.

An OFDM symbol is a sum of N time-windowed subcarriers which are modu-
lated with data in the frequency-domain. The frequencies of the N subcarriers over a
bandwidth of B Hz are separated by a ∆ f = B/N Hz spacing. The continuous-time
base-band representation for an OFDM symbol of duration T with N subcarriers is
written as:

x(t) =
N−1

∑
k=0

Xke
2π j∆ f kt

T 0 ≤ t < T (2.1)

where T = 1/∆ f is the symbol period and Xk are the complex constellation symbols
drawn from a known finite constellation, e.g. QPSK or 16-QAM.

In practice, the base-band modulation is done in the digital domain. The discrete-
time representation for the OFDM symbol can be obtained by sampling the continuous
signal as represented in Equation 2.1. For ∆ f = 1/T , if x(t) is sampled at t = T/N,
then Equation 2.1 becomes as follows:

x(n) =
N−1

∑
k=0

Xke
2π jnk

N 0 ≤ n < N −1 (2.2)

where n indexes discrete sampling points. In this representation the real and imaginary
parts of the signal will correspond to the in-phase and quadrature components of the
OFDM signal when it is modulated onto its high frequency carrier. The N subcarriers
are required to be orthogonal, when they are time-windowed to a duration T seconds.
It can be arranged that the peak of each subcarrier in the frequency-domain coincides
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with the zero-crossings of all the other time-windowed subcarriers. This is called the
orthogonality condition and it may be achieved by keeping the adjacent subcarriers
1/T Hz apart. In order to avoid inter-symbol interference, OFDM time-domain sym-
bols are augmented with a cyclic prefix (CP). The length of the CP is decided in such
a way that it is greater than or equal to the maximum anticipated delay spread of the
channel response.

OFDM is implemented using an Inverse fast Fourier transform (IFFT) at the trans-
mitter and a fast Fourier transform (FFT) at the receiver.

2.2.1 OFDM Transmitter

Figure 2.1 is a block diagram of an OFDM transmitter. The input bit-stream is sent
to the constellation mapping which feeds an IFFT with N complex symbols. The bit-
stream is modulated onto each subcarrier using an appropriate modulation scheme such
as PSK or M-QAM. The IFFT of these N complex symbols is used to create the base-
band discrete-time OFDM symbol. Next the symbol is extended in time by the cyclic
prefix. For the cyclic prefix, the last part of each OFDM symbol is copied at the start
of the symbol. Figure 2.2 illustrates the introduction of a cyclic prefix.

Figure 2.1: OFDM Transmitter

Next the base-band symbol is up-sampled and used to modulate a high frequency
carrier with frequency fc. The real and imaginary parts of each OFDM symbol have to
be multiplied by the cosine and sine of the desired carrier frequency, and the real part
is taken to get a segment of final OFDM signal. The process is repeated for successive
OFDM symbols.
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Figure 2.2: Cyclic Prefix

2.2.2 OFDM Receiver

At the receiver, the in-phase and quadrature components of the received signal are co-
herently detected and down-converted from the channel. A complex valued LPF is
applied to eliminate out of band components. The received symbols are converted to a
parallel stream and the CP is removed from each OFDM symbol. An FFT is applied
to convert the time-domain samples to frequency-domain constellation symbols. Fre-
quency selective fading due to multipath propagation introduced by the channel may
be removed by applying an equalizer to the output of the FFT. The received bits are
demapped from the constellation and converted to a serial bit-stream.

For each symbol the OFDM subcarriers are used in three ways: as data carriers,
pilot carriers or null carriers. Pilot carriers are to provide channel estimation and
synchronization information. There will be differences between the frequencies and
phases of local oscillators at the transmitter and the receiver. These frequency offsets
can destroy the orthogonality of subcarriers. Using some of the narrowband subcarri-
ers as pilot carriers can solve this problem by helping receivers to generate a closely
matched frequency reference to that of the transmitter. Null subcarriers are placed at
the edges of the allotted bandwidth and are unmodulated to avoid leakage to adjacent
channels. Data carriers are modulated by QPSK or some form of QAM to convey the
required bit-stream.

OFDM allows only one user at a time to use all the subcarriers. There is an en-
hanced version of OFDM which gives access to multiple users. It is called Orthogonal
Frequency Division Multiple Access (OFDMA).
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Figure 2.3: OFDM Receiver

2.3 Orthogonal Frequency Division Multiple Access
(OFDMA)

OFDMA is a multiple access multiplexing scheme which can provide a multiplexing
operation of data streams from multiple users for downlink and uplink data transmis-
sions. It allows multiple users access to the channel at the same time. It distributes the
subcarriers into subsets. Each subset is called a sub-channel. These sub-channels are
allocated to users according to their requirements. In this way it works like FDMA.
However, OFDMA avoids the guard bands that are necessary in FDMA to separate
different user streams.

A user close to the base-station would normally be assigned a large number of
subcarriers with a high capacity modulation scheme such as 64-QAM (quadrature am-
plitude modulation) to deliver a high data throughput for that user. Users farther away
are dynamically assigned to fewer subcarriers. However, the power allotted to each
sub-channel is raised. The modulation scheme may change from 16-QAM to Quater-
nary Phase Shift Keying (QPSK) and even binary phase shift keying (BPSK) at longer
ranges. The data throughput drops as the channel capacity and modulation change, but
the link maintains its strength.

OFDMA supports Time Division Duplexing (TDD) and Frequency Division Du-
plexing (FDD) [19]. In FDD, the uplink and downlink frames are transmitted simul-
taneously on different carrier frequencies, while in TDD uplink and downlink frames
are transmitted using the same carrier frequency at different times.

2.3.1 Subcarrier Allocation Mode

An OFDMA symbol can be divided into several sub-channels by grouping its subcarri-
ers. There are two traditional methods for subcarrier allocation in OFDMA: interleaved
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and localized subcarrier allocation. For localized distribution, a sub-channel is formed
by assigning a contiguous set of subcarriers. In interleaved, the subcarriers of each
user are uniformly spaced over the bandwidth of the signal at a uniform distance from
each other. The current trend of OFDMA favors a more flexible scheme in which users
can select their best subcarriers, which is called random distribution. Figure 2.4 shows
an example of subcarrier distributions for four users.

Figure 2.4: Subcarrier distribution

2.4 Single Carrier-Frequency Division Multiple Access
(SC-FDMA)

SC-FDMA systems are also called DFT-spread OFDMA systems because time-domain
symbols are transformed into the frequency-domain by applying a DFT before the
OFDMA modulation. At the transmitter side, bit-mapping to the complex symbols is
done in the time-domain. A SC-FDMA transmitter first groups N constellation sym-
bols and applies a N-point DFT on them to produce a frequency-domain representation
of the input symbols. Then each of the outputs of the DFT is mapped to one of the sub-
carriers from M, where M > N. The subcarrier mapping is achieved by using the same
techniques which are applied in OFDMA systems as illustrated in Figure 2.4. As in
OFDMA, an M-point IFFT is applied to transform the subcarrier amplitudes to a com-
plex time-domain signal. The cyclic prefix is then appended and pulse shape filtering
is performed.

The receiver transforms the received signal to the frequency-domain by applying
it to a FFT, demaps the subcarriers and then performs frequency-domain equalization.
The equalized symbols are transformed to the time-domain by applying an IFFT and
detection and decoding takes place.

SC-FDMA is called single-carrier because of the sequential transmission of the
modulated data symbols over a single frequency carrier, whereas, OFDM transmits
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the data symbols in parallel. This is the reason why SC-FDMA systems have lower
PAPR as compared to OFDMA systems. Figure 2.5 shows a comparison of the proba-
bility of different levels of PAPR for OFDMA and SC-FDMA. The probabilities have
been calculated by randomly generating 10,000 OFDMA and SC-FDMA symbols and
modulating 12 subcarriers. In the case of SC-FDMA, the parameters are N = 12, and
M = 64. For OFDMA twelve subcarriers are modulated with data and the others are
padded with zeros. We take an IFFT of 64 frequency-domain samples.
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Figure 2.5: Probability PAPR > PAPR0 for OFDMA and SC-FDMA symbols

The probability of getting a PAPR of 6dB or higher is seen to be 0.06 with SC-
FDMA and 0.4 for OFDMA. The symbols with higher PAPR are more likely to suf-
fer non-linear distortion by the HPA of the transmitter. It may be concluded that if
the symbols with higher PAPR are not taken care of, they may be affected by non-
linearities, the effect of which can not be removed. More recently a lot of work has
been done to reduce the PAPR of the SC-FDMA systems. The same techniques which
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have been proposed for OFDM PAPR reduction have been modified to work with SC-
FDMA systems. A companding technique and selected mapping techniques as applied
to SC-FDMA will be explained in further sections [20], [21], [22].

2.4.1 IEEE 802.11 Standard Specifications for OFDM

The IEEE 802.11 OFDM specification provides a WLAN with data payload commu-
nication capabilities at 6, 9, 12, 18, 24, 36, 48 and 54Mb/s [23]. The support of trans-
mitting and receiving at data rates of 6, 12 and 24Mb/s is mandatory. The system uses
52 subcarriers that are modulated using BPSK, QPSK, 16-QAM or 64-QAM. FEC is
used with a coding rate of 1/2, 2/3 or 3/4. These details are for 20MHz channel
spacing. The OFDM specification also supports 20MHz, 10MHz and 5MHz channel
spacing. The encoding process of the physical layer protocol data unit (PPDU) frame
is as follows:

1. Specify the number of data bits per OFDM symbol (NDBPS), the number of
coded bits per symbol (NCBPS), the number of bits per subcarrier (NBPSC) and
the coding rate (R).

2. Extend the bit-string with at least 6 zero bits so that the resulting length is a
multiple of NDBPS. This gives the DATA part of the packet.

3. Initiate the scrambler with a pseudo-random nonzero seed, generate a scrambling
sequence and XOR it with the extended data string obtained in step 2.

4. Replace the 6 scrambled zero bits with zeros, these bits will return the convolu-
tional encoder to zero state.

5. Encode the scrambled data string with a convolutional encoder of rate R = 1/2,
2/3, 3/4. The convolutional encoder uses the industry standard generator poly-
nomials (133,171). Puncturing may be applied to achieve higher data rates.

6. Divide the encoded bit strings into groups of NCBPS bits. Within each group,
perform an interleaving of the bits according to the specified rules.

7. Divide the resulting coded and interleaved data string into groups of NBPSC.
Map each of the bit groups to complex numbers according to the modulation
schemes available.
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8. Divide the complex number strings into groups of 48 complex numbers. Each
group is associated to one OFDM symbol. Each group of complex numbers is
numbered as 0 to 47 and hereafter mapped into OFDM subcarriers.

9. Four pilot subcarriers and 12 null subcarriers are inserted into each OFDM sym-
bol at specified positions according to the standard. The total number of subcar-
riers is 64.

10. For each group of 64 subcarriers, convert them to the time-domain using an
IFFT. Append a cyclic prefix equivalent to 16 time-domain samples and set the
boundaries of OFDM symbols by multiplying with a time-domain windowing
function.

11. Append the OFDM symbols one after another.

12. Up-convert the complex base-band waveform to RF according to the central fre-
quency of the desired channel and transmit.

2.5 Advantages of OFDM

The advantages of multi-carrier modulation and more specifically OFDM systems, are
explained below.

2.5.1 Multipath Effects

The transmitted signal does not only have a direct path to the receiver in a wireless
channel. The transmitted signal reflects off numerous objects before arriving which
causes multiple delayed copies of the same signal to arrive at the receiver. This can
result in inter symbol interference (ISI) which will increase the BER. This effect of
signal communication is called multipath delay spread. For a longer delay of the paths,
the ISI will also be higher. It is this effect which makes it difficult for single carrier
systems to achieve high data rates. Dividing the available bandwidth into multiple
subcarriers increases the symbol duration which reduces the effect of multipath delay
spread.
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2.5.2 Spectral Efficiency

One key point in OFDM systems is that the subcarrier transmissions are allowed to
overlap in the frequency-domain just as single carrier transmissions are allowed to
overlap in the time-domain (using sinc or raised cosine pulse shaping). The overlap-
ping is acceptable as long as the amplitude of each time windowed subcarrier trans-
mission is zero at the frequency of every other time windowed subcarrier. Then the
windowed subcarrier transmissions are said to be orthogonal. The N equally spaced
subcarriers will be orthogonal if the frequency-domain separation between the subcar-
riers in ∆ f = 1/T , where N ·T is the symbol duration. This allows an efficient use of
the spectrum.

In theory, the spectral efficiency of an OFDM system is identical to that of a single
carrier system. However, in practice, it is feasible to engineer tolerances and other
practical details to achieve higher spectral efficiency with OFDM.

2.6 Disadvantages of OFDM

The disadvantages of OFDM systems are mainly the complexity of the time and fre-
quency synchronization required and the high PAPR values that will occasionally be
produced. As PAPR is considered to be the major problem with OFDM systems, there-
fore, the focus of the next sections is PAPR and how to solve the problem of having
high PAPR values.

2.7 Peak to Average Power Ratio (PAPR)

The PAPR of the OFDM symbol x(n) is defined as the ratio between the maximum
amplitude squared and the average power estimate of the symbol [24].

PAPR(x(n)) =
max0≤n<N−1 |x(n)|2

E{|x(n)|2}
(2.3)

where max0≤n<N−1 |x(n)|2 is often referred to as the maximum instantaneous power
and E{|x(n)|2} denotes the average power estimate of the OFDM symbol. Moreover,
x(n) may be replaced by the continuous time signal x(t); in that case the PAPR will
be evaluated over the interval t ∈ T . Throughout this thesis, the PAPR will be referred
to as the base-band PAPR, whereas, PAPR for the passband signal may be calculated
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after modulating the signal to a high frequency carrier fc. If s(t) is represented as the
passband signal, it may be written as:

s(t) = Re
{

x(t)e j2π fct
}

(2.4)

The addition of the cyclic prefix does not make any difference to the PAPR, because
the additional samples are a replica of the final samples of the symbol. OFDM uses
an IFFT at the transmitter to modulate the signal. In the IFFT operation, all the sub-
carriers are summed after being amplitude and phase modulated. If all the modulated
subcarriers add coherently, the addition may result in high peaks. The effects of these
high peaks are analysed below and justify the need to find the ways of reducing the
peaks. The cost of the transmitter/receiver hardware components rely on the dynamic
range of the signals. The high PAPR of multicarrier systems requires operating with
significant back off levels to handle the peaks of the transmitted signal and thus having
linear amplification at RF. The average power is likely to be much lower than the peak
power values. This leads to power inefficient amplification.

2.7.1 Distribution of PAPR

According to the central limit theorem, for large numbers of subcarriers N, the real and
imaginary parts of a time-domain signal samples can be assumed to approach Gaussian
distributions each with a mean of zero. Therefore the amplitude of an OFDM signal
has a Raleigh distribution. The cumulative distribution function (CDF) of the PAPR
can be used to evaluate the performance of PAPR reduction techniques.

For an OFDM system, the maximum power occurs when all the subcarrier com-
ponents have identical phases i.e. arg

{
XN

k=0

}
= arg

{
XN

k

}
,k = 0,1, ...,N − 1,where

XN
k are the complex constellation symbols. The higher the number of subcarriers the

higher the PAPR can become. The PAPR of an OFDM system is usually expressed
in terms of the complementary cumulative distribution function (CCDF). The CCDF
of the PAPR denotes the probability that the PAPR of an OFDM symbol exceeds a
given threshold. Rayleigh random variables normalized with the average power have
the following probability distribution function (PDF)

Pd f (x) =
2x
σ2 e

−x2

σ2 = 2xe−x2
(2.5)
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The probability that a sample from xn is less than a predefined limit xm is

P(xn < xm) =
∫ xm

0
Pd f (xn)dx n = 0,1, ....N −1 (2.6)

=1− e−x2
m (2.7)

The joint probability that the PAPR of an OFDM symbol having N samples is less than
xm

P(xn < xm) =P(x0 < xm).P(x1 < xm)......P(xN−1 < xm) (2.8)

=(1− e−x2
m)N (2.9)

The Complementary CDF (CCDF) of the PAPR exceeding xm is defined as

P(PAPR(xn)> xm) =1−P(PAPR(xn)< xm) (2.10)

=1− (1− e−x2
m)N (2.11)

Equation-2.10 is derived assuming that N samples are independent and sampled at the
Nyquist rate. This derivation does not hold for oversampled OFDM signals. In the
case of oversampling the condition of uncorrelated samples does not remain true. It is
difficult to derive CCDF for oversampled signals, therefore an approximation has been
presented for oversampled signals by adding a certain number of uncorrelated samples
to approximate the effect of oversampling [25]. The CCDF of an oversampled OFDM
symbol can be expressed as

P(PAPR(xn)> xm) = 1− (1− e−x2
m)αN (2.12)

It has been shown by simulations that α = 2.8 is a good approximation for over-
sampled signals [25]. Figure 2.6 shows the CCDF for a range of subcarriers like
N = 64,256,512.

2.8 Factors affecting PAPR

The factors affecting the PAPR are discussed in the following sub-sections.
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Figure 2.6: Probability that PAPR > PAPRo with different number of subcarriers

2.8.1 Number of subcarriers

The PAPR in OFDM systems increases linearly with the increasing number of sub-
carriers. Figure 2.7 shows a plot which has been generated by running an OFDM
simulation in MATLAB. It shows how the maximum possible PAPR increases as the
number of subcarriers increases. The simulation is conducted on OFDM symbols hav-
ing maximum PAPR, i.e. where all the constellation symbols have the same phases.

2.8.2 Modulation scheme

High rate data transmission is achieved in OFDM systems by using high order mod-
ulations on subcarriers, for example 16-QAM, 64-QAM and 256-QAM. For QAM
schemes, information is encoded in the amplitudes as well as with phases, therefore the
mapped signals have variations in the amplitudes. Hereby these modulation schemes
will have larger variations and have high peaks. With the increasing order of modu-
lation, the PAPR increases but the probability of getting high PAPR in signals is low.
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riers

Moreover, in OFDM systems, it is defined in the standards that subcarriers can have
different modulation schemes on the basis of the channel conditions, so the PAPR of
combined OFDM symbols may be difficult to predict.

2.9 PAPR reduction Techniques

Several PAPR reduction techniques have been proposed since the mid 1990′s. Com-
monly, these techniques are classified in two categories. The first category comprises
signal distortion techniques, which reduce the high peaks by non-linearly distorting
the OFDM signal around the peaks. These techniques increase the bit-error rate (BER)
at the receiver and are explained in Section 2.10. The second category comprises dis-
tortionless techniques which reduce the PAPR prior to the non-linear device (HPA) at
the expense of reduced data rate but with no degradation in the BER. These types of
techniques are explained in Section 2.11.
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2.10 PAPR reduction with Distortion

2.10.1 Soft-clipping and Filtering

Soft-clipping is the simplest way of reducing high PAPR levels by limiting the high
amplitudes to some predefined threshold value. For amplitude clipping [26], the soft-
clipped complex valued signal is:

xc(n) =

x(n), if |x(n)| ≤ A

A.e jθ(n), if |x(n)|> A
(2.13)

where A is a predefined threshold value which is a positive real number and θ(n)
is the argument of x(n).

Since clipping is a nonlinear process, it produces distortion which increases the
bit-error-rate. In theory, non-linear distortion such as clipping produces distortion of
infinite bandwidth. If soft-clipping is applied directly to a base-band digital signal,
sampled at Fs Hz say, the distortion will effectively produce components above Fs/2
Hz which are aliased back to the frequency range 0 to Fs/2. All the distortion produced
is then said to be in-band distortion [26]. If, however, the signal is oversampled to
increase the sampling frequency before the non-linear distortion is applied, much of the
distortion will not be aliased back to the 0 to Fs/2 in-band frequency range. Now we
have both in-band and out of band components and there is the possibility of filtering
out the out-of-band distortion components [9].

Figure 2.8: Block diagram of an OFDM system with Clipping and Filtering

Figure 2.8 shows the block diagram of an OFDM system with clipping and filtering.
This technique is simple and requires little computational effort at the transmitter for a
large number of subcarriers.

Results in [27] show that clipping an OFDM signal sampled at the Nyquist rate
returns poorer peak reduction capability as compared to clipping a signal which is
oversampled by a factor of J. It has been shown that the peak re-growth occurs in the
case of Nyquist rate clipping, when the signal is up-sampled to allow it to modulate
the carrier.Peaks that effectively lie between Nyquist rate sampling points will not
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be clipped and will appear due to the interpolation that occurs with up-sampling. This
peak re-growth may be more severe than for the oversampled case because of the phase
differences, which will tend to be uniformly distributed with Nyquist sampling. For
efficient peak power reduction, clipping is best applied to an oversampled signal.

In order to avoid signal peak re-growth after clipping, [28] has proposed apply-
ing clipping to an oversampled signal followed by a frequency-domain filtering. Fre-
quency domain filtering is applied after clipping to reduce out of band power. The filter
consists of an FFT and IFFT. Forward FFT is applied on the clipped signal to convert
the signal to the frequency-domain. The in-band frequency components are passed
unchanged to the inputs of an IFFT, whereas out of band components are nulled.

The filter is designed to remove the out of band noise produced by clipping without
disturbing the in-band components.

Repeated clipping and filtering

To solve the problem of re-growth of peaks after filtering, repeated clipping and filter-
ing is proposed [8].

The problem of peak re-growth can be solved by repeated clipping and filtering.
However, as the number of repetitions of clipping and filtering increases, there is an
increase in the BER. The increased BER is due to an increase in the in-band clipping
noise. Another strategy is to use repeated clipping and filtering with bounded distor-
tion (BD) to reduce the PAPR [1]. The idea of constellation perturbation has been used
to disturb the signal points on all subcarriers under the predefined constraint of bound.
Figure 2.9 shows the operations of recursive clipping and filtering using bounded dis-
tortion control.

Figure 2.9: Recursive clipping and filtering using bounded control, reproduced from
[1]

It has added a block of BD control to the previous system of oversampled clipping
and filtering. The (X0,X1, ...,XN−1) are the input symbols to the IFFT block. The
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output of the clipping and filtering block is (X̂0, X̂1, ..., X̂N−1). The block of BD control
is taking (X̂0, X̂1, ..., X̂N−1) as input and gives output (X̃0, X̃1, ..., X̃N−1)with reference
to the input (X0,X1, ,XN−1) and distortion bound δ. The purpose of BD control is to
adjust the value of each X̃k,k = 0,1, ...,N−1. Each time after clipping the values of the
output symbols are adjusted according to the input to reduce in-band distortion. This
scheme reduces PAPR while keeping the distortion of the data under control [1].

There is another possibility of combining the interleaving and recursive clipping
with filtering. The matrix interleaver is used to find W different ways of interleaving
data and then the symbol with the lowest PAPR out of W is selected. The performance
is actually dependent upon number of operations of the ineterleaver. If the data is
interleaved many times, a significant PAPR reduction is achieved but increases the
complexity [29].

Clipping in combination with other methods

A combination of adaptive symbol selection with Nyquist rate clipping is proposed
in [30]. The random interleaver is applied to the data to get multiple symbols having
same data. Theoretical analysis has shown that without any FEC as well as erroneous
symbol selection may lead to severe BER degradation. However, if FEC codes are
used with this scheme, then it might be a good selection for PAPR reduction.

There is another technique which proposes a kind of variable soft clipping with
filtering [7]. It has start and end regions of clipping. Variable soft clipping reduces the
PAPR to the medium level between the two hard clipping thresholds. It results in mod-
erate BER performance. It reduces peak re-growth, however. The BER degradation is
similar to that with conventional soft-clipping. Another method of PAPR reduction is
to combine the simplified clipping and filtering with bounded distortion (SCFBD) and
partial transmit sequences (PTS). The method is proposed in [31]. The results show a
reduction in PAPR and lower BER as compared to the individual use of these schemes.
[32] proposed to use clipping with side information, which need to be transmitted to
the receiver. Therefore, the receiver, by knowing which time-domain samples were
clipped, can recover the unclipped form of the OFDM symbols. Large peaks occur
with a very low probability so clipping could be an effective solution to reduce PAPR.



CHAPTER 2. BACKGROUND AND RELATED WORK 41

2.10.2 Companding

Companding has been proposed for reducing the PAPR using a compressor at the trans-
mitter and an expander at the receiver. The time-domain signal at the transmitter after
the IFFT is passed through a compressor to compress the high peaks considering the
low probability of high peaks occurrences. The receiver after converting the signal to
the time-domain applies an expander to get the original signal. The technique reduces
the PAPR sufficiently but the BER increases at the receiver in the process of expanding
[33]. It also increases the noise in the signal. An enhanced version using an exponen-
tial companding technique for OFDM systems has been presented in [34]. It improves
the PAPR reduction and the BER at the receiver. By choosing the transform param-
eters efficiently, an improvement in the PAPR reduction may be achieved. This has
been proved by the results published in [35].

2.11 PAPR Reduction with Distortionless Techniques

These methods reduce the PAPR before the signal is applied to the HPA.

2.11.1 Coding

Coding schemes are attractive for PAPR reduction because of their error control capa-
bility. A simple idea of block coding is proposed in [36]. The method is to find out all
possible codewords and then select those codewords that have less PAPR. In this tech-
nique a 3/4 rate block code has been implemented, which maps a 3-bit data word onto
a 4-bit codeword such that it does not contain the sequences with high PAPR. The 4th
bit is the odd parity bit to reduce PAPR. It has been shown that the PAPR of the signal
can be reduced from 6.02dB to 2.48dB using this scheme. For N subcarriers, the total
number of possible codewords is 2N . The practical implementation of this approach
will be difficult for a large number of N. This technique has two limitations. First,
finding the best suitable codeword having low PAPR requires an exhaustive search.
Second, it requires us to store large lookup tables. This is also called Systematic Odd
Parity Checking (SOPC) code. There is another technique of cyclic coding introduced
in [11] which uses a 3/4 rate code. It shows the same results as those with block codes
in [36].

A similar approach has been presented in [12]. In this method, a redundant bit
is chosen as the inverse of one of the bits present in the same frame. Based on the
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results and simulations in [37], it is concluded that SOPC and the block code method
presented in [12] are not very effective when the number of frames or N is large.

However the PAPR for a large value of N can be reduced by using Sub Block
Coding (SBC) as proposed in [38]. The idea is to divide the long frame into several
sub blocks and then encode them all using SOPC. Another extension to this scheme
could be to find the best position of the odd parity bit. Optimizing the position of the
parity bit can further reduce the PAPR; this is called Redundant Bit Location Optimized
Sub-Block Coding (RBLO-SBS) [38]. In the case of RBLO-SBS, for a higher number
of N, PAPR reduction starts decreasing , because it has fixed positions for odd parity
bits.

A novel coding scheme has been introduced in [39] by using SBS with variable
positions of the parity bit. It finds all the codewords with different positions of the par-
ity bit by rotation, and then combines all those code words to select the one with the
lowest PAPR. It requires 4N/4 comparisons to find best codeword. This is termed as
Redundant Bit Position Rotation Sub-Block Coding (RBPR-SBS). Figure 2.10 shows
the block diagram of this scheme. As the Figure shows, the Bit Position Rotation En-
coder is used to rotate the redundant bit, as a result multiple codewords are produced.
The PAPR calculator calculates the PAPR for each of codeword C, and then the Code
Word Selector finds the best codeword with lowest PAPR. Redundant Bit Position in-
formation is transmitted with the codeword as side information.

Figure 2.10: Block Diagram of RBPR-SBS

It is not possible to find the best code until all the 4N/4 comparisons has been
done, which is not efficient. To reduce the complexity, a threshold PAPR is defined,
so if a codeword is found with a value lower than the threshold value, it will stop
searching and select that codeword [39]. These approaches do not address the problem
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of error correction at the receiver. To implement coding scheme, large lookup tables
are required at the transmitter and receiver which in turn will result in exhaustive search
for best codes. The usefulness of these techniques is limited for multicarrier systems
with small numbers of subcarriers. Therefore, the actual benefits of coding for PAPR
reduction of OFDM systems are limited.

2.11.2 Partial Transmit sequence (PTS)

The PTS is a distortionless PAPR reduction technique. In this technique the input
data block of N symbols is partitioned into small disjoint sub-blocks [40]. Here it
is assumed that sub-blocks consist of contiguous sets of subcarriers having equal size.
Figure 2.11 shows a block diagram of PTS. The idea is to form a weighted combination
of all sub-blocks [13].

Figure 2.11: Partial Transmit Sequences

The subcarriers of each block are weighted by a phase factor. Let X be the set of
data, Xn,n = 0,1, ...,N −1, as a vector [X = X0 X1 ...XN−1]

T . Then partition block X

into M disjoint sub-blocks Xm,m = 1,2, ...,M, such that:

X =
M

∑
m=1

Xm (2.14)

All the sub-blocks are combined to reduce PAPR in the time-domain. The L-times
oversampled time domain signal is denoted by xm = [xm,0,xm,1, ...,xm,NL−1]

T . xm is
obtained by applying an IDFT of length NL on Xm padded with (L−1)N zeros. These
are called the partial transmit sequences. After that, complex phase factors bm,m =

1,2, ...,M are introduced to combine the PTS. The time-domain signal after combining
with phase rotations is given by
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x′ =
M

∑
m=1

bmxm (2.15)

The actual components are phase factors which help to reduce the PAPR. The objective
of this scheme is to find a set of phase rotations which minimize PAPR. The transmitter
in PTS must have knowledge of the phase factors used to generate each OFDM symbol.
Therefore phase rotations must be sent as side information along with PTS, which is
an overhead and the cause of some loss of efficiency.

One rotation factor can be fixed by setting the value of b1 = 1, then there is a need
to find M − 1 phase factors [14]. There is no requirement of actual multiplication of
PTS and phase factors. It is shown in [14] that using 128 subcarriers, with 4 sub-blocks
and phase factors limited to the set of

{
+
−1,+− j

}
, 1% redundancy is used to achieve a

significant 4dB PAPR reduction. The PTS scheme uses an N-point IDFT of all sub-
blocks, If the large fraction of input values is kept zero, then the complexity of PTS
can be reduced.

Another factor which can affect the PTS scheme for PAPR reduction is the sub-
block partitioning. There are three types of partitioning schemes: adjacent, interleaved
and pseudo-random partitioning [41]. Among these, the pseudo-random technique has
been found to be the best choice. With an ordinary PTS scheme, an exhaustive search
from all combinations of allowed phase factors is required. The search complexity for
phase factors increases exponentially with the increase in the number of sub-blocks.
To reduce complexity, various techniques have been suggested [42], [43].

2.11.3 Selected Mapping Scheme

In the Selected Mapping Scheme (SLM), the transmitter generates a different set of
data blocks representing the same information as the original data. The most favorable
with the lowest PAPR is selected for transmission [44]. Fig 2.12 shows the block dia-
gram for the SLM scheme. U individual phase sequences are generated each of length
N, B(u) = [bu,0,bu,1, ...,bu,N−1]

T , u = 1,2, ...,U . After mapping data onto subcarriers,
each subcarrier symbol is to be multiplied with the B(u) sequence, thus generating U
different frames with components. One of the alternative subcarrier vectors could be
the unchanged original one [45]. All these U frames X1,X2, ...,XN are transformed
to the time-domain by applying an IDFT on each frame. Among the modified data
blocks, the one with the lowest PAPR is selected to transmit. The receiver must have
knowledge about the OFDM generation signal, so information about the selected phase
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Figure 2.12: Selected Mapping

sequence will be transmitted as side information. There is no restriction on the type of
modulation or number of subcarriers. There is only a slight overhead of the redundancy
which has to be transmitted for the receiver.

The amount of PAPR reduction is based upon the number and design of phase
sequences. To reduce the overhead of side information another approach using the
SLM scheme has been proposed in [46]. This scheme presented SLM with scrambling.
The idea of inserting labels b(u),0≤ u<U as prefix to the information word q has been
used. These labels are U different binary vectors of length [log2U ]. The scrambler is
a shift register with a feedback branch only. After scrambling the information word q,
the output will be fed to an encoder and interleaver. An IDFT will be performed, and
the transmit sequence with the lowest PAPR will be transmitted. At the receiver there
will be a descrambler, decoder and deinterleaver. The results show that 1 and 2dB can
be saved in backoff with 4 bits of redundancy per OFDM symbol. The main drawback
of the SLM scheme is its computational complexity due to several IFFT operations. To
reduce complexity in [47], [15], [16], [48], [49], SLM has been proposed with some
modifications to the conventional SLM.

2.11.4 Active Constellation Extension Technique

This class of PAPR reduction methods introduces a new constellation to reduce large
peaks. Rather than assigning each symbol to a certain constellation point, it is as-
signed a set of constellation points [17]. This is called Active Constellation Extension
(ACE). It uses non-bijective constellations to reduce PAPR by appropriately encoding
the data symbols [50]. The idea can be easily explained by taking the special case of
OFDM with QPSK constellation. In each subcarrier there are four possible constella-
tion points that lie in each quadrant in the complex plane and are equidistant from the
real and imaginary axis. Any point that is farther from the decision boundaries than the
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nominal constellation point will offer an increased margin which guarantees a lower
BER. Therefore, constellation points can be modified within the quarter plane outside
of the nominal constellation point with no degradation in performance. Figure 2.13
represents the active constellation extension for 16-QAM mapping scheme.

Figure 2.13: Active constellation extension with 16-QAM mapping. The shaded re-
gions represent the corner point extension areas whereas dotted arrows represent the
extension paths for side points.

2.11.5 Interleaving

An OFDM signal generates high PAPR if the data repeats patterns or the auto-correlation
of the data gives high values at some delays including zero. Hence the PAPR can be
reduced if we are able to break down the long correlation patterns. It utilizes data
randomization techniques to reduce PAPR. Adaptive interleaving is proposed to re-
duce the complexity [51]. The concept of this technique is to find an early terminating
threshold. Hence the technique does not search all the possible interleaved sequences
but stops if it finds a sequence with PAPR value below this threshold. The results using
this technique are comparable to PTS and the complexity for the interleaving technique
remains less than that of PTS.
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2.11.6 Tone reservation

This method reserves a small set of subcarriers to reduce the high PAPR. These re-
served subcarriers are not used to send useful information and they are called peak
reduction tones. They are randomly distributed across the signal bandwidth. The per-
formance of the technique depends upon the number of reserved tones and the location
of these tones. Increasing the number of reserved tones improves the capability of
PAPR reduction at the prices of reduction in throughput because of reduction in data
bearing subcarriers. In general there is a trade-off between these requirements by care-
fully selecting the number of reserved tones. The advantages of tone reservation are
that it includes no side information and no special receiver oriented operation. The
shortcomings are a decrease in the data rate and difficulties in finding the location for
reserved tones.

2.11.7 Tone injection

This is to improve the data rate loss of tone reservation. It reduces the PAPR without
compromising the data rate. The basic idea is to send information over all subcarriers
by increasing the size of the constellation. Then each constellation symbol may be
mapped to a set of equivalent constellation points in the extended constellation. It uses
a set of equivalent constellation points for every constellation symbol in the original
constellation. There is no effect on the BER and no data rate loss. However, tone
injection reduces the PAPR at the expense of a little increase in total transmission
power. This method needs side information for decoding the signal at the receiver and
causes an extra IFFT operation at the transmitter, making it complex.

2.12 Hybrid Automatic Repeat reQuest

Automatic Repeat reQuest (ARQ) is an error control mechanism which is simple and
provides high reliability for wired systems. However in wireless communication sys-
tems, which may have much higher bit-error rates than wired systems, its efficiency
falls rapidly. Hybrid ARQ is a combination of forward error correction codes and
ARQ using error detection. The transmitter appends redundant information with the
message, so that the receiver can try to correct the message and then detect the exis-
tence of any remaining bit-errors. Despite its overhead of extra information it is widely
used for wireless networks. Its purpose is to reduce the frequency of retransmission
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which are much more costly and resource consuming on wireless systems than they
would be on wired systems.

2.12.1 HARQ Type I

HARQ Type I uses a FEC code with the data and an error detecting code as mentioned
above. The FEC code can be used to try to correct any bit-errors. If the decoder is
unable to correct the errors, then it will discard the packet and request for retransmis-
sion. After receiving the second transmission, the receiver again tries to correct the
packet, if it fails again, it rejects the packet and requests a further retransmission. This
error correction and retransmission process continues in theory until the desired packet
is received and decoded correctly. In practice, a maximum number of retransmission
is allowed after which the packet is declared as lost. The disadvantage of Type I is
that when the code rate is fixed for communication, then the FEC information will be
transmitted even if it is not required. Also the discarding of erroneous packets when
they may contain partially correct information is clearly inefficient.

2.12.2 HARQ Type II

HARQ Type II often refers to a strategy by Chase [52] who introduced a simple form
of code combining. The packets in error are not discarded at the receiver after re-
transmission requests, and instead are saved. The saved packets are used along any
retransmitted packet in an attempt to correct the errors. This is called Chase Combin-
ing. WiMAX supports a multi-channel ‘stop and wait’ HARQ scheme using Chase
combining. Each data burst has to be re-transmitted until successful transmission is
achieved using the same channel.

2.12.3 HARQ Type III

Type III HARQ generally means incremental redundancy, though the terminology is
not consistent in the literature. With incremental redundancy the transmitter encodes
the message bits for a lower FEC code rate and punctures this differently for each trans-
mission or retransmission. When the receiver detects a bit-error, it saves the erroneous
packet in its buffer, and requests a retransmission. The transmitter sends a different
punctured version of the coded bits which is combined at the receiver with the older
transmission. Every retransmission lowers the combined code rate of the combined
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signal at the receiver. LTE uses HARQ Type III with 1/3 turbo encoders [19].

2.13 Discussion

The capability of the PAPR reduction for any method can not be predicted theoretically
unless a simulation has been accomplished for all the methods. The main features for
PAPR reduction methods may be defined in terms of the PAPR reduction capability,
data rate loss, power increase, distortionless, any side information required to transmit,
processing at the receiver. Table 2.1 shows a summary of all the PAPR reduction
approaches mentioned in this chapter together with a mention of their main features.

2.14 Conclusions

Many different views about the impact of PAPR on OFDM signals have been presented
in the literature, and a wide range of techniques for minimizing this impact have been
proposed over passing years. Since the occurrences of high peaks in OFDM signals
are events with non-negligible probability, effective PAPR mitigation techniques are
essential to enable the efficient use of non-linear power amplifiers. A comparison of
all the techniques has been presented which leads us to conclude that every presented
method has some drawbacks. Although a lot of work has been done in this area, still
there is space for research to come up with new ideas. The next chapter studies the
effect of clipping and introduces further clipping noise mitigation techniques based on
a statistical analysis of the nature of memoryless distortion. Chapter 4,5 and 6 describe
new methods of clipping noise mitigation.
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Chapter 3

Iterative receivers based on statistics
of memoryless distortion

Limiting the peaks of OFDM symbols causes memoryless non-linear distortion that
becomes in-band distortion with Nyquist sampling and both in-band and out-of-band
distortion when the sampling frequency is increased by oversampling. This chapter
further studies the effect of soft limiting (e.g. soft-clipping) as applied to base-band and
oversampled time-domain signals to eliminate the possibility of high peak amplifier
clipping. There is much research in the literature on this topic and many techniques for
reducing the effect of limiting based purely on the statistical analysis of memory-less
distortion. The performance of iterative receivers with limiting at the transmitter are
studied in this chapter. The use of a different form of limiting is also investigated and
evaluated in terms of PAPR reduction after filtering. We have evaluated the proposed
technique through PAPR reduction and peak re-growth and have derived the distortion
factor for this particular kind of limiting . The limiting technique is Inverted Wrap-
around (IWRAP).

3.1 Clipping

Soft-clipping truncates the amplitudes of time-domain samples to a predefined thresh-
old before amplification. The clipping is a non-linear process and produces distortion
in an OFDM signal which generally degrades the bit-error rate (BER) at the receiver.
Clipping at the Nyquist sampling rate causes all the clipping distortion to fall in-band.
Unfortunately, significant peak-regrowth can occur after digital to analog conversion
(D/A) because of the upsampling process and the nature of the interpolation between

51
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Nyquist rate samples [27]. Clipping an oversampled signal reduces peak regrowth
because the interpolation has already been done before the limiting. But it produces
out-of-band (OOB) distortion which is called spectral regrowth [9]. The OOB may
be removed by frequency-domain filtering as proposed by [28], though, unfortunately
again, this filtering can also re-introduce some time-domain peaks. Ultimately the re-
maining in-band distortion can be compensated at the receiver as is the theme of this
thesis.

The clipping could be applied to signals at different stages of processing. The
possibilities are either to clip the discrete samples at the output of the IFFT, or to
clip the continuous signal at the output of the RF modulator. In this thesis, we have
described and used base-band clipping which is applied after the IFFT. A baseband
OFDM signal is expressed as:

x(n) =
1√
N

N−1

∑
k=0

Xke
j2πnk

N 0 ≤ n < N −1 (3.1)

where N is the number of subcarriers and Xk for k = 0,1, ...,N − 1 are the complex
modulated data symbols.

3.1.1 Clipping Nyquist sampled Signals

An OFDM symbol in the time-domain may be expressed in polar form as

x(n) = |x(n)| .e jθ(n) = xI(n)+ jxQ(n) (3.2)

where xI(n) and xQ(n) are the in-phase and quadrature components of the complex
envelope in discrete form, respectively. The clipping process is described by the fol-

Figure 3.1: Clipping at Nyquist sampling
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lowing expression:

xc(n) =

x(n), if |x(n)| ≤ A

e jθ(n).A if |x(n)|> A
(3.3)

The amplitudes of the time-domain samples are limited to A, keeping the phases un-
changed. The clipping ratio (CR) is defined as:

γ =
A√
Pin

(3.4)

where Pin is the average energy of the OFDM signal before clipping. When γ is high,
there is no distortion in the signal. When γ reduces, clipping distortion increases. In
deciBel form,

γ = 20log10(
A√
Pin

)dB (3.5)

The power spectral density (PSD) of a clipped analogue signal has a theoretically
infinite bandwidth. For a signal sampled at the Nyquist rate aliasing will cause the
spectral components of the clipping distortion above half the sampling frequency to be
folded back into the signal bandwidth. This gives rise to in-band distortion which may
increase the BER at the receiver. The clipped signal may be written as

xc(n) = x(n)+ c(n) 0 ≤ n < N −1 (3.6)

where c(n) includes the part of the signal whose amplitudes are above the clipping
level A. The second term c(n)will clearly be correlated with the input signal x(n).

It is also clear that the clipping process reduces the output power. Because of the
central limit theorem, for large values of N, the distribution of the real and imaginary
values of the time-domain OFDM signal can be normally assumed to be Gaussian. If
the OFDM signal can be modeled as a zero mean complex Gaussian process then the
output power of the clipped signal may be calculated as [30]:

Pxc(n) = (1− e−γ2
)Px(n) (3.7)

The difference between Px(n) and Pxc(n) reduces as γ grows larger and becomes zero
when γ = ∞.
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3.1.2 Clipping Oversampled Signals

Applying soft-clipping at the Nyquist sampling rate gives a large increase to the in-
band distortion. In addition, extensive simulations indicate that the PAPR reduction
capability of Nyquist rate clipping is not so significant due to considerable peak re-
growth after upsampling and D/A conversion. As a result, it is recommended that soft
clipping should be applied to an oversampled version of the OFDM signal [27].

Figure 3.2: Clipping and filtering an oversampled signal

Figure 3.2 shows a block diagram of a PAPR reduction scheme using clipping
and filtering at the transmitter. J is the oversampling factor and N is the number of
subcarriers. For an oversampling factor J, the input vector is oversampled by inserting
(J − 1) ·N zero valued frequency-domain samples following the N values of Xk. The
oversampled OFDM signal may be written as:

x(n) =
1√
N

N−1

∑
n=0

X(n)e
j2πnk
JN 0 ≤ n < JN −1 (3.8)

Soft-clipping is applied to the oversampled time-domain samples, and band-pass fil-
tering is then applied to remove the out-of-band components that are generated by the
non-linearity.

The signal xc(n) is converted to the frequency-domain by applying an FFT to pro-
duce Xc(k) which may be expressed as

Xc(k) = X(k)+C(k) 0 ≤ k < JN −1 (3.9)

where X(k) and C(k) are respectively the FFT of x(n) and c(n) . Out of band



CHAPTER 3. ITERATIVE RECEIVERS 55

components are removed before taking the IFFT of Xc(k) . After clipping and filtering,
the OFDM symbol in the time-domain is

xc(n) = x(n)+ ĉ(n) 0 ≤ n < N −1 (3.10)

3.1.3 Bussgang theorem for memoryless non-linearities

If a Gaussian signal x(n) passes through a memoryless nonlinearity, a coefficient α
may be found such that the output xc(n) may be written as:

xc(n) = αx(n)+d(n) (3.11)

where d(n) is a Gaussian signal which is uncorrelated with x(n). α is a scalar value
which minimizes the energy of dn over all possible values of α. To find this optimal
value of α, multiply both sides of Equation 3.11 by x(n) and take expectations to
obtain:

E {xc(n)x(n)}= αE
{

x(n)2}+E {x(n)d(n)} (3.12)

If E {x(n)d(n)}= 0, then x(n) and d(n) are uncorrelated and

α =
E {xc(n)x(n)}
E {x(n)x(n)}

(3.13)

To show that E
{

d(n)2} is minimised by this value of α, write:

E
{

d(n)2}= E {xc(n)x(n)}−αE {x(n)d(n)} (3.14)

Differentiating E
{

d(n)2} with respect to α and setting the result to zero gives

dE
{

d(n)2}
dα

= E {x(n).d(n)}= 0 (3.15)

The Bussgang theorem may be illustrated for a sinusoidal signal x(n) (even though
this is not Gaussian). For α = 1, the distortion term d(n) is highly correlated to the
input x(n). If we start decreasing the value of α, the correlation between x(n) and
d(n) starts decreasing. There is some value of α for which d(n) has minimum energy
along with having minimum correlation to x(n). That may be called the best value
of α for which the Bussgang theorem is true. The value of α is dependent upon the
non-linearity.



CHAPTER 3. ITERATIVE RECEIVERS 56

For OFDM signals, if the number of subcarriers is adequately large, from the cen-
tral limit theorem the sequence may be considered approximately Gaussian distributed
with zero mean. The clipped signal can be written as sum of an uncorrelated signal and
distortion terms. This decomposition can be justified by the Bussgang theorem [53].

In the case of soft-clipping a Gaussian signal such that the clipping ratio is γ, α is
called an attenuation factor which may be expressed as the following function of the
clipping ratio:

α = 1− e−γ2
+

√
π

2
er f c(γ)γ (3.16)

This formula is derived in Appendix A.

3.1.4 Signal to Clipping noise ratio

The in-band distortion produced by clipping is normally measured in terms of signal to
clipping noise ratio (SCNR). This term is defined as the ratio of the average received
signal power to the average power of the clipping distortion, which can be computed
using the Bussgang theorem.

To calculate this, we consider an OFDM system sampled at its Nyquist rate. Cal-
culating the power of the clipped signal in Equation 3.11 gives the following form:

Power(xc(n)) = E
{

xc(n)2}= αE {xc(n)x(n)}+E {xc(n)d(n)} (3.17)

= αE
{

αx(n)2}+αE {d(n)x(n)}+E {αx(n)d(n)}+E
{

d(n)2} (3.18)

Since E {x(n)d(n)}= 0,

E
{

xc(n)2}= α2E
{

x(n)2}+E
{

d(n)2}= α2Power(x(n))+Power(d(n)) (3.19)

Power(xc(n)) = α2Power(x(n))+Power(d(n)) (3.20)

The output power of the clipped signal from calculation, is given by:

Pxc(n) = (1− e−γ2
)Px(n) (3.21)

The power of the clipping distortion can be calculated by using Equation 3.21 in Equa-
tion 3.20 as:

Pd(n) = Pxc(n)−α2Px(n) (3.22)

Pd(n) = (1− e−γ2
)Px(n)−α2Px(n) = (1− e−γ2

−α2)Px(n) (3.23)
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The signal to clipping noise power ratio (SCNR) can be calculated as:

SCNR =
α2Px(n)
Pd(n)

=
α2

(1− e−γ2 −α2)
(3.24)

3.2 Clipping noise mitigation techniques

The non-linear distortion produced by clipping can not be corrected efficiently by us-
ing a classical linear receiver with equalization. Also, its effect at the receiver is com-
pounded by that of AWGN introduced, largely, by the receiver’s front end amplifier.

Several receiver oriented approaches have been proposed to mitigate the non-linear
effects of clipping in OFDM systems. Some of them use oversampled signals to re-
trieve the original amplitude of the clipped samples [54], which tries to reduce the
clipping distortion by expanding the bandwidth. There are also iterative receivers for
reducing the BER at the receiver. Two widely cited methods are Bussgang noise can-
cellation (BNC) and decision aided reconstruction (DAR) [55], [56], [57]. Both will
be explained and discussed here. The BNC method applies an extra pair of IFFT/FFT
transforms to try to regenerate the clipping distortion and then subtracts this from the
received signal. The DAR method works in the time-domain to try to regain the un-
clipped amplitudes of the clipped samples. Assuming perfect carrier and timing syn-
chronization, the received signal, after applying the FFT, is as follows:

Rk = Hk.(Xk +Dk)+Yk 0 ≤ k < N −1 (3.25)

where Hk is the complex channel gain of the k-th subcarrier assuming it is perfectly
known by the receiver and Yk is the AWGN. For both the receivers, clipping is assumed
to be applied to an oversampled signal and the OOB noise is filtered after clipping.

3.2.1 Bussgang Noise Cancellation Receiver (BNC)

The statistical properties of OFDM signals that pass through memory-less non-linear
distortion, have been widely investigated in the literature [58]. This section describes
the use of the Bussgang theorem to try to estimate the clipping noise, and subtract it
from the received clipped signal. In this scheme, the receiver is assumed to know the
clipping level A. There are two key factors involved in this approach. The first one
is that the BNC algorithm assumes that most of the bit decisions made at the receiver
are correct and hereby can be exploited to estimate the original signal. The second key
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factor is the use of the Bussgang theorem and the estimation of a value of the scalar
α which minimizes the energy of the difference d(n) between the clipped signal xc(n)

and α.x(n) where x(n) is the unclipped signal at the transmitter. The received signal
for the BNC receiver may be written as:

Rk = Hk.(αXk +Dk)+Yk 0 ≤ k < N −1 (3.26)

Figure 3.3 shows the mechanism of the basic BNC feedback loop. The steps of the
BNC receiver are as follows:

Figure 3.3: BNC Process

1. The received signal after applying the FFT, is as in Equation 3.26. At the re-
ceiver, the frequency-domain signal is multiplied by 1/α where alpha is an esti-
mate of the true value at the transmitter. The receiver’s initial estimate of alpha
is calculated using Equation 3.16 where the clipping ratio, γ, is estimated from
the clipping level A and the RMS value of the received signal used as an initial
approximation to the RMS value of the unclipped signal (see Equation 3.4). The
scaled frequency-domain vector is de-mapped from the received constellation
using hard bit-decisions and checked for any bit-errors using the error-detection
facility provided by the packetisation. It may be necessary to process several
OFDM symbols at once to be able to access the CRC check appended to the data.
If there are possible bit-errors, then the bit sequence is re-mapped or ‘snapped’
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to the true constellation using the same modulation scheme used at the transmit-
ter, producing X̂ (I)

k , k = 0,1, ..,N−1 where I is the current iteration number with
initial value set at I = 1. We now have a set of ‘snapped’ constellation symbols,
though some of them might be wrong. We would like to correct them.

2. The frequency-domain signal X̂ (I)
k ,k= 0,1, ..,N−1 is processed in two branches.

One branch (the central one in the figure) revises the estimate of the clipping ratio
from the recently snapped constellation symbols and then recalculates alpha. It
can then regenerate the attenuated symbols αX̂(k). The clipping level A is known
at the receiver, but the estimated RMS value of the true OFDM signal will be
adapted hopefully towards the true value, as the iterative process progresses. In
this case, the value of α will approach its true value. So the system calculates
the latest RMS value of the signal in the current iteration and uses it to calculate
alpha. This step produces αX̂ (I)

k ,k = 0,1, ..,N −1 .

3. The second branch (on the right of Figure 3.3) regenerates the clipped samples
by passing the reconstructed frequency-domain signal through the same clipping
and filtering process as in Figure 3.2. It produces G(k)(I),k = 0,1, ..,N −1. By
the Bussgang Theorem, the clipped signal G(k) can now be represented as the
sum of an attenuated non-clipped signal X̂ (I)

k ,k = 0,1, ..,N −1 and uncorrelated
clipping noise Ŷ (I)

k ,k = 0,1, ..,N −1.

G(I)
k = αX̂ (I)

k + Ŷ (I)
k (3.27)

4. The clipping noise is estimated as:

Ŷ (I)
k = G(I)

k −αX̂ (I)
k (3.28)

5. These estimated clipping noise samples are subtracted from the received signal
in Step-1 to give new estimated samples for the next iteration.

6. Index I is increased to I = I +1, and the steps 1−6 are repeated for more itera-
tions.

3.2.2 Evaluation of BNC algorithm with different levels of AWGN

This section presents and discusses the performance of the BNC receiver as estimated
by MATLAB simulations of an OFDM system using 64 subcarriers. Each subcarrier
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is modulated with 16-QAM modulation. The clipping threshold is set at A = 0.6 with
γ = 1.1 at the transmitter.
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Figure 3.4: Comparison of BNC results

Figure 3.4 shows the BER performance of the BNC mechanism with 1, 2 and 3
iterations in the presence of varying degrees of AWGN. In the first iteration of the
BNC algorithm, the estimated signal X̂k , k = 0,1..N − 1, contains errors. Therefore
the estimated noise will not be accurate, initially. It is important that the clipping noise
estimated at the receiver is correlated to the noise produced at the transmitter. Since
both are assumed to be the zero mean Gaussian noise, subtracting this estimated noise
will then make the estimated signal better for the next iteration. The plot shows that
the BNC feedback loop does not improve the performance of the receiver after more
than 2 iterations. If it is unable to correct all the bit-errors as in this example, it makes
matters worse by estimating inaccurate noise.
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3.2.3 Finding the best value of α

It is useful to investigate how the performance of a BNC receiver is affected by the
calculation of the distortion factor α. We would like to know how critically dependent
the algorithm is on achieving an accurate value of α. We would also like to know
how good the algorithm would be if the true Bussgang value of α were known at the
receiver, and whether this ‘true value’ as known at the transmitter is really the optimum
value for the receiver. Is the Bussgang theorem giving us the best possible value of α ?

This will tell us how good this technique can ever be made with the best possible
optimisation technique. Three different distortion factors are defined, and the estimates
for their optimum values have been produced from 1,000 randomly generated OFDM
symbols. The main purpose was to investigate the effectiveness of using the Bussgang
theorem to remove the clipping noise in the absence of any other noise like AWGN.
Table 3.1 represents the notation to be used for the three different distortion factors.

Table 3.1: Notations of clipping distortion factor used for tests

Distortion factor Notation
Actual distortion factor at the transmitter αt

Distortion factor using BNC algorithm at the receiver αbg
Distortion factor using trial and error αte

These three distortion factors are explained below in detail.

1. Actual distortion factor αt as calculated by the Bussgang theorem at the trans-
mitter.

2. Distortion factor αbg obtained using the Bussgang theorem at the BNC receiver
as explained above. Each OFDM symbol is passed through the BNC loop in two
iterations to correct bit-errors. In every iteration, a new value of αbg is calculated
and the second iteration’s value is recorded to compare with the other two values
of α.

3. Distortion factor αte obtained using trial and error at the receiver. This will be
the best possible value of distortion factor, even though we do not have a com-
putationally efficient method of generating it. The receiver calculates the value
of the α for the received signal and starts iterating the BNC loop but using this
new value of α. The loop goes on for 100 iterations and with every iteration, α is
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reduced by a factor of .005. For each new value of α, the BNC loop runs for two
iterations and resultant bit-errors are calculated. Hence for each one transmitted
OFDM symbol, 100 values of α with different numbers of bit-errors are calcu-
lated. The value which returns the lowest number of bit-errors, or conversely,
which corrects the most bit-errors is chosen as αte and the corresponding num-
ber of bit-errors is considered as the best result. There is the possibility that more
than one value of α out of 100 gives same best result. In that case, the value of
α which is closest to the already known αt is selected as best.
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Figure 3.5: Probability of Bits in error using the three distortion factors

Figure 3.5 plots the estimates of the probability that the number of incorrect bits
in an OFDM symbol, Be before and after correction, exceed a given number Bo over
a given range of 0 to 256 bits. Each estimate corresponds to three different distortion
factors mentioned in Table 3.1. The red curve represents the probability of the incorrect
bits received using clipping CR = 1.0 at the transmitter. It can be seen that αt has
corrected significantly more bit-errors than αbg . Also, αte is correcting more bit-errors
than the other two distortion factors αt and αbg.

In order to find the relationship between these three distortion factors, we have
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plotted the probability distribution functions (PDF) of the differences of the distortion
factors. Figure 3.6 shows the PDF of the difference between α and αte.
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Figure 3.6: The difference of αt and αte

This plot shows that the probability that αt and αte being closest in value is approx-
imately 0.35. This may be the reason that we can see more bit-error correction using
αt in Figure 3.5.

Figure 3.7 shows the PDF of the difference between αt and αbg. There is very low
probability that for some of the transmitted OFDM symbols, the BNC receiver is able
to get αbg closer to that of αt .

Figure 3.8 shows the bit-error probability against SNR for OFDM system with
the Bussgang algorithm using all three different attenuation factors with BNC, in the
presence of AWGN. The clipping ratio is γ = 1.2. The distortion factor αte shows the
least BEP among all the three defined distortion factors. αt and αbg has nearly same
performance at levels of SNR. αte has reduced the BEP approximately 1dB more than
the other distortion factors. These differences of the performances is not negligible.

In the literature, some modifications were made to the algorithm to improve its
performance, including the use of soft decisions of the received bits and FEC codes
[59]. In this study, this algorithm has been simulated without any FEC codes with hard
decisions to emphasize the main function of the Bussgang theorem.
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Figure 3.7: The difference of αt and αbg

3.2.4 Decision Aided Reconstruction

This iterative receiver tries to reconstruct the received signal to its non-clipped form
using the received equalized signal and the estimated signal in the time-domain. This
approach assumes α = 1 , and therefore Equation 3.25 can be written as

Rk = Hk.(Xk +Dk)+Yk 0 ≤ k < N −1 (3.29)

The DAR loop has been presented in the literature with some modifications using
a Turbo-DAR loop which takes the advantage of soft input soft output (SISO) nature
of Turbo codes and improves the performance [60], [61]. Conventional DAR receivers
work at Nyquist sampled signals. Therefore, we have modified the DAR receiver by
incorporating a filter in it, to make it work with clipped and filtered signals. Figure
3.9 shows the mechanism of a DAR loop. The clipping amplitude A is assumed to be
known at the receiver. The steps of DAR are as follows:

1. The received signal, after applying an FFT to it, is as in Equation 3.29. It is
then oversampled in the time-domain by inserting N · (J − 1) zeros symmetri-
cally in the frequency-domain. From here the oversampled signal is processed
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Figure 3.8: BEP against SNR using all three distortion factors with the BNC receiver

Figure 3.9: DAR Process
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through two branches. One branch applies an FFT to obtain the oversampled
time-domain clipped signal c̃n.

2. The other branch demodulates the oversampled sequence and then remodulates
it by snapping (i.e. quantising) to the same modulation scheme as is used at
the transmitter. In this way, shrinkage of the constellation caused by clipping is
reduced. The modulated sequence is then X̂k,k = 0, ...,JN−1 where I represents
an iteration number with initial value of I=1.

3. An out-of-band frequency-domain filter may be applied on the decisions in step
2 as:

X̂k =

X̂k, for 0 ≤ k < N
2 and JN − N

2 < k

0, elsewhere
(3.30)

4. The filtered output in step 3 is converted back to the time-domain using an IFFT
producing x̂n.

5. The samples produced at step 1 and the time-domain samples produced at step 4
are now combined to detect clipped samples and generate a new sequence as

x̃n =

c̃n, |x̂n| ≤ A

x̂n, |x̂n|> A
(3.31)

6. The sequence x̃n is converted back to the frequency-domain by applying an FFT
producing X̃k.

7. The sequence X̃k is demodulated and re-modulated with snapping as in step 2
and the first iteration completes here.

8. The index number I is increased as I = I+1 and the frequency-domain signal in
step 3 is replaced with X̃k.

9. To continue the iterations, steps 3−7 are repeated.

3.2.5 Results and Discussion

The performance of the DAR receiver has been evaluated for an AWGN channel. The
BER is calculated by comparing the transmitted and received constellations. Figure
3.10 illustrates the BER performance of DAR with and without band-pass filtering at
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Figure 3.10: Comparison of modified DAR with original DAR

step 3. The 16-QAM modulation has been used for the simulations and the number of
OFDM subcarriers N is set to 64, CR is set to 1.2 and number of iterations is 2. There
is a lower bound which shows the performance of OFDM in AWGN with no clipping.
For the modified DAR, the signal at the transmitter is oversampled and filtered, so all
the noise does not fall in-band which makes the performance better at the receiver.
The modified DAR loop shows better performance in terms of BER as compared to
the original form of DAR. Figure 3.11 shows the BEP obtained using a DAR receiver
using different number of iterations. We have observed that the DAR receiver stops
improving soon after 2 iterations. For all iterations higher than 2, it shows nearly the
same BEP for all levels of SNR.

3.3 Comparison of the BNC and DAR receivers

Figure 3.12 shows a comparison of the performances of the DAR receiver and the BNC
receiver plotting the BEP against signal to noise ratio (SNR). The BEP has reduced
much in the case of the BNC receiver. The BEP at SNR=14dB for BNC is 0.0005 and
for DAR receiver at the same level of SNR it is 0.005. There is a huge difference in
the reduction of the BEP at all levels of SNR. The number of iterations for both the
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Figure 3.11: DAR with multiple iterations

receivers was kept at 2, as they both stop improving after 2 iterations.

3.4 Inverted Wrap-Around (IWRAP) limiting

In this section, the use of Inverted Wrap (IWRAP) limiting in place of clipping is inves-
tigated. The effect of the IWRAP limiting function is illustrated in Figure 3.13. Soft-
clipping limits the peaks to a threshold and discards the overshoot, whereas IWRAP
wraps-around the peaks inside invertedly. In other words the components of the com-
plex waveform whose magnitude is above the threshold are removed and added back
into the signal. The limited samples of the signal are therefore made smaller than the
threshold. Equation 3.32 shows the limiting function for IWRAP.

cn =

xn, if |xn| ≤ A

e jθ(n).(2×A−|xn|) , if |xn|> A
(3.32)

where xn is the original unclipped time-domain complex signal, cn is the signal after
IWRAP limiting, A is the predefined magnitude threshold, θ(n) is the argument of the
complex sample xn and |xn| is the magnitude of xn. The distortion factor α for IWRAP
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limiting can be calculated using the following equation:

α = 1−2e−γ2
+
√

πer f c(γ)γ (3.33)

where γ represents the clipping ratio and erfc is the complementary error function
defined as:

er f c(x) =
2√
(π)

∫ ∞

x
e−t2dt (3.34)

The derivation of α for this form of limiting is given in Appendix A. The output power
of the IWRAP limited signal is given by:

Pxcn =
(
1−2γ

√
πer f c(γ)

)
Pxn (3.35)

The derivation for the output power of the IWRAP limited signal is given in Appendix
B.

3.5 Evaluating Parameters for limiting

PAPR reduction schemes may be evaluated through the following parameters: PAPR
reduction, PSD, BER analysis in coded and uncoded systems.

3.5.1 BER Analysis

Clipping strongly affects the overall performance of the OFDM system when the
clipped signals are passed through the AWGN channel.

The Bit-error probability (BEP) for OFDM system with 64 subcarriers, modulated
by 16-QAM with uncoded bits is shown in Figure 3.14 with various clipping ratios. It
is evident that the system performance is degraded highly even at a moderate clipping
ratio, i.e, CR=1.4.

Figure 3.15 shows the OFDM bit-error probability using IWRAP and soft-clipping
both with BNC receivers. These probability estimates were produced using MATLAB
simulations by transmitting 10,000 OFDM symbols with 16-QAM modulation. The
clipping ratio is set to γ = 1.8. The limiting distortion produced by IWRAP is large
than that with soft-clipping. The performance of the BNC algorithm with soft-clipping
is much better than the performance of BNC with IWRAP. The use of the BNC receiver
with IWRAP still improved the BEP. But clipping without any correction is even better
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Figure 3.14: BEP of clipped 16-QAM mapped OFDM signal in AWGN channel

than IWRAP with BNC.

3.5.2 Power Spectral Density (PSD)

When limiting is applied to an oversampled signal, energy is generated at frequencies
outside of the signal bandwidth. This phenomenon is called spectral regrowth. The
PSD plotted in Figure 3.16 shows the effect of the clipping and IWRAP before and
after filtering. Both limiting techniques produce out-of-band which is eliminated by
applying a filter. The black plot shows the filtered signal after applying a FFT/IFFT
filter.

3.5.3 PAPR Reduction and Peaks Re-growth

The main problem of clipping is that we are distorting the signal in-band and out
of band. A band-limiting filter is applied to suppress the spectral regrowth but this
filtering process increases PAPR.

As mentioned above, repeated clipping and filtering has been proposed by [8] to
address the peak regrowth issues. The repeated process significantly reduces peaks
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Figure 3.15: IWRAP and soft-clipping with BNC
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re-growth at the expense of the number of repeats. However, every iteration costs a lot
of computation. The computation involved in repeated clipping and filtering led us to
propose IWRAP limiting. Figure 3.17 shows a comparison of PAPR reduction using
soft-clipping and IWRAP limiting after limiting and filtering. The peak re-growth
using the IWRAP with filtering is clearly smaller than the peaks re-growth obtained
using clipping with filtering.

3.6 Conclusions

In this chapter soft-clipping as applied to base-band signals has been described along
with its effects and performance. The effect of soft-clipping applied to to Nyquist sam-
pled signals and oversampled signals has been explained. Two clipping noise mitigat-
ing receivers have been compared in terms of BER. Robust optimisation techniques
have not yet been devised and convergence issues have not been fully considered.
However, the capabilities of the techniques have been investigated. An investigation
of the derivation of the distortion factor α BNC receiver showed that the best value
of α, which gives the maximum bit-error correction, is not obtained, also that it is not
the value derived at the transmitter. A better value may be obtained by trial and error.
Nevertheless, the results show that the BNC algorithm adjusted for attenuation factor
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can be made to perform better than a DAR loop with added filter. For the BNC algo-
rithm, if an accurate value of α and CR is estimated in each iteration, the signal can be
recovered significantly, for lower levels of clipping. However, the crux in the compu-
tation for the BNC receiver is the JN point IFFT and FFT which must be performed in
each iteration along with the clipping and filtering block.

Soft-clipping when applied with filtering increases the PAPR after filtering. IWRAP,
an alternative limiting technique has been proposed to limit the high peaks of the time-
domain OFDM signal. It effectively reduces the re-growth of the high peaks after
filtering. The results of CCDF has been presented in comparison to soft-clipping and
filtering. A slight BER degradation has been observed as compared to soft-clipping.
IWRAP can be effectively used with other techniques in the literature e.g. [32], which
are combined to work with soft-clipping and where side information transmitted.



Chapter 4

Equation-Method

This chapter describes a method that has been derived for reducing the non-linear dis-
tortion produced by clipping of OFDM signals. It is called the Equation-Method. Most
of the ideas presented here were published in contribution [62]. At the transmitter, soft
clipping is applied to the time-domain signals before amplification. The clipped sig-
nal at the receiver is used to generate equations for calculating the unclipped form of
the signal. These equations are based on the fundamental concept of the FFT. Four
different enhancements of the basic method are discussed in this chapter.

4.1 Problem Formulation

Soft-clipping is performed in the time-domain as described in Chapter 3 Section 3.1.1.
The amplitudes of the time-domain samples are limited to a predefined threshold A,
keeping the phases unchanged. The soft-clipping is applied at the Nyquist sampling
rate, hence the algorithm has been used so far for mitigating in-band distortion only.
The effect of out-of-band distortion will not be addressed.

The receiver applies the received complex clipped time-domain signal to an Nth
order FFT to convert it into the frequency-domain:

Yk =
N−1

∑
n=0

xn.e
− j2πnk

N (4.1)

where xn is the received time-domain signal and Yk is the frequency-domain version.
The algorithm of FFT used for this method is the commonly used Cooley-Tukey for-
mulation. This algorithm computes N discrete frequency components from N discrete

75
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time-domain samples, where N = 2r, r is any integer. Let us denote:

P = e
− j2π

N (4.2)

Then we can write the Equation 4.1 as:

Yk =
N−1

∑
n=0

xn.Pnk (4.3)

The FFT may be expressed in the matrix form as:

Y = P.x (4.4)

where x and Y are the N × 1 vectors of time-domain and frequency-domain samples
respectively, and the elements of the N ×N matrix P are as follows:

p(n,k) = exp(−2×π× j× (n−1)× (k−1)/N) = Pnk (4.5)


Y0

Y1
...

YN−1


N×1

=


P0 P0 P0 · · · P0

P0 P1 P2 · · · PN−1

...
...

... · · · ...
P0 PN−1 P2(N−1) · · · P(N−1)2


N×N

×


x0

x1
...

xN−1


N×1

(4.6)

If x undergoes a nonlinear function such as clipping, the effect of clipping in the
time-domain will be reflected in the frequency-domain constellation symbols, as will
be explained in the next section.

4.1.1 Effect of Clipping on Constellation Symbols

Applying an FFT to a received OFDM symbol produces complex constellation sym-
bols which may be mapped onto an Argand diagram with real and imaginary axes.
The collection of all possible symbol points forms a constellation. Different modula-
tion schemes have different constellation structures. The constellations for all possible
modulation techniques (PSK, QPSK, 16-QAM, etc.) are defined by standardised fixed
positions on the complex plane. But when the symbol has been clipped and is also
affected by channel noise (AWGN), the received constellation points will be different
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from those of the transmitted symbol.
If the clipping distortion and channel noise are small, it is possible that the received

constellation symbols are close, in a Euclidean sense, to the fixed constellation points.
In this case, ‘snapping’ each received constellation symbol to the nearest fixed constel-
lation point will recreate the original constellation at the transmitter, and no bit-errors
at all will then be incurred. The maximum likelihood detection rule is to detect the
symbol s1 if the distance between the received symbol (rI,rQ) is closest to the constel-
lation symbol (sI,sQ), where s1 is the constellation out of fixed 16 points for 16-QAM
on the constellation diagram.

Figure 4.1: Decision boundaries for snapping

The received OFDM symbols after applying an FFT have to be demapped from the
constellation. Two steps are involved in this process. On the basis of Euclidean dis-
tance all the received constellation symbols are snapped to their nearest constellation
points. And then the constellation is demapped to return to the binary output.

Figure 4.2 shows an example with N = 8 and 16-QAM modulation. The signal has
been clipped at γ = 1.0. Plot(1,1) in Figure 4.2 shows the fixed constellation points
of 16-QAM constellation. The mapped constellation symbols are represented by filled
squares in Figure 4.2, Plot(1,2). The effect of clipping on the constellation symbols
is demonstrated by displaced blue filled squares in Figure 4.2, Plot (2,1). According
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Figure 4.2: An example of constellation snapping

to the snapping process, the distorted constellation symbols will be snapped to their
nearest constellation points as illustrated in Figure 4.2, Plot (2,2). Due to the effect of
the clipping, one constellation symbol has been snapped to a wrong constellation point
which produces bit-errors. The constellation symbol in red circle is representing the
wrongly snapped point.

In more interesting cases where clipping distortion and/or channel noise cause
some received symbols to move further away from the true constellation points, bit-
errors are produced when these received symbols are snapped to incorrect constellation
points.

4.1.2 Effect of clipping with no bit-error correction

This section investigates the performance of the proposed algorithm by the MATLAB
simulation of an OFDM system with 64 sub-carriers and a 16-QAM constellation on
each sub-carrier. The effect of clipping has been assessed when there is no bit-error
correction.

Figure 4.3 plots estimates of the probability that the number, Ncs, of correctly
snapped constellation symbols in an OFDM symbol at the receiver exceeds a given
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Figure 4.3: Distribution of Ncs with no symbol-error correction

number, Co, over the range 0 to 63, when there is no attempt at symbol-error correc-
tion. Each estimate corresponds to a different value of the clipping threshold A over a
range from 0.4 to 0.65. The average power of the OFDM signal, estimated over 10,000
OFDM symbols, is 0.156, therefore the clipping ratio (CR) varies from approximately
1.01, when A = 0.4 to 1.64 when A = 0.65. The Clipping ratio (CR) is defined as the
ratio of the clipping threshold A to the root mean square (RMS) value σ of the OFDM
signal. The range therefore encompasses mild to very severe clipping.

The probability estimates were produced from 10,000 randomly generated OFDM
symbols for each selection of clipping threshold A. The plots show that even with
very severe clipping (A = 0.4) and no error correction, there is still a reasonably high
probability that more than half of the constellation symbols are correct, though the
probability of having all symbols correct is low even for mild clipping.

The curve plotted in Figure 4.4 shows the probability of an OFDM symbol error
for different values of A. An OFDM symbol is error-free only when all constellation
symbols are correct, and therefore all bits, are received correctly. Without symbol-
error correction, the OFDM symbol error rate is seen to increase rapidly as the clipping
threshold decreases.

The Equation-Method aims to use the information provided by correctly snapped
symbols to correct clipping distortion in the time-domain. Where the majority of the
symbols received are correctly snapped, this is likely to be quite straightforward as
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Figure 4.4: OFDM symbol error probability without correction

illustrated by the data in Table 4.1.
Table 4.1 gives details about the maximum and minimum number of clipped sam-

ples with different clipping thresholds. This data has been produced by transmitting
10,000 OFDM symbols modulated with 16-QAM for all the clipping thresholds. It
is evident from the table that even at severe clipping, there are likely to be enough
unclipped correct samples for generating equations to try to correct the clipped ones.

4.2 The Equation-Method

This method relies on the receiver being able to identify which time-domain samples
are likely to have been clipped and which constellation symbols are likely to be cor-
rectly received. This is reasonably straightforward when the additive white Gaussian
channel noise is negligible and the clipping level A is known at the receiver. We con-
sider this case first. At the receiver, the received time-domain samples are converted
to frequency-domain complex symbols which are snapped to the fixed constellation
points according to the procedure mentioned above in Section 4.1.1. If we can identify
which samples are going to be clipped, and which frequency-domain samples will be
correct at the receiver after being snapped to the standard constellation, the original
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Table 4.1: Estimate of Clipped Samples before Error-Correction

A Max No. of Clipped Samples Min No. of Clipped Samples
0.75 7 0
0.70 9 0
0.65 10 0
0.60 14 1
0.55 18 2
0.50 22 4
0.45 26 9
0.40 30 13

FFT Equation 4.6, before clipping or snapping, may be partitioned as:[
Y R

YU

]
=

[
G F

E D

]
×

[
xc

xo

]
(4.7)

where the vector Y is partitioned as Y R representing ‘reliable’ frequency-domain sym-
bols and YU giving N −M ‘unreliable’ symbols that are considered less likely to be
correct at the receiver. Time-domain vector x is divided in two sub-vectors: i.e. the set
of L samples likely to be clipped xc and the other N−L samples that are not likely to be
clipped. Determining L and M is the key to this method, as will be discussed later. The
matrix P is partitioned such that G and E are, respectively, M×L and (N−M)×L sub-
matrices of the sinusoidal coefficients associated with the time-domain samples xc. F

and D are, respectively, M× (N −L) and (N −M)× (N −L) sub-matrices of the sinu-
soidal coefficients associated with the ‘other’ time-domain samples held by vector xo.
Sub-matrices G and F also correspond to the M ‘reliable’ frequency-domain symbols
in vector Y R, whereas E and D correspond to the (N − M) ‘unreliable’ frequency-
domain symbols in vector YU .

Equation 4.7 is the true FFT equation which can be programmed only when we
know all the time-domain samples exactly. This will not be the case at the receiver
as it will not know the true values of the clipped samples. If the receiver knew the
true constellation samples in the Y vector it could invert the FFT matrix and thus find
the true values of the clipped samples. But this is not possible either because there
are likely to be incorrect constellation values in the Y vector as constructed at the
receiver. In this scenario, after receiving a clipped symbol, the receiver converts it to
frequency-domain symbols and snaps them to the standard constellation symbols to
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produce vector Ŷ which is not necessarily equal to Y . Dividing the received complex
time-domain samples x(n) for n = 1,2, ...N, into clipped samples xc(n) for n = 1, ..L
and non-clipped samples (the others) xo(n) for n = 1, ..NL allows the FFT Equation
4.4 at the receiver to be written as follows:[

Ŷ R

ŶU

]
=

[
G F

E D

]
×

[
x̂c

xo

]
(4.8)

We have given Ŷ R a hat in Equation 4.8 because the identification of ‘reliable’
and ‘unreliable’ will not always be done correctly. In Equation 4.8, the frequency-
domain symbols Y have been partitioned according to whether they are considered
likely to be reliable (Ŷ R) or unreliable (ŶU), and not according to whether they are
correct or incorrect after they have been snapped to the nearest constellation point.
The dimensions of

(
Ŷ R

)
and (ŶU) are M × 1 and (N −M)× 1 respectively. Now,

multiplying out the upper part of the partitioned matrix equation, we obtain:

Ŷ R = G× x̂c +F × xo (4.9)

If we first consider the case where when L = M, provided G is non-singular, the
clipped time-domain samples, now treated as unknowns, may be obtained as follows:

x̂c = G−1(Ŷ R −F × xo) (4.10)

This illustrates that the true values of the clipped time-domain samples may be ob-
tained from a knowledge of the other time-domain samples and the frequency-domain
samples considered reliable when the latter are correctly snapped in the constellation.
This approach is entirely practical and just requires the identification of L reliable con-
stellation points when there are L clipped samples. There may be more than L reliable
constellation points, but just L of them need to be selected in the case.

4.2.1 Equal number of Equations and unknowns

If it is arranged that the number of chosen reliable frequency domain samples is equal
to the number of clipped time-domain samples, there are an equal number of equations
and unknowns and the matrix G is square. For these equations to be solved for a valid
and unique solution, G has to be non-singular. Taking an example for N = 4, the matrix
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of powers of exponentials for N = 4 may be written as:

P =


P0 P0 P0 P0

P0 P1 P2 P3

P0 P2 P4 P6

P0 P3 P6 P9


4×4

(4.11)

The sinusoidal coefficients from Equation 4.11 are plotted in Figure 4.5. P is a

Figure 4.5: Powers of the exponential function P for N=4

symmetric and orthogonal matrix and hence invertible. Figure 4.5 shows that the sym-
metry properties hold where: PN = P0 = 1, PN/2 =−1 =−P0. P is invertible, but we
are not sure ,whether if we extract any sub-matrix from the matrix P, it will also be
invertible.

As an example, assume that the 1st and 3rd samples were clipped, which make 2nd
and 4th frequency-domain symbols unreliable. So the matrix G for this example will
be extracted from Equation 4.11 as:

G =

[
P0 P0

P0 P4

]
2×2

(4.12)

Using the values in Figure 4.5 for the matrix G, we can see that it is singular. Sim-
ilarly there are few more combinations of the exponential which if combined to make
the matrix G, will make it singular. Therefore the problem of singularity can occur
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when G is square, and it will occur more frequently if the period of the frequency-
domain signal is large. The extension of this technique to over-determined sets of
equations where G is not square but ‘thin’ rectangular is a good way of avoiding this
singularity problem.

4.2.2 Overdetermined number of equations

If we could have total confidence in the selection of L equations for the L unknowns,
and guaranteeing a non-singular matrix G, the square matrix approach in the previous
section would be optimal. In practice we cannot have such confidence especially when
striving to make this method work for ever higher degrees of clipping and ever higher
levels of AWGN. In general, the M by L matrix G need not be square. There may
be more reliable constellation symbols than clipped samples, in which case G will be
rectangular and ‘thin’ meaning that there are more equations than unknowns. This is
the over-determined case with M > L.

The under-determined case where M < L is also possible under very severe con-
ditions, but as it is unlikely that the method could be made to work for this case, it
is disregarded. Where the coefficient matrix G is thin rectangular, rather than just re-
jecting equations to make it square, it is generally better to use the ‘pseudo-inverse’
approach to calculate a ‘least squares’ solution to the over-determined set of equa-
tions. This requires the use of the Moore-Penrose pseudo- inverse [63] which will now
be explained. Assume that the possibly over-determined set of equations are expressed
as:

W = Gx (4.13)

where x denote x̂c, W denotes (Ŷ R −F × xo) and G is M by L with M ≥ L. If G were a
non-singular square matrix it would be possible to make W = Gx by taking

Gx = G−1W (4.14)

Where G is not necessarily square, the ‘least squares’ requirement is that the vector
of coefficients, x, must be found such that Gx is made as close as possible to W or, in
other words, the ‘difference signal’:

D = Gx−W (4.15)

is made close as possible to zero. Multiplying both sides of Equation 4.13 by GT
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(T means ‘transformed’) gives:

GT .W = GT .G.x (4.16)

and noting that since the dimensions of G and GT are M by L and L by M re-
spectively, GT .G will be a square matrix of dimension M by M. When this matrix is
non-singular, we can write:

x = (GT .G)−1GTW (4.17)

or:
x = G#.W (4.18)

where the L by M matrix G# is defined as the ‘pseudo-inverse’ of the M by L matrix G:

G# = (GT .G)−1GT (4.19)

Clearly, it cannot be expected that defining vector x by Equation 4.18 satisfies Equation
4.13 except when G is square. But let

E = ∥Gx−W∥2 (4.20)

E = (Gx−W )T (Gx−W ) (4.21)

=
M

∑
i=1

(di)
2 = ∥D∥2 (4.22)

where di are the elements of D and ∥D∥2 denotes the ‘norm’ of D. This is the sum
of squared differences between elements of W and the corresponding elements of Gx

and is a measure of the difference between G.x and W , or in other words the ‘sum of
squares’ error. Multiplying out Equation 4.21 gives:

E = xT GT Gx− xT GTW −W T Gx+W TW (4.23)

= xT GT Gx−2xT GTW +W TW (4.24)

To find the vector x that gives the minimum value of E, we partially differentiate
E with respect to each element of x and then set each of the M expressions to zero. In
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vector notation, it may be verified that the resulting gradient vector:

∇E = ∂E/∂x = 2GT Gx−2GTW (4.25)

= 0 (4.26)

to minimise E, where 0 is the M by 1 zero vector. Therefore, to minimize E,

GT Gx = GTW (4.27)

which means that:

x =
[
(GT G)−1GT ]W = G#W (4.28)

To summarise, if W = Gx, does not have an exact solution, then Equation 4.28
returns a ‘least square’ solution. The pseudo-inverse can be computed directly from
Equation 4.17, but it is also available as the MATLAB function ‘pinv’. MATLAB
computes the pseudo-inverse in a robust way using singular value decomposition which
is likely to be more accurate for large matrices especially when they are close to being
rank-deficient. If the matrix G is rank deficient, i.e. if many of the M equations are
identical or linearly dependent on each other, there will be infinitely many solutions.
The solution obtained using ‘pinv’ in MATLAB will then be the one that minimises
the norm of (Gx−W ).

4.2.3 The Naive approach

When M = L, the resulting square matrix G is not guaranteed to be non-singular. For-
tunately, the case where M = L is not the most interesting. When M > L, matrix
G becomes non-square (thin) and Equation 4.9 becomes over-determined with more
linear equations than variables. Now, provided the rank of G is not less than L, the
pseudo-inverse solution to Equation 4.9 is:

xc = G#(Y R −F × xo) (4.29)

Equation 4.29 gives a set of time-domain samples xc that come as close as possible
to minimizing the difference between the left-hand and right-hand sides of Equation
4.9 in a least sum of squares sense. Where the time-domain clipping and channel
noise are not too severe, and therefore many frequency-domain symbols are correctly
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snapped, the pseudo-inverse solution becomes relatively insensitive to the choice of M

and the correct identification of reliable symbols at the receiver. If some incorrectly
snapped symbols are inadvertently included in the set considered reliable, their effect
becomes overwhelmed by the correctly snapped symbols in the pseudo-inverse solu-
tion. Without a method of deciding which frequency-domain symbols are reliable, the
receiver takes all of them in the Naive Approach. It sets M = N, assuming that the
large majority of received constellation symbols will be reliable. This naive approach
is expected to work reasonably well in conditions of low and moderate distortion and
channel noise.

4.2.4 Results and Discussion

The simulations carried out for the zero symbol-error correction case were repeated
with the proposed Naive Method implemented with the number of equations M equal
to the number of sub-carriers, i.e. 64. The number L of clipped time-domain samples,
i.e. the number of unknowns, depends on the value of clipping threshold A. Figure
4.6 shows the results of this implementation of the Equation-Method for different clip-
ping thresholds. Comparing with the no correction case, it can be seen that this naive
version of the Equation-Method is effective in reducing the OFDM symbol error rate.
At the quite severe clipping level A = 0.45, the receiver correctly receives (after cor-
rection) about 50% of the transmitted OFDM symbols, where less than 10% would be
received correctly without symbol-error correction. Taking M =N means that wrongly
snapped constellation symbols are included in the M equations, and it would clearly
be beneficial to exclude some or all of these.

4.2.5 Snapping Threshold Strategy

The ‘Naive’ strategy for the receiver can be improved by choosing, as ‘likely to be re-
liable’ those symbols which are closest (in a Euclidean sense) to the fixed PSK, QPSK
or QAM constellation points. This new strategy requires a choice of distance threshold
which we call the ‘snapping threshold’ (ST). The constellation symbols which move
less than the ST distance when ‘snapped’ to the standard constellation points are con-
sidered as reliable constellation symbols and are chosen to generate the equations. This
is the mechanism by which the receiver makes its reliability decisions.

The strategy will clearly make mistakes when larger distortion or channel noise
drives a symbol well away from the correct constellation point and into the vicinity of
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Figure 4.6: OFDM symbol error probability using Naive approach

a different one. To take an example, for 16-QAM, the minimum distance between any
two constellation symbols is 2. Figure 4.1 shows the decision boundaries for 16QAM
modulation. Clearly, the maximum snapping threshold (ST) must be 1 according to
the decision boundaries.

A series of MATLAB simulations was carried out to try to determine the best value
of ST for each clipping threshold. The symbol-error correction achieved was calcu-
lated over a range of values of ST from 0.5 to 1.0. The value of ST that minimized the
OFDM symbol error rate over a number of symbols 10,000, for each clipping threshold
is plotted in Figure 4.7.

Therefore, Figure 4.7 shows the best snapping threshold for each clipping thresh-
old when used for 16-QAM modulation with OFDM. For severe clipping, there are
more chances of a constellation symbol being closest to the wrong constellation point.
Therefore, the optimal ST distance is smaller for severe clipping than for moderate
clipping.
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Figure 4.7: Best Snapping thresholds against Clipping thresholds

4.2.6 Results using Optimized Snapping Threshold

The Snapping Threshold strategy aims to exclude unreliable constellation symbols
from Equation 4.29 by setting a snapping threshold (ST) distance. Now the receiver
only includes those symbols which have moved less than ST on the constellation in
the process of snapping from the received symbol to a valid constellation point. The
effectiveness of this strategy varies with the choice of ST and the results presented here
are for optimized values of ST. Figure 4.8 plots the symbol error probability against
clipping threshold using the optimized ST method and may be compared with the pre-
vious curves. There is significant improvement over the Naive Method. For the severe
clipping threshold, A = 0.40, the receiver now correctly receives OFDM symbols with
a probability of about 0.4, which means that 40% will be correct as compared with 5%
for the earlier Naive strategy (M = N) and 0.25% without symbol-error correction.

4.3 Dither and Recursion strategy

This is an enhanced strategy for the Equation-Method which introduces a degree of
randomness or ‘Dither’ into the original symbols at the transmitter. It also introduces
a form of recursion which allows the transmitter to anticipate the decisions of the
receiver. Recursion means that the transmitter has a built-in copy of the receiver and
its functions.
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Figure 4.8: OFDM symbol error probability using ST strategy

4.3.1 Dither

At the receiver, each symbol is perturbed by a small random vector but only in such a
way that it is not likely to affect the snapping decision at the receiver. It is fundamental
to this idea that, because constellation points are effectively quantized there is finite
distance between all of them. Therefore, a small amount of dither can be added to
what is transmitted without this necessarily affecting the quantized complex numbers
that define the constellation. Dither has been used in other work on PAPR mitigation,
but for quite different reasons [64].

In the Equation-Method the nature of the dither is chosen to try to ensure that
unreliable symbols can be readily identified as such at the receiver. To implement
this idea, a copy of the receiver is mirrored at the transmitter to allow the transmitter
to monitor, approximately, the effect of a given choice of dither vectors on the likely
decisions. The process is approximate because, although the effect of the dither can
be anticipated, it is more difficult to anticipate the effect of the channel noise. In the
current implementation, a random set of dither vectors of gradually increasing length
is tested until one is found that moves the symbols in such a way that a ‘minimum
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distance’ or ST strategy adopted at the receiver will identify the reliable and unreliable
symbols. The ‘minimum distance’ strategy is simply to take the symbols closest to a
constellation point as reliable, therefore the dither must move the unreliable ones away
from constellation points. The mirrored receiver aims to anticipate the effect of each
choice of dither vectors.

4.3.2 Recursion

The transmitter has a mirror copy of the receiver so that it may predict the behaviour
of the receiver. According to this behaviour, the transmitter decides what should be
transmitted. This is named as Recursion. It has the following steps:

1. The mirrored receiver converts the soft-clipped base-band signal to the frequency-
domain by applying an FFT.

2. The frequency-domain symbols are snapped to the fixed constellation points with
a record taken of the distance moved in each case.

3. The snapped constellation points are compared to the true ones to determine
which are correct.

4. The Optimised Snapping Threshold strategy is now applied, with some allowance
for AWGN, in the mirrored receiver to determine which constellation will be
identified as reliable or unreliable by the real receiver.

5. The correctness or otherwise of each identification is determined.

6. Now the transmitter tries to improve the effectiveness of the optimized snapping
threshold strategy as mirrored at the transmitter. It does this by introducing dither
vectors or random changes to the original constellation symbols and noting the
effect on the selection of reliable and unreliable received constellation symbols.

7. The ‘Dither’ vectors will move some received symbols further away from stan-
dard constellation points and others closer.

8. As different dither vectors and degrees of dither are tested, the mirrored receiver
decisions will change. A constellation symbol whose distance is less that the
snapping threshold (ST) from the wrong standard constellation point can be
moved further away and thus be correctly identified as unreliable. Or it may be
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moved towards the correct standard constellation point and end up being close
enough to be considered reliable. Symbols just beyond the snapping threshold
from their correct standard constellation points can be nudged a little closer.

9. Vectors of dither can be tried until there are considered enough correct identifi-
cations of reliable and unreliable constellation symbols, and enough correct ones
to allow the Equation Method to reliably calculate all the clipped time-domain
samples. This is taken as a satisfactory choice of dither, though it is not neces-
sarily the optimum.

10. The transmission is then made with this satisfactory choice of dither.

11. The dither will never be made so great as to affect the decisions that would be
made without clipping; i.e. the data being sent must remain correct.

12. Ideally the testing of dither vectors should continue until there are no incorrect
decisions. However, if this ideal condition is not reached after a requisite num-
ber of trials, the transmission should still be made with the best dither vector
obtained so far, since the use of the pseudo-inverse at the receiver can accommo-
date some wrong decisions as long as there are sufficient equations.

4.3.3 Results

This section investigates the performance of the proposed ‘Dither and Recursion’ strat-
egy algorithm by the MATLAB simulation of an OFDM system with 64 sub-carriers
and a 16-QAM constellation on each sub-carrier. We have used the Moore-Penrose
pseudo-inverse (pinv) function [63] to solve the possibly over-determined set of equa-
tions. Figure 4.9 shows the probability of an ‘OFDM symbol error’ for different values
of A. An OFDM symbol is error-free only when all constellation symbols are correct,
and therefore all bits are received correctly.

As before optimized ST thresholds are used. Now the probability of a correct
OFDM symbol approaches 90% for a clipping threshold of A = 0.45 and this is yet
another significant improvement. Introducing Dither and Recursion with a mirrored
receiver at the transmitter was implemented as described in Section 4.3 where the
dither is introduced to try to make the ‘snapping threshold’ strategy described above
work better. In our experiments, a maximum of 100 randomized dither vectors was
allowed for each OFDM symbol transmission.
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Figure 4.9: Symbol error Probability using Equation-Method with Dither and Recur-
sion

4.4 Selective Dither and recursion

The ‘Dither and Recursion strategy moves constellations symbols which are wrongly
going to be selected as reliable further away from the wrong fixed constellation points.
Computational savings may be made by applying dither selectively to these symbols
only, thus allowing a more efficient search strategy. Dither is applied to selected sym-
bols according to the following ‘Selective Dither and Recursion’ strategy:

1. The complex constellation symbols are converted to the time-domain by apply-
ing an IFFT:

x(n) =
1√
N

N−1

∑
k=0

Xke
j2πnk

N 0 ≤ n < N −1 (4.30)

2. Soft clipping is applied to the time-domain signal.

3. The clipped signal is processed by the mirrored receiver at the transmitter as
described in Section 4.3.2.

4. If any of the constellation symbols are wrongly being considered as reliable,
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dither is applied, but only to the true versions of these symbols (i.e. before
clipping). Dither is not applied to all the true symbols as before, but just to the
unreliable ones.

5. The modified constellation symbols are converted to the time-domain and soft-
clipped again.

6. Control is again passed to the recursion process as described in Section 4.3.2.

7. The ‘Selective Dither’ and ‘Recursion’ loop continues until no wrong decisions
are detected or until a specified number of iterations have elapsed. This process
will often be required to apply dither to different symbols as decisions change.

8. Ideally the iterations should continue until there are no incorrect decisions, but
transmissions predicting wrong decisions may still be useful when the pseudo-
inverse solution method is used at the receiver.

4.4.1 Results and Discussion

The OFDM symbol in the first iteration is passed through the recursion process. If
there are wrongly chosen constellation symbols, then the process of Selective Dither
starts. After every iteration of Selective Dither and Recursion, the selective dither
vector giving the smallest number of incorrect decisions is stored. If the mirrored
receiver is unable to find a case when there are no wrong decisions, then it transmits
the OFDM symbol using the dither vector which gives the lowest number of wrong
decisions.

Figure 4.10 shows the OFDM symbol error probability using the Selective Dither
and Recursion method. It is compared to all earlier versions of the Equation-Method.
The probability of a correct OFDM symbol approaches 68% for a clipping threshold
of A = 0.4. This is better than all previously discussed results.

4.4.2 Bit-error Probability for the Equation-Method

We have estimated the likely OFDM symbol error probability for all the four Equation-
Method strategies presented in this chapter. In our experiments so far, OFDM sym-
bols which have one or more uncorrected bit-errors after processing by the Equation
Method are considered wrong. This would be appropriate for applications without
FEC or ARQ error correction. However, it is also useful to consider the effect of the
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Figure 4.10: Symbol error Probability using the Equation-Method with Selective
Dither and Recursion

Equation Method on the ‘bit-error probability’. Figure 4.11 shows the BEP for all the
four versions of the Equation-Method. Like the OFDM symbol error probability, we
can see that Selective Dither and Recursion gives the best bit-error correction for all the
clipping thresholds. It may be observed that the BEP for the ST method has increased
for A = 0.40. The reason is that the received constellation symbols are affected badly
by the high clipping distortion and the decisions based on ST are heavily affected.

4.4.3 Equation-Method in comparison to other approaches

Chapter 3 has explained and evaluated the two most cited iterative receivers that have
been proposed in the literature for mitigating the effect of clipping noised at the re-
ceiver. With the results, we have observed that the BNC receiver is better than the
DAR receiver. We have compared the best results of the Equation-Method with the
BNC iterative receiver, at moderate and severe clipping thresholds in the absence of
AWGN noise. Figure 4.12 shows the performance of the Equation-Method with Se-
lective Dither and Recursion in comparison to the BNC receiver. The OFDM symbol
error probability for the Equation-Method (Selective Dither and Recursion) at clipping
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Figure 4.11: Bit error Probability using Equation-Method
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threshold A = 0.5 is 0.02, and using BNC receiver it is 0.04. The Equation-method
has low symbol error probability as compared to BNC receiver for all the clipping
thresholds.

4.5 Conclusions

A new ‘Equation Method’ has been proposed for correcting bit-errors produced by
clipping distortion in OFDM signals. It has been evaluated to determine the percent-
age of OFDM symbols that can be completely corrected, at moderate to severe clip-
ping thresholds, by different versions of the method. The bit-error rates obtained after
applying the various strategies have also been evaluated. This chapter has presented
four versions of the Equation-Method. The Selective Dither and Recursion strategy
shows the best performance and has been shown to correct the majority of the received
OFDM symbols at a severe clipping threshold. The best results are compared with
other receiver-oriented approaches, and demonstrate the superiority of the new method
for the examples chosen. The performance of the Equation-Method in the presence of
AWGN is addressed in the next chapter



Chapter 5

Equation-Method in additive white
Gaussian noise (AWGN)

The soft-clipped OFDM signal modulated at the transmitter is transmitted over the
channel. A corrupted version of this signal is received at the receiver. The com-
munication channels can suffer from a variety of impairments which include noise,
interference and frequency selective fading. The effects of frequency selective fading
may be reduced by channel equalization, and OFDM has particular advantages in this
respect. Noise and interference cause bit-errors in the signal. Noise is present in all
communications channels.

In this chapter we analyze the effect of the additive white Gaussian noise (AWGN)
on the performance of the proposed system of the Equation-Method. In particular this
chapter deals with the design and implementation of certain strategies to make the
Equation-Method work better in the presence of the AWGN.

5.1 Analysis of Equation-Method with Noise

The Equation-Method basically relies on two factors. First is accurate identification
of the ’reliable’ frequency-domain symbols i.e. symbols that snap correctly and the
second important factor is to recognize the time-domain samples which were clipped
at the transmitter. In the absence of channel noise it is possible for the receiver to iden-
tify all the clipped samples correctly. If AGWN is present, it becomes more difficult
to identify the clipped samples, also the constellation symbols become less reliable.
In this section the previously described four methods, without modification, will be
analyzed when there is AWGN and without any other channel impairment.

98
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The effect of the addition of noise to a time-domain signal may increase/decrease
the amplitudes of the time-domain samples. The receiver transforms the time-domain
signal to the frequency-domain by applying an FFT. In the matrix notation of Chapter
4, the receiver partitions the clipped signal into two matrices as follows:

x =

[
x̂c

xo

]
(5.1)

According to our partition, the time-domain signal has two sub-matrices, x̂c and
xo with dimensions L×1 and (N −L)×1 for all n = 0,1, ...N −1 respectively. x̂c are
those time-domain samples which are believed to have been clipped and xo consists
of all others which are assumed as non-clipped. The receiver has to partition the re-
ceived signal into these two sub-matrices. The effect of increasing amplitudes by the
addition of the noise is not going to effect the set of truly clipped samples x̂c because
they will still be identified as clipped at the receiver. Similarly, the increase in the
amplitudes of elements of xo may not be too serious a problem as long as there are not
too many and there are sufficient equations available. Such samples will be consid-
ered as clipped even though they were not clipped. Ultimately they will be replaced
with unknowns, increasing number of unknowns in the equations. Eventually a large
increase in the amplitudes may increase the size of the matrix x̂c which may result in
an under-determined set of the equations.

If the AWGN causes a decrease in amplitude for any of the truly clipped samples
from the matrix xc will make it fall below the clipping threshold and the receiver will
then not recognize it as clipped. This is going to increase the size of the sub-matrix xo

the results at the receiver. A decrease in the amplitudes of the xo samples is not going
to effect the performance because they were not clipped so will still be a part of the
sub-matrix xonot be identified as clipped.

Addition of noise in the time-domain signal will be reflected in the frequency-
domain constellation symbols. The noise may move the constellation symbols farther
on the constellation making the snapping process less reliable.

On the basis of the above theoretical analysis, two experiments have been defined
to analyze the effect of noise on clipping decisions and constellation symbols.

1. Experiment 1: This experiment makes the assumption that the receiver has knowl-
edge of the number of the samples clipped and their indexes. The purpose of this
experiment is to see the effect of the noise on the constellation symbols, when
there is no noise effecting the clipping decisions.
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Table 5.1: Simulation parameters for the experiments

FFT Size 64
Modulation on subcarriers 16-QAM

Total OFDM symbols transmitted 10000
Clipping Threshold A = 0.6,0.4, γ = 1.5,1.0

2. Experiment 2: This experiment investigates the situation where the constellation
symbols and clipping decisions are both effected by the AWGN noise. Now the
receiver does not have any prior information of which time-domain samples are
clipped, and this information must be deduced from the noise effected received
signal. This is the real scenario. The only known information is the clipping
threshold at which the samples were clipped.

Table 5.1 shows the simulation parameters for the experiments conducted in MAT-
LAB. All the experiments follow these parameters. To investigate the methods, 10000
randomly generated OFDM symbols were clipped at A= 0.40 and A= 0.60, and trans-
mitted through an AWGN channel with Signal-to-Noise ratio ratio (SNR) varying from
0 to 25dB.

5.1.1 Effect of noise on Naive Method

This section explains the results produced simulating both the defined experiments
using the Naive method and discusses the results.

Experiment 1: Effect of AWGN on constellation symbols

The Naive approach to the Equation-Method is used in this simulation experiment.
Figure 5.1 shows the Bit-error Probability (BEP) against SNR using the Naive method
at the receiver. The top most two plots represent the OFDM BEP using the clipping
levels set at A = 0.40. The top first (in brown) plot is the BEP with clipping at the
transmitter with no bit-error correction at the receiver, whereas, the top second (green)
plot represents the BEP using the Equation-Method with the Naive approach, when
the noise is assumed not to affect the clipping decisions. For severe clipping threshold,
there is very little improvement even at the higher SNR values. Comparing with the
results in Chapter 4, we conclude that the Naive method does not work very well with
severe clipping when there will be many clipped time-domain samples. The problem
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is that there are many clipped samples up to 30 and therefore not enough reliable
equations to correct them.

The third curve from the top (in black) shows the OFDM BEP against SNR at
A = 0.60 without any correction, and the fourth curve (blue) is the result produced
by the Naive method when the clipping decisions are not effected by the noise. If
we compare the third and fourth curve, at SNR= 15dB, the BEP has been reduced
from nearly 0.001 to 0.00003. The bottom most curve is the OFDM BEP for an ideal
transmitter without clipping. The difference between the fourth curve and the ideal
plot is at most approximately 2dB. Therefore the Naive method is working quite well
for moderate clipping.
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Figure 5.1: Bit-error Probability against SNR using Naive method Experiment 1

Experiment 2: Effect of AWGN on clipping decisions and constellation symbols

The Figure 5.2 shows the BEP against SNR using the Naive method at clipping thresh-
olds A = 0.60 and A = 0.40 respectively. This experiment was carried out under the
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assumption that the receiver does not have any information of the clipped samples ex-
cept the clipping threshold. The first (brown) and the third (in black) curve remains
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Figure 5.2: OFDM Bit-error Probability against SNR using Naive method Experiment
2

the same as these are BEPs with clipping without any correction. The second curve (in
green) from the top shows the BEP using the Naive method with noise on clipping de-
cisions now. There is almost no difference for this severe clipping case as the receiver
is hardly able to make any difference with effected decisions by noise. The fourth
curve (blue) for the Naive method with a moderate clipping level A = 0.60 shows the
BEP using the Naive approach affected with noise.

Discussion

In order to compare the results in Figure 5.1 to the results produced in the absence
of AWGN noise from Chapter 4, Section 4.4.2, BEP at A = 0.60 without AWGN, is
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0.00001. Whereas, the BEP using the Naive method with AWGN and no noise on
the clipping decisions , at SNR=15dB is 0.00003. Therefore, we can conclude that if
the receiver is able to make accurate decisions for clipped samples, it may be able to
get the closest BEP using the Naive method to that which is using the Naive method
without AWGN.

By comparing Figure 5.1 and Figure 5.2, taking SNR=15dB and fourth plot for
A = 0.60, the BEP has increased from 0.00003 to 0.007, which is a large increase in
terms of bit-error correction. It is easy to conclude now, that the effect of noise on the
clipping decisions is more critical than the effect of noise on the constellation symbols.
The difference of BEP becomes more and more as SNR increases.

Comparing the curves of BEP clipped at A = 0.4, from Figure 5.1 and Figure 5.2,
there is not a prominent difference for bit-error correction at this severe clipping. We
have seen from Chapter 4, the results using the Naive method in the absence of noise
are not impressive at severe clipping. Hence we may conclude that the Naive method is
not working at severe clipping in the presence of the noise, whereas it works effectively,
if the receiver is able to make correct clipping decisions at moderate clipping.

5.1.2 Effect of noise on Snapping Threshold Method

The Snapping threshold method improves the selection of the reliable frequency-domain
symbols. It uses the snapping distances the constellation symbols move on the constel-
lation during the snapping process. The optimized Snapping threshold for these two
experiments is ST = 0.8 for 16QAM modulation.

Experiment 1: Effect of AWGN on constellation symbols

Figure 5.3 shows the BEP against SNR using the ST method for two different clipping
thresholds, i.e, A = 0.60 and 0.40. From the top, first (brown) and third (black) plots
are the BEP using ST method without correction clipped at A = 0.40 and A = 0.60,
respectively. The second (green) and fourth (blue) plots show the BEP after using ST
method with no noise on clipping decisions clipped at A = 0.40 and A = 0.60. The
discussion of the first and second plots is not necessary as there is not prominent im-
provement in the BEP at A = 0.40. For the third and fourth curves, taking SNR=15dB,
the BEP has reduced from 0.001 (without correction) to BEP below 0.00001 (using ST
with no noise on clipping decisions).
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Figure 5.3: OFDM Bit-error Probability against SNR using ST method Experiment 1

Experiment 2: Effect of AWGN on clipping decisions and constellation symbols

The Figure 5.4 is the BEP obtained using the Snapping threshold method to investigate
the effect of noise on constellation symbols and clipping decisions both. The top two
plots show the BEP at A = 0.40 without correction and with ST (noise on constella-
tion symbols and clipping decisions). There is no improvement in BEP at A = 0.40
because the constellation symbols and clipping decisions both are heavily affected by
the noise. Therefore the Snapping threshold is unable to make any improvements for
severe clipping.

Discussion

The results with AWGN and without AWGN need to be compared to get the idea of
the effect of noise and performance of the method. Chapter 4, Section 4.4.2 the BEP
using ST at A = 0.60 in the absence of AWGN is below 0.00001, the same figure
has been achieved in Figure 5.3 at SNR=15dB and higher. Comparing Figure 5.3 and
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Figure 5.4: OFDM Bit-error Probability against SNR using ST method Experiment 2

Figure 5.4, taking SNR=15dB, BEP has increased from 0.00001 to 0.0007. The results
support the fact that the effect of noise on clipping decisions is more critical than the
effect of noise on constellation symbols.

5.1.3 Effect of noise on Dither and Recursion Method

In this method, the transmitter applies dither to all the constellation symbols and uses
recursion to observe the behavior of the real receiver. The maximum number of itera-
tions for Dither and Recursion is fixed to 100 with a snapping threshold of ST = 0.8.

Experiment 1: Effect of AWGN on constellation symbols

Figure 5.5 shows the results of the experiment 1 performed on the receiver applying
Dither and recursion method. The method has been analyzed in the presence of AWGN
at two different levels of clipping A = 0.60 and A = 0.40.
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The top two curves show the BEP at CT = 0.40 without correction and with Dither
method. There is a small reduction in BEP for SNR=20dB and higher. The third (in
black) and fourth (blue) plot show the BEP at A = 0.60 without correction and with
Dither method (no noise on clipping decisions). Taking SNR=10dB, BEP has reduced
from 0.01 to 0.003.
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Figure 5.5: OFDM Bit-error Probability against SNR using Dither and Recursion
method Experiment 1

Experiment 2: Effect of AWGN on clipping decisions and constellation symbols

Figure 5.6 shows the BEP against SNR under the assumption that the receiver does not
know which of the samples were clipped. The clipping levels are the same as that of
experiment 1, i.e. A = 0.40,0.60
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Figure 5.6: OFDM Bit-error Probability against SNR using Dither and Recursion
method Experiment 2

Discussion

It is important to compare the performance of the method in the presence of the noise
and in the absence of the noise. From Chapter 4, Section 4.4.2, BEP at A = 0.60 in the
absence of AWGN is below 0.00001. BEP in the presence of noise (clipping decisions
are not effected) from Figure 5.5 is 0.00002 at SNR=15dB and is below than this for
higher values of SNR.

Comparing Figure 5.5 and Figure 5.6, taking SNR=15dB, the BEP of the method is
decreased from 0.00002 to 0.0008. there is much reduction in BEP as SNR increases.
It may be concluded that the effect of the noise on the clipping decisions is effecting the
performance of the method more critically than the effect of noise on the constellations
for higher clipping thresholds. Therefore, it is a good idea to concentrate on improving
the way the clipping decisions are made at the receiver.
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5.1.4 Effect of noise on Selective Dither and Recursion Method

This method applies Dither to only selected symbols which have been identified as
wrongly chosen reliable in the very first recursion step. The maximum number of
iterations is fixed to 100. The performance of this method in the presence of the AWGN
using two defined experiments is explained below.

Experiment 1: Effect of AWGN on constellation symbols
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Figure 5.7: OFDM Bit-error Probability against SNR using Selective Dither and re-
cursion method Experiment 1

The results in Figure 5.7 have been obtained using the Selective Dither and Re-
cursion method using the experiment 1. The first (brown) and third (black) curve in
the figure show the BEP without correction at A = 0.40 and A = 0.60 respectively.
The second (green) and fourth (blue) curves from the top show the BEP after using
the method with no noise on clipping decisions. There is a little reduction in BEP at
A = 0.40 which is the signal has been severely effected by the noise. At A = 0.60, the
receiver is able to produce good results of BEP with a difference of only 1dB to the
ideal case.



CHAPTER 5. EQUATION-METHOD IN AWGN 109

Experiment 2: Effect of AWGN on clipping decisions and constellation symbols

Figure 5.8 shows the results for performing Experiment 2 for the Selective Dither and
Recursion method. Comparing curves clipped at A = 0.60, at SNR=15dB the BEP
using the Selective dither and recursion method is 0.0006, whereas, the BEP without
correction at the same level of SNR is .001. We may conclude that the Selective Dither
and Recursion still corrects the bit-errors at moderate clipping.
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Figure 5.8: OFDM Bit-error Probability against SNR using Selective Dither and re-
cursion method Experiment 2

Discussion

OFDM BEP using the Selective Dither and recursion at A = 0.60 in the absence of
AWGN from Chapter 4, Section 4.4.2 is below 0.00001, as it has been achieved in the
presence of noise on constellations symbols in Experiment 1 Figure 5.7. Comparing
both Figures 5.7 and 5.8 at A = 0.60, taking SNR = 10dB, BEP has increased from
0.003 to 0.009 respectively, and this increase becomes larger with the higher values of
SNR.
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5.1.5 Conclusions for analysis of the methods with noise

This section investigated the effect of noise on the performance of the four approaches
for the Equation-method. All the methods have been analysed for severe and moderate
clipping in the presence of noise for both the experiments. The results have been
compared to the results from Chapter 4, which were produced without AWGN.

First, the case of Experiment 1 will be discussed for all the methods. The BEP for
severe clipping levels make a minor difference and there is not a lot of improvement for
severe clipping such as A = 0.40. For all the four strategies of the Equation-Method, as
in presented in Figures 5.1, 5.3, 5.5, 5.7, there is not a prominent decrease in the BEP
at the A = 0.40. We proposed these methods to increase the selection of the reliable
frequency-domain symbols. Even if, the clipping decisions are not effected, but with
low level of clipping, the constellation symbols are more distorted with the addition of
the noise.

Taking the case of moderate clipping, when A = 0.60, from Figures 5.1, 5.3, 5.5,
5.7, the best results are using the ST method and the Selective Dither method, where
the BEP is closest to the ideal case and has only 1dB difference.

Regarding Experiment 2 at A = 0.60, we may conclude from Figures 5.2, 5.4, 5.6,
5.8, the BEP using the Naive, ST and the Dither method is nearly the same comparing
at SNR=20dB, the BEP for these three methods is 0.0002, as compare to the Selective
Dither, which has the BEP 0.0001 at SNR=20dB. The performance of all the methods
at moderate clipping for experiment 2 seems the same, as the clipping decisions are
affected along with the noise on the constellation symbols. All four strategies of the
Equation-method try to improve the selection of the reliable constellation symbols
better in every next strategy. The noise is affecting the reliability decisions of the
constellation symbols, therefore, we do not see a large difference of the BEP among
these methods.

5.2 Strategies for reducing the effect of AWGN on the
Equation-Method

After looking at the results above, the question is what can be done at the receiver
to reduce the effect of the AWGN on the effectiveness of the Equation-Method. In
the absence of noise, the receiver is able to identify the clipped time-domain samples
by knowing the exact clipping threshold. For the simulations carried out so far, we
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have set a margin factor MF which is multiplied by the clipping threshold to allow
for a small margin of error in the values of the clipped signal. They do not have to
be exactly equal to the clipping threshold A to be considered clipped. Any amplitude
that is slightly less than CT, but greater than A×MF is also considered to have been
clipped. This is done to try to take care of any minor differences in the amplitudes
of the time-domain signal. One approach to try to reduce the effect of noise in the
received signal is to increase the margin factor of the clipping threshold. This approach
is explored in the next section.

Figure 5.9: Margin Factor Threshold

5.2.1 Margin Factor Threshold

To accommodate the effect of the AWGN, we have designed a strategy for increasing
the ’margin factor’ for the clipping threshold at the receiver. The margin factor is a very
small number which is multiplied with the clipping threshold to increase the range of
the margin factor threshold (MFT). A small increase in the margin factor will increase
the MFT to accommodate more time-domain samples which may have been clipped
but due to the effect of noise, have had their amplitudes reduced. Figure 5.9 illustrates
the margin factor threshold. It was found reasonable to allow MFT vary between the
limits 0.999×A and 0.9×A.

Figure 5.10 shows the block diagram of an algorithm for dynamically adjusting
MFT. It is an iterative process and in each iteration there may be a change in the MFT
. MFT is then used as the threshold to identify the possibly clipped samples in the
time-domain signal. Each decrease in MF will increase the size of the x̂c matrix which
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will take more time-domain samples as unknowns in the equations. An increase in
the number of unknowns is not a serious problem as long as long as we have enough
equations to solve. The algorithm is designed in such a way that it keeps on decreasing
the MFT until the number of unknowns is less than the number of equations and MFT
reaches to its maximum. The value of MF is reduced in every iteration with a small
number which is kept at 0.004.

Figure 5.10: MFT algorithm block diagram

The received time-domain signal y is saved as x̃ which is then passed on to the
next step. All the time-domain samples in x̃ exceeding MFT are made unknowns in
the signal x̃. The number of unknowns L may vary in each iteration. So L is checked
at each step to see if it is still less than the number of the equations and MF is within
its defined range. In case of L < M, the algorithm keeps a copy of the updated time-
domain signal x̃ as Record which may be retrieved in the next iteration if L exceeds
M.

The experiments using the proposed algorithm of MFT have been carried out in
MATLAB for all the four approaches of the Equation-Method mentioned in Chapter 4.
A total of 10,000 OFDM symbols with 16-QAM modulation on each subcarrier, were
transmitted with clipping at A = 0.60. The plots of BEP against SNR were produced
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for each one of the approaches as explained in the next sections.

5.2.2 MFT with naive method

Figure 5.11 shows the BEP against SNR using the Naive method with MFT. Curve 1
shows the BEP of the clipped signal without correction. Curve 2 and 4 have already
been explained in the Section 5.1.1, where curve 2 shows the BEP using the Naive ap-
proach without modification in AWGN, where the clipping decisions and constellation
symbols both are affected with noise. Curve 4 shows the BEP using the Naive method
when the clipping decisions are not affected by noise. Curve 3 shows the BEP using
the Naive method with MFT. Comparing curves 3 and 2, taking SNR = 16dB, the BEP
has reduced from 0.0006 to 0.00004 for MFT algorithm, and the difference increases
for the higher values of SNR.

Comparing curves 3 and 4, there is a difference of only approximately 1dB for
all SNR values. The BEP for the Naive method with no noise from Section 4.2.4, is
.00001 at A = 0.60. Whereas, curve 3 shows the BEP below 0.00001 at SNR=18dB.
Hereby we can conclude that for SNR=18 and above, the Naive approach in AWGN
with MFT achieves the same performance as it has achieved in the absence of noise.

2 4 6 8 10 12 14 16 18 20 22 24

10
−4

10
−3

10
−2

10
−1

10
0

SNR (Eb/N0) in dB

B
E

P

 

 

1: Clipped in AWGN without correction
2: Naive method in AWGN: Experiment 2 
3: Naive method in AWGN with MFT
4: Naive method in AWGN: Experiment 1
5: OFDM Signal in AWGN with no Clipping

Figure 5.11: OFDM Bit-error Probability against SNR using Naive method with MFT
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5.2.3 Margin factor with ST method
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1: Clipped +AWGN without Correction 
2: ST approach in AWGN: Experiment 2
3: ST approach with MFT in AWGN
4: ST approach in AWGN: Experiment 1
5: OFDM in AWGN with no Clipping

Figure 5.12: OFDM Bit-error Probability against SNR using ST with MFT

Figure 5.12 shows the plot of BEP against the SNR using the Snapping Threshold
strategy with MFT. Curve 1 represents the BEP with clipped OFDM signal at A = 0.60
in AWGN without correction. Curve 2 is representing the performance of the Snapping
Threshold method in the presence of the AWGN when the clipping decisions and con-
stellation symbols both were affected by noise. Curve 2 and 4 have been explained in
the above Section 5.1.2. Curve 3 shows the BEP using the Snapping threshold method
with the proposed algorithm MFT in the presence of the AWGN. Curve 5 is the BEP
for an undistorted transmitter or a perfectly linear transmitter.

Comparing curves 2 and 3, taking SNR=16dB, the BEP has reduced from .0005 to
.00003 for the curve 3. Whereas, for SNR=17dB and above, the BEP for curve 3 is
below 0.00001. Comparing curves 3 and 4, taking SNR=14dB, the BEP has increased
from 0.00003 to 0.0002. The BEP using the Snapping Threshold method with MFT
lies in between the two curves from the Section 5.1.2.

If we look back in Chapter 4, Section 4.2.6, the BEP in the absence of noise at A =

0.60 is below 0.00001. Comparing the case of the Snapping threshold with no noise,
and curve 3 in Figure 5.12, at SNR=17dB and above, the BEP using the Snapping
threshold with MFT is the same as that of the case with no noise.
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It may be concluded from the results explained above, that designing a strategy for
clipping decisions has improved the results.

5.2.4 Margin factor with Dither and Recursion Method
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1: Clipped+AWGN without Correction
2: Dither & Recursion in AWGN: Experiment 2
3: Dither & Recursion in AWGN using MFT
4: Dither & Recursion in AWGN: Experiment 1
5: OFDM in AWGN with no clipping

Figure 5.13: OFDM Bit-error Probability against SNR using Dither & Recursion with
MFT

Figure 5.13 shows the BEP for the Dither and Recursion method using MFT. Curve
1 is the BEP without correction. Curves 2 and 4 have been explained above Section
5.1.3. Curve 3 shows the BEP using the Dither and recursion method with the MFT.
Curve 4 represents the OFDM BEP without clipping.

Comparing curves 2 and 3, taking SNR=16dB, the BEP has reduced from 0.0006
to 0.00004 for the Dither and recursion with MFT. Comparing curves 3 and 4, the
difference of BEP for the two plots is nearly 1dB. Curve 4 may be considered as the
ideal case when the receiver has accurate knowledge of the clipped samples, whereas,
curve 3 may be considered as the real case scenario. If we compare curves 1 and
3, at SNR=16dB, BEP has been reduced from .001 to 0.00004 using the Dither and
recursion method with MFT in AWGN.

The BEP using the Dither and Recursion method in the absence of the noise from
Section 4.4.2 at A = 0.60 is below 0.00001. If we compare this value to the BEP
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achieved using the Dither and recursion method with MFT in AWGN, at SNR=18dB
and onwards, the proposed method of MFT achieves a BEP of 0.00001. It may be
concluded from the presented results that the BEP may be improved and reduced by
using the MFT algorithm with the Dither and recursion method in AWGN.

5.2.5 Margin factor with Selective Dither and Recursion
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1: Clipped+AWGN without Correction
2: Selective Dither in AWGN: Experiment 2
3: Selective Dither in AWGN with MFT
4: Selective Dither in AWGN: Experiment 1
5: OFDM in AWGN with no clipping

Figure 5.14: OFDM Bit-error Probability against SNR using Selective Dither & Re-
cursion with MFT

Figure 5.14 presents the results using the Selective Dither and Recursion method.
Curve 1 is the BEP of OFDM clipped signal without correction. Curves 2 and 4 are the
results produced in Section 5.1.4. Curve 3 presents the OFDM BEP using the Selective
Dither and Recursion method in AWGN with MFT. Curve 5 is the BEP in AWGN with
no clipping.

Comparing curves 2 and 3, at SNR=16dB, the BEP using the Selective Dither and
Recursion method with MFT has been reduced to .00004 from .0005. Comparing
curves 3 and 4, at SNR=14dB, the BEP using Selective Dither with MFT is approxi-
mately 0.0002 whereas, for curve 4 at the same SNR it is 0.00002.



CHAPTER 5. EQUATION-METHOD IN AWGN 117

5.3 Conclusions

The effect of the channel noise (AWGN) on the performance of the Equation-Method
has been investigated at two clipping levels A = 0.40 and A = 0.60. The analysis has
been accomplished using two experiments for all the four approaches of the Equation-
Method. From the analysis we concluded that all four versions of the Equation-
Method, as developed for the noise-free case, do not work well at severe clipping
levels (A = 0.40) in the presence of the noise. It was concluded from two experiments
carried out for each of the four approaches that although the reliability of the constella-
tion symbols is a significant issue, especially for severe clipping, the major problem is
the identification of clipping at the receiver. Based on this conclusion, a new strategy
based on the margin factor threshold is designed to tackle the noise on the clipping
decisions and improve the Equation-method. All the four variations of the Equation-
Method have been simulated with AWGN and results are presented. The performance
of the Equation-Method at moderate clipping is effectively improved and BEP reduced
prominently.



Chapter 6

Hybrid ARQ for Clipping

This chapter is concerned with the use of Automatic Repeat Request (ARQ) for cor-
recting bit-errors in situations when these have occurred because of clipping as well
as AWGN. ARQ is a data link layer protocol where error detection codes (ED) such
as cyclic redundancy checks (CRC) are used to identify any bit-errors in the transmis-
sions and if necessary, retransmissions are requested. The term ‘Hybrid ARQ’(Type
I) is generally applied to a combination of ARQ and the use of FEC codes where un-
correctably damaged packets are discarded. Some forms of HARQ, often referred to
HARQ Type II or Type III, allow damaged packets to be combined with retransmitted
packets in an attempt to produce a corrected packet at the receiver. Chase combining
(CC) is a form of HARQ (Type II) when the same set of coded bits is transmitted for
the retransmission. Incremental Redundancy (IR) is another form of HARQ (Type III)
which combines multiple transmissions by sending a different set of coded bits in every
retransmission. HARQ (Type II) with Chase Combining works efficiently for bit-errors
that have been caused by AWGN. It can not be expected to work for bit-errors caused
by clipping, because the clipping error will remain the same in every retransmission.
IR and CC were not designed primarily to work with bit-errors caused by clipping.
Therefore, combining multiple transmissions of clipped signals may not be effective
in correcting bit-errors. The focus of this chapter is to design a strategy which makes
changes at the transmitter for the second transmission to allow an efficient combining
algorithm to be used at the receiver in combination with the Equation-Method. This
strategy will be referred to as ‘HARQ for Clipping’. ‘HARQ for Clipping’ is inde-
pendent of FEC coding. It will work without and with FEC codes, in both cases. This
method is specifically designed to deal with clipping errors. IR works at data link layer
with FEC codes, but our method works at the physical layer. ‘HARQ for Clipping’ is

118
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independent of which FEC technique, if any, is being employed. Its use in transmis-
sions badly affected by clipping will allow the functionality of data link layer FEC
to be successful where otherwise, it might fail, specially as clipping error tends to be
bursty. The use of Turbo Codes with IR is still possible at the data link layer with the
new ‘HARQ for Clipping’ working underneath it.

6.1 HARQ

Hybrid ARQ is categorized in two types. In type I the received erroneous packet is
discarded and replaced by a re-transmitted packet. Type II HARQ has two classes:

1. Chase Combining

2. Incremental Redundancy

David Chase [52] has proposed to combine more than one received damaged pack-
ets when retransmissions have been necessary. For this purpose, maximum likelihood
decoding is done at the receiver and soft decisions are made on the bits. After each
failed retransmission the erroneous packet is saved in a buffer. Retransmissions repeat
the same set of coded bits which was transmitted originally. The receiver uses Maxi-
mal Ratio Combining (MRC) [65] to combine all these packets and then the combined
packet is fed to the decoder to decode. Chase combining does not increase the coding
gain. It only effectively increases the signal to noise ratio Eb/No for each retransmis-
sion by increasing Eb. Figure 6.1 shows the block diagram for Chase combining.

In Incremental redundancy (IR), each retransmission is not identical to the original
transmission. IR is normally combined with the use of punctured FEC coding, for ex-
ample using Turbo Codes [19]. A low ratio FEC code (e.g. 1/3 rate) may be generated
and punctured (e.g. to 1/2 rate) for the first transmission. If a retransmission becomes
necessary, a different punctured set of coded bits are selected. The code rate of the
combined transmissions is lowered with each retransmission.

6.2 Performance of HARQ- Chase Combining

This section investigates the performance of the HARQ-Chase combining on the OFDM
signals in the presence of AWGN with and without clipping. A simple combining al-
gorithm has been designed and explained in the next section. The effect of the AWGN
and the clipping is investigated and discussed.
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Figure 6.1: Chase Combining

6.2.1 Chase Combining Algorithm

Chase combining is investigated here without the use of FEC coding. The receiver uses
normal hard-bit decisions for de-mapping the received constellation symbols to bits.
Equation 6.1 represents the received signal, where xn is the OFDM signal and an is the
AWGN. The signal is converted to the frequency-domain by the FFT, and, for the first
transmission, the transformed signal is labelled Y1k for k = 0,1, ...,N −1

yn = xn +an,n = 0,1, ...,N −1 (6.1)

1. The received frequency-domain signal Y1k is de-mapped to bits using hard-bit
decisions. With the help of the EC codes, it is determined if there are any bit-
errors. In the case of bit-error occurrence, a retransmission is requested. The
receiver keeps a copy of the first transmission Y1k.

2. The transmitter re-transmits the same signal which is received as y2n at the re-
ceiver. The frequency-domain equivalent of this signal is obtained and labeled
as Y2k.

3. Y1k and Y2k are two copies of the same signal where the difference is only the ad-
dition of AWGN. These two copies are combined at constellation symbol level,
as follows:
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Ck = (Y1k +Y2k)/2,k = 0,1, ...,N −1 (6.2)

4. The combined signal Ck gives a new set of constellation symbols which are then
de-mapped from the constellation to bits.

6.2.2 Errors due to AWGN

0 2 4 6 8 10 12 14
10

−4

10
−3

10
−2

10
−1

10
0

SNR (Eb/N0) in dB

B
E

P

 

 

1st Transm in AWGN without Clipping
Combining 2 Transm AWGN

Figure 6.2: OFDM Bit-error Probability against SNR using Combining without clip-
ping

The receiver combines the two copies of the transmissions at the constellation sym-
bol level by using the above combining method. Figure 6.2 shows the OFDM BEP
against SNR using combining in the presence of AWGN without clipping. The plots
are produced after transmitting 1000 randomly generated OFDM symbols without clip-
ping.

The BEP clearly reduced at all values of SNR. At SNR = 8dB, the first transmission
BEP = 0.02 and after combining the two transmissions, the BEP at the same level of
SNR is 0.0006. The next section repeats the same experiment with clipped OFDM
signals.
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6.2.3 Errors due to Clipping
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Figure 6.3: OFDM Bit-error Probability against SNR using Combining at A = 0.40

The same Chase Combining algorithm has been used for clipped OFDM signals
with clipping levels at A = 0.40 and A = 0.60. Figure 6.3 shows the OFDM BEP,
when clipping levels were at A = 0.40. The BEP has drastically increased in the first
trans- mission because of the clipping noise. The BEP using Chase Combining for
two clipped OFDM transmissions has reduced after the second transmission but not
impressively. The difference between the first and combined BEP remains almost the
same for all the values of Signal-to-Noise ratio (SNR).

Figure 6.4 shows the OFDM BEP using the same Chase combining method when
the signal was clipped at A = 0.60. For the curve showing the results with clipping
after the first transmission, the BEP has increased as expected. After combining two
transmissions, the BEP has reduced more at lower values of Eb/N0 than at higher
values of the Eb/No. The reason is that, for the higher values of Eb/N0, the clipping
distortion is dominant.

This experiment confirms that Chase Combining is not effective for clipping dis-
tortion that remains the same in retransmissions. The second transmission has to be
different from the first one so that the clipping distortion may be different from the first
transmission. The next section explains how this may be achieved.
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Figure 6.4: OFDM Bit-error Probability against SNR using Combining at A = 0.60

6.3 HARQ for Clipping

This section explains a new method for combining multiple transmissions of the same
signal at the receiver. This method uses soft bit decisions for the received bits at the
receiver.

6.3.1 Soft Decisions

The method we have proposed for ‘HARQ for Clipping’ uses soft decisions for the bit-
stream derived from the received constellation. These soft decisions take into account
the a priori probabilities of the received constellation symbols. It produces the soft
output indicating the reliability of the decision. The received signal is corrupted by
AWGN.

For uncoded communication systems, conditional probabilities may be used to ex-
tract maximum a periori probability (MAP) from the received channel observations.
Table 6.1 shows the bit mapping for 16-QAM constellation. b0b1 are mapped on real
and called I, b2b3 correspond to imaginary part of the signal and called Q. The signal
at the transmitter is mapped according to this table to 16-QAM constellation.

The received signal in frequency-domain is Yk which has to be de-mapped. Accord-
ing to [66], [67] the Log-likelihood ratios (LLR) values for a bit b ∈ 0,1 conditioned
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Figure 6.5: A Grey-coded 16-QAM Constellation

Table 6.1: Constellation mapping for 16-QAM

b0b1 Real b2b3 Imaginary
00 -3 00 -3
01 -1 01 -1
10 3 10 3
11 1 11 1

on the received constellation symbol Y is given by:

L(b|Y ) = log
p(b = 1|Y )
p(b = 0|Y )

(6.3)

The mathematical expression for computing the channel LLR’s for each bit bm ∈
b0,b1,b2,b3 of the received signal Yk = YI + jYQ

L(bm) = log
∑S1,bm∈{S(bm=1)} e

−(Y−S1,bm)
2

2σ2

∑S0,bm∈{S(bm=0)} e
−(Y−S0,bm)

2

2σ2

(6.4)

Equation 6.4 involves computing LLR for each bit of the transmitted signal, which
is actually ratio of the sum of 8 probabilities where that bit is 1 to the sum of the 8
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probabilities where that bit is 0. For AWGN the conditional probability function may
be written as:

p(Y |bm) =
1√
2πσ

exp− 1
2σ2 (Y −bm)

2 (6.5)

To simplify the calculation of the probabilities, the values which return the smallest
Euclidean distances may be considered only. We need to find the value which has the
smallest Euclidean distance. That is given the received constellation symbols Y, we
have to find the closest neighbor where bm = 1 and the closest neighbor where bm = 0.
Assuming that the transmitted symbols are equally distributed, using the Bayes rule
and the a priori LLR, from the Equation 6.4, the likelihood ratio for the bit bm of the
symbol Y, may be written as

L̃(bm) = log
e
−(Y−S1,bm)

2

2σ2

e
−(Y−S1,bm)

2

2σ2

(6.6)

Taking log on both sides

LLR(bm) =
1

2σ2

[(
Y −S0,bm

)2 −
(
Y −S1,bm

)2
]

(6.7)

This equation can be further simplified as

LLR(bm) =
YI

σ2

(
S1I,bm −S0I,bm

)
+

YQ

σ2

(
S1Q,bm −S0Q,bm

)
+

1
2σ2

(
S2

0I,bm
−S2

1I,bm

)
+

1
2σ2

(
S2

0Q,bm
−S2

1Q,bm

)
(6.8)

where S̃1,bm and S̃0,bm are the closest 16-QAM symbols in the sense of Euclidean dis-
tance to Yk, where bit bm is equal to 1 and 0, respectively. Equation 6.8 can be further
simplified for all the four bits in one symbol bm ∈ b0,b1,b2,b3. Bits b0 and b1 make
the real part of the constellation symbol. The imaginary symbols remain the same
and any change for bits b0 and b1 does not affect the imaginary part of the Equation
6.8. Therefore, if we take the expressions for real part only from the Equation 6.8, the
expressions for b0 and b1 may be written as

L(b0) =
YI

σ2

(
S1I,b0 −S0I,b0

)
+

1
2σ2

(
S2

0I,b0
−S2

1I,b0

)
(6.9)
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Figure 6.6: Decision regions for soft bits

L(b1) =
YI

σ2

(
S1I,b1 −S0I,b1

)
+

1
2σ2

(
S2

0I,b1
−S2

1I,b1

)
(6.10)

In Equation 6.9, when bit b0 is 0, S0I,b0 =−3 or S0I,b0 =−1, and when b0 is 1, S1I,b0 = 3
or S1I,b0 = 1. We can define four regions on the constellation for which we have to
calculate the log-likelihood ratios as presented in Figure 6.6.

1. when Yre <−2

2. when −2 ≤ Yre < 0

3. when 0 ≤ Yre < 2

4. when Yre ≥ 2

When Yre < −2 then S1I,b0 = 1 and S0I,b0 = −3. For −2 ≤ Yre < 0, S1I,b0 = 1 and
S0I,b0 = −1. For 0 ≤ Yre < 2, S1I,b0 = 1 and S0I,b0 = −1. For Yre ≥ 2, S1I,b0 = 3 and
S0I,b0 =−1. Therefore, Equation 6.9 may be re-written as:

b0 =


4

σ2 (Yre +1), if Yre <−2
2

σ2Yre, if−2 ≤ Yre ≤ 2
4

σ2 (Yre −1), if Yre > 2

(6.11)

For bit b1, when Yre < −2 then S1I,b1 = −1 and S0I,b1 = −3. For −2 ≤ Yre < 0,
S1I,b1 = −1 and S0I,b1 = −3. For 0 ≤ Yre < 2, S1I,b1 = 1 and S0I,b1 = 3. For Yre ≥ 2,
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S1I,b1 = 1 and S0I,b1 = 3. Therefore, Equation 6.10 may be re-written as:

b0 =



2
σ2 (Yre +2), if Yre <−2
2

σ2 (Yre +2), if −2 ≤ Yre < 0
2

σ2 (−Yre +2), if0 < Yre ≤ 2
2

σ2 (−Yre +2), if Yre > 2

(6.12)

The factor 2
σ2 is common in all terms, so it may be removed. The soft bit for b1

may be further simplified and can be written as in Equation 6.14.

b0 =


2(Yre +1), if Yre <−2

Yre, if−2 ≤ Yre ≤ 2

2(Yre −1), if Yre > 2

(6.13)

b1 =
{
(−|Yre|+2), for all Yre (6.14)

As we can see from the Figure 6.5, the mapping of the Imaginary part is the same
as the real part, so using similar analysis the approximate expressions for bits b2 and
b3 may be extracted from the Equations 6.15 and 6.16 as:

Bits b2 and b3 make the imaginary part of the constellation symbol, so taking the
imaginary part of the Equation 6.8, may be written as:

L(b2) =
YQ

σ2

(
S1Q,b2 −S0Q,b2

)
+

1
2σ2

(
S2

0Q,b2
−S2

1Q,b2

)
(6.15)

L(b3) =
YQ

σ2

(
S1Q,b3 −S0Q,b3

)
+

1
2σ2

(
S2

0Q,b3
−S2

1Q,b3

)
(6.16)

b2 =


2(Yim +1), if Yim <−2

Yim, if |Yim| ≤ 2

2Yim −1), if Yim > 2

(6.17)

b3 =−|Yim|+2 (6.18)
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6.3.2 Combining to correct bit-errors caused by clipping

Chase combining of two transmissions will not reduce the number of bit-errors due
to clipping. The basic idea of ‘HARQ for Clipping’ is to change the original bit-
sequence by XORing with a pseudo-random sequence at the transmitter to generate
the second transmission. The purpose is to make the pattern of clipping different for
the second transmission so that the same time-domain samples will not always be
clipped. Because of the change in the bit-stream, multiple packets cannot be directly
combined at the receiver at symbol level. The soft combining will be accomplished
using the log-likelihood ratios (LLR) as described in Section 6.3.1. Soft bits for each
received bit are calculated. The receiver uses soft-bit decisions to combine the multiple
transmissions of the same signal. The HARQ transmission scheme for the proposed
work has Rh transmissions, where h is the transmission index.

Both the transmitter and receiver agree on a random sequence. We have used a
Barker sequence [68]. The Barker sequence is a finite random binary sequences whose
auto-correlation function has minimum correlation at all delays apart from zero. They
are widely used for direct sequence spread spectrum communications [69]. A differ-
ent Barker sequence must be used for each re-transmission where more than one is
required. The proposed method uses re-transmissions to be combined at the receiver
in order to correct the bit-errors. The following sections provide a more detailed de-
scription of the transmissions and soft combining.

6.3.3 First Transmission:

1. The base-band signal xn is clipped using the defined clipping threshold and trans-
mitted to the receiver. The first transmission is called R1

2. The receiver gets the frequency-domain signal Yk by applying an FFT.

3. With the help of EC codes, the receiver determines if there are any bit-errors in
the signal received. In the case of bit-errors, a re-transmission of the same signal
is requested.

6.3.4 Re-transmission

To make the re-transmissions, the transmitter has to change the modulated signal so
that the time-domain signal will be different from the first transmission in Section
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6.3.3. For this purpose, the transmitter uses Barker sequences which the receiver al-
ready know. The logical operation Exclusive-OR is used at the transmitter. Generally it
is denoted by the symbol ⊕. The original bit-sequence of the signal is bit-wise XORed
with the Barker sequence B as follows:

D̃l = Bl ⊕Dl, l = 0,1, ...,N ×4−1 (6.19)

The output D̃l of the XOR operation is taken as the new bit-sequence and mapped on
16-QAM constellation producing X̂k, for k = 0,1, ...N −1. The complex constellation
symbols are converted to time-domain and applied to clipping. The second transmis-
sion of the signal is transmitted as R2.

6.3.5 ‘HARQ for Clipping’ Soft Combining

The received signal has to be decoded in the form of soft bits. The received signal after
converting to the frequency-domain is Y1k and Y2k. To allow efficient combining of the
constellation symbols, it is a good idea to derive a soft representation of each received
bit for each re-transmission. Our soft representation will be quantized to 8 levels, ‘000’
(strongly 0) to ‘111 (strongly 1). Both the transmissions Y1k and Y2k will undergo the
same procedure of estimating soft bits as explained below.

1. Soft bits b0 and b1 are calculated from the real part of the constellation symbols,
and soft bits for b2 and b3 are calculated from the imaginary part as explained in
Section 6.3.1. The soft bit representation is determined by calculating Euclidean
distances to the snapping points and determining the soft bits according to the
probability (based on distance) of the original bit being 1 or 0.

2. The calculated soft bits for both the transmissions are stored in LLR(Y1) and
LLR(Y1) respectively.

3. Since the re-transmissions are XORed with a Barker bit sequence B at the trans-
mitter, so now at the receiver its effect needs to be undone. LLR(Y2) is in the
form of decimal digits in the range of 0− 7, whereas the sequence B is in the
form of binary digits. They both need to be in the same format to apply the XOR
operation. The B sequence is first converted to another sequence B̂ which has



CHAPTER 6. HYBRID ARQ FOR CLIPPING 130

the format as of LLR(Y2) as follows:

B̂l =

7, if Bl == 1

0, if Bl == 0
(6.20)

4. The next step is to apply bit-wise XOR operation on the sequences B̂l and
LLR(Y2) as follows:

Ul = LLR(Y2l)⊕ B̂l, f or l = 0,1, ...,(N ×4)−1 (6.21)

5. LLR(Y1) from the first transmission and Ul from the second transmission both
are added and average is calculated as follows:

Ĉ = (LLR(Y1l)+Ul)/2, l = 0,1, ...,(N ×4)−1 (6.22)

6. Ĉ is the resultant bit-sequence after soft combining. The decisions for the trans-
mitted bits has to be made according to the following equation:

D̂l =

1, if Ĉl ≥ 4

0, if Ĉl < 4
(6.23)

6.4 Simulation Results

This section presents the simulation results for the bit-error probability of the proposed
‘HARQ for Clipping’ Soft Combining method with clipping. A total of 10,000 OFDM
symbols are transmitted with 16-QAM modulation on each subcarrier.

Figure 6.7 shows the results of OFDM BEP after applying ‘HARQ for Clipping’
algorithm at clipping level A = 0.60 and A = 0.40. The BEP of the clipped signal
(A = 0.60) after combining two transmissions has reduced largely for higher values of
SNR.

Taking SNR=12dB, the BEP for clipped signals has reduced from 0.004 to 0.00009
after Soft-combining has applied. From SNR=15dB and onwards, the BEP for com-
bined signals has fallen below than 0.00001. Comparing Figure 6.7 and Figure 6.4,
at SNR=12dB, the BEP for Chase Combining algorithm was nearly 0.001, which has
reduced to 0.00009 after using the new Soft-combining algorithm.
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1: Clipping at A=0.60:1st Transmission

2: ’HARQ for Clipping’ at A=0.60

3: Clipping at A=0.40: 1st Transmission
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Figure 6.7: OFDM Bit-error Probability against SNR using ‘HARQ for Clipping’ at
A=0.6 and A=0.40

Curves 3 and 4 represent the BEP, when the signal is clipped at 0.40, after first
transmission and combining two transmissions, respectively. The BEP has reduced
significantly after using the Soft-combining algorithm. Taking SNR=12dB, the BEP is
0.02 for Curve 4 and 0.08 for Curve 3. There is a further decrease in the BEP for the
Curve 4 as SNR increases.

6.5 ‘HARQ for Clipping’ with the Equation-Method

The best strategy of the Equation-Method, i.e. Selective Dither and Recursion, has
been combined with the ‘HARQ for Clipping’ method. The maximum number of
transmissions are kept at two. The clipping level is at A = 0.60. The Figure 6.8 shows
the OFDM BEP using the ‘HARQ for Clipping’ with the Selective Dither and Recur-
sion strategy of the Equation-Method. The results have been produced in the presence
of AWGN, so the Margin Factor Threshold strategy has been used at the receiver to
reduce the effect of noise, before determining soft bit decisions. The BEP has reduced
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Figure 6.8: OFDM Bit-error Probability against SNR using ‘HARQ for Clipping’ with
EM-Selective Dither at A = 0.6

from .01 at SNR = 10dB, when there is no correction, to the BEP of 0.0002 after using
the ‘HARQ for Clipping’ using Selective Dither.

For the first transmission, when the Selective Dither and Recursion is applied to the
transmission, the BEP is at SNR = 10dB is 0.005. Comparing the first transmission,
and the Soft combining ‘HARQ for Clipping’, there is a prominent reduction in the
BEP.

Figure 6.9 shows a comparison of the BEP for ‘HARQ for Clipping’ without the
Equation Method and ‘HARQ for Clipping’ with the Equation Method using Selective
Dither and Recursion. There is a slight increase in the BEP at lower values of SNR
for the curve plotted using ‘HARQ for Clipping’ using Selective Dither as compared
to the one which has been produced with ‘HARQ for Clipping’ without the Equation-
Method. For higher values of SNR, there is a prominent decrease in the BEP starting
off from SNR = 8dB and onwards. Taking SNR = 10dB, the BEP has reduced to
nearly .0002 using the ‘HARQ for Clipping’ with the Equation-Method, from the BEP
of 0.0005.
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Figure 6.9: Comparison of BEP for ’HARQ for Clipping’ with/without Equation-
Method (EM) with clipping at A = 0.6

6.6 Comparison to other approaches

The performance of this method is compared to other approaches from the literature
which aim to reduce the non-linear distortion produced by limiting. Two of the most
cited approaches have been presented in Chapter 3. Comparing the BEP obtained using
Selective Dither and Recursion without HARQ from Figure 6.9 with BNC receiver in
Figure 6.10, at levels of SNR above about 17dB, the Selective Dither and Recursion
method has reduced the BEP significantly as compared to the BNC receiver. There is
less difference for lower levels of SNR .

Further reduction in BEP for the Equation-Method (Selective Dither and Recur-
sion) has been achieved by combining with the ‘HARQ for Clipping’ method. Figure
6.10 shows the comparison of the bit-error probability of the combined method of the
‘HARQ for Clipping’ & Equation-Method with the BNC iterative receiver at clipping
threshold A = 0.60. There is a significant reduction in the bit-error probability for our
technique as compared to BNC at all levels of SNR, though the BNC method used does
not have the advantage of retransmission and combining. Accepting this, ‘HARQ for
Clipping’ with the best version of the Equation-Method outperforms the BNC iterative
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Figure 6.10: Comparison of BEP for ’HARQ for Clipping’ with the Equation-Method
to BNC receiver, clipping at A = 0.6

receiver (without HARQ) by 3dB. It is concluded that ‘HARQ for Clipping’ with the
best version of the Equation-Method has outperformed BNC iterative receiver by 3dB.

6.7 Conclusions

Chase combining will not work effectively for the bit-errors due to clipping in clipped
OFDM signals. There is a need to make changes to the second transmission so that
clipping noise may differ in both transmissions. A new form of Soft-combining (HARQ
for Clipping) has been proposed in this chapter which uses a highly uncorrelated ran-
dom sequence to make changes to the second transmission of the same signal. The
results are presented to support the algorithm and the BEP at moderate clipping thresh-
old has reduced largely after using the new combining technique. It may be concluded
that making changes to the re-transmissions such as different time-domain samples are
affected by clipping from the first transmission, helps to reduce the BEP. The proposed
method has been extended to a combination of the Equation- Method with the HARQ
for Clipping combining. The Selective Dither and Recursion strategy has been used
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along with the HARQ for Clipping method. Comparing the results shows a signifi-
cant reduction at lower levels of SNR. The advantage of the proposed method is that
it works for clipping and AWGN noise both, while it has been designed specially to
correct bit-error occurred by clipping.



Chapter 7

Conclusions

OFDM is multicarrier modulation technique which is now widely used for both wire-
less and wired communication systems. It has been proven to be effective at dealing
with multipath effects and inter-symbol interference. However, the need for highly
linear amplification and the high peak to average power ratio of the signals produced
is a impediment to the use of OFDM in battery powered mobile systems. Highly linear
amplifiers tend to require a high power consumption. In order to solve this problem,
many PAPR reduction or mitigation techniques have been proposed. Since the occur-
rence of high peaks in OFDM signals are an event with non-negligible probability,
therefore effective PAPR mitigation techniques are essential to enable the efficient use
of power amplifiers. Soft-limiting to avoid the possibility of amplifier non-linearities
is a starting point for many solutions published in the literature. It produces non-linear
distortion in the signal which without further processing would increase the BER at the
receiver. This thesis has investigated the time-domain and frequency-domain effects
of soft-clipping on OFDM signals. Two novel methods the ‘Equation-Method’ and
‘HARQ for Clipping’, to mitigate the effects of the clipping have been presented in
this thesis.

Soft-limiting techniques are described along with their effects and performances.
Two clipping noise mitigating iterative receivers have been compared in terms of the
BER. These are decision aided reconstruction (DAR) and Bussgang noise cancella-
tion (BNC). The BNC receiver, based on the Bussgang theorem has been investigated
for reducing the effect of limiting distortion by eliminating any correlation with the
original signal and thus reducing its power. This receiver tries to estimate the limiting
distortion so that it may be subtracted from the received signal. The technique works
reasonably well for low degrees of limiting. It has been concluded that if accurate

136
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value of the distortion factor is estimated in each iteration, the signal can be recovered
for lower levels of clipping.

A novel limiting technique has been presented which uses ‘wrap-around’ rather
than clipping. It effectively reduces the PAPR as measured after limiting and filtering
as compared to clipping. However, BER degradation as compared to clipping has been
observed.

The Equation-Method has been proposed for correcting the bit-errors produced by
clipping distortion in OFDM signals. This method uses the unclipped time-domain
samples and the received frequency-domain symbols to generate a set of linear equa-
tions which may be solved for the clipped samples. The method has been further im-
proved by presenting four strategies. It has been evaluated to determine the percentage
of OFDM symbols that can be completely corrected, at moderate to severe clipping
thresholds, by different versions of the method. The best results are compared with
other receiver-oriented approaches (presented in this thesis and in the literature), and
demonstrate the superiority of the new method. The method has also been evaluated
by calculating the BEP for the four approaches.

All four versions of the Equation-Method were developed initially for the noise-
free case. Experiments were carried out for each of the four approaches in the presence
of channel noise (AWGN). It was concluded, that although the reliability of the constel-
lation symbols is a significant issue, especially for severe clipping, the major problem
when AWGN is present, is the identification of clipping at the receiver. A new strategy
based on a margin factor threshold (MFT) has been designed to tackle the noise on
the clipping decisions and improve the Equation-method. All the four variations of the
Equation-Method have been simulated using MFT with AWGN and results are pre-
sented. The performance of the Equation-Method at moderate clipping is effectively
improved and the BEP has been reduced significantly. The BEP at severe clipping is
not reduced significantly for all the four approaches of the Equation-Method.

The conventional HARQ schemes known as Chase Combining and Incremental
Redundancy are designed to work for bit-errors caused by AWGN. Chase combining
cannot be expected to work for clipped OFDM signals because the clipping distor-
tion will remain the same in every re-transmission. We have proposed a new method
‘HARQ for Clipping’ which changes every re-transmission by XORing it with a finite
Barker sequence. The effect of this XOR operation is removed at the receiver, as the
receiver knows the Barker sequences. Soft-bit values are calculated for the transmis-
sions and combined at the receiver efficiently at the bit-level. The Selective Dither
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and Recursion strategy of the Equation-Method has been combined with the ‘HARQ
for Clipping’ method. Comparing the results show a significant reduction at lower
SNR values. This seems to be the best result of all previously published PAPR mitiga-
tion techniques at an expense of the re-transmissions. The advantage of the proposed
method is that it works for soft-clipping and AWGN noise both, while it has been
designed specially to correct bit-errors caused by soft-clipping.

7.1 Future Work

The following topics have been identified as worthy of future research:

1. The combination of the Equation-method with FEC codes such that if the Equation-
Method is able to correct some of the wrong constellation symbols, FEC codes
may be used to correct rest of the others.

2. The probability of the Equation-Method introducing any bit-errors to a correctly
received OFDM symbol.

3. The evaluation of the Equation-Method in terms of the complexity and compu-
tational time and then comparison with the existing approaches has to be done
yet.

4. The improvement in the performance of the Equation-Method in the presence of
AWGN for severe clipping threshold may be the focus for further work. Recur-
sion as applied in the Equation-Method may be used to handle the effects of the
AWGN.

5. The effect of RF systems on the performance of the Equation-Method has to
be investigated. We are not sure if the low pass filtering is going to cause any
problems for the Equation-Method.

6. There are many ways of using HARQ for correcting bit-errors caused by soft-
clipping. We have explained and used only one way. IWRAP and soft-clipping
may be used as an alternative for re-transmissions and then soft combining may
be used at the receiver to combine the clipped and limited transmissions. By
knowing the clipping threshold, the receiver may identify the clipped samples
and can just combine the clipped and limited transmissions to make one cor-
rected copy.
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7. We have used HARQ without any FEC codes. If it is used with FEC codes, this
will improve the performance of the technique. It would be useful to evaluate
the improvement.

8. For the HARQ second transmission, the amplitudes of the time-domain signal
may be halved and transmitted. This is a very simple way of eliminating clipping
in the second transmission. The receiver, knowing the effect on the amplitudes of
the re-transmission, may double the amplitudes of the re-transmission and then
use soft-combining. The effectiveness of this idea has already been explored. It
works quite well, and appear worthy of future research.
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Appendix A

Deriving non-linear distortion factor
Alpha for limiting

A.1 Introduction

This appendix explains the derivation of non-linear distortion factor α for soft clipping
and IWRAP limiting, using Bussgang theorem.

A.1.1 Alpha for Clipping

Taking Equation 3.13 for α from Chapter 3, Section 3.1.3:

α =
E {xc(n)x(n)}
E {x(n)x(n)}

(A.1)

Auto-correlation of a signal at zero gives average power of the signal. Equation A.1
may be written as:

α =
E {xc(n)x(n)}

σ2 (A.2)

The non-linearity is applied to the envelope characteristics of the signal, therefore,
as shown in [70], the distortion factor α can also be calculated using the envelope
characteristics as:

α =
E {z(n) f (z(n))}

σ2 (A.3)
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where z(n) is the amplitude of the complex OFDM signal x(n), f (z(n)) is the non-
linearity applied to the z(n). f (z(n)) could be written as follows:

f (z(n)) =

z(n), if 0 ≤ z(n) < A

A, A ≤ z(n) < ∞
(A.4)

According to central limit theorem, the OFDM signal may be considered Gaussian
for large number of subcarriers. Hence the amplitude values of the signal follow a
Rayleigh distribution. The probability density function (Pdf) of an OFDM symbol is:

P(z) =
2z
σ2 e

−z2

σ2 (A.5)

From equation A.3, the expectation could be written as

E {z(n) f (z(n))}
σ2 =

1
σ2

∫ ∞

0
z f (z)P(z)dz (A.6)

=
1

σ2

(∫ A

0
z f (z)P(z)dz+

∫ ∞

A
z f (z)P(z)dz

)
(A.7)

solving equation A.7, taking first part

=
∫ A

0
z f (z)P(z)dz (A.8)

Putting in f (z) and P(z) into the equation from A.4 and A.5

=
∫ A

0
zz

2z
σ2 e

−z2

σ2 dz (A.9)

=
∫ A

0

z2

σ2 e
−z2

σ2 2zdz (A.10)

evaluating integral

suppose, t =
−z2

σ2 (A.11)

dt =
−2z
σ2 dz (A.12)

−σ2dt =2zdz (A.13)
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= σ2
∫ A

0
tetdt (A.14)

Evaluating integral by parts now

u = t,v = et (A.15)

du = 1.dt,dv = et .dt (A.16)

uv−
∫

vdu (A.17)

=

(
t.et −

∫
etdt

)
(A.18)

=
(
t.et − et) (A.19)

= et(t −1)

putting this evaluation back in to A.14

∫ A

0
z f (z)P(z)dz =

[
σ2et(t −1)

]A
0 (A.20)

=

[
σ2e−

z2

σ2 (− z2

σ2 −1)
]A

0
(A.21)

=

[
−e−

z2

σ2 (z2 +σ2)

]A

0
(A.22)

∫ A

0
z f (z)P(z)dz =−e−

A2

σ2 (A2 +σ2)+σ2 (A.23)

Solving the second part from A.7

∫ ∞

A
z f (z)P(z)dz =

∫ ∞

A
z.A.

2z
σ2 e−

z2

σ2 dz (A.24)

= 2A
∫ ∞

A

z2

σ2 e−
z2

σ2 dz (A.25)
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t2 =
z2

σ2 (A.26)

t =
z
σ

(A.27)

σdt =dz (A.28)

= 2Aσ
∫ ∞

A
t2e−t2

dt (A.29)

evaluating the integral by parts

u = t,v =
∫

e−t2
t.dt (A.30)

du = 1.dt,dv = e−t2
t.dt (A.31)

uv−
∫

vdu (A.32)

t
∫

e−t2
t.dt −

∫ ∫
e−t2

.t.dt.dt (A.33)

solving integral ∫
t.e−t2

dt =−1
2

e−t2
(A.34)

using Equation A.34 in A.33 gives

=−t
1
2

e−t2
+

∫ 1
2

e−t2
dt (A.35)

Substituting the solution back to the equation A.29,

= 2Aσ
([

−t
1
2

e−t2
]∞

A
+

1
2

∫ ∞

A
e−t2

dt
)

(A.36)

Using the definition of error function

er f c(x) =
2√
π

∫ ∞

x
e−t2

dt (A.37)

Using Equation A.37 in Equation A.36

= 2Aσ
([

− t
2

e−t2
]∞

A
+

√
π

4
er f c(t)

)
(A.38)
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Replacing variables back and putting limits

= 2Aσ
([

− z
2σ

e−
z2

σ2

]∞

A
+

√
π

4
er f c(

A
σ
)

)
= A2e−

A2

σ2 +Aσ
√

π
2

er f c(
A
σ
) (A.39)

Using Equation A.23 and Equation A.39 in Equation A.7

α =
1

σ2

(
−e−

A2

σ2 (A2 +σ2)+σ2 +A2e−
A2

σ2 +Aσ
√

π
2

er f c(
A
σ
)

)
(A.40)

= 1− e−
A2

σ2 +

√
π

2
er f c(

A
σ
)
A
σ

(A.41)

As clipping ratio γ = A/σ

α = 1− e−γ2
+

√
π

2
er f c(γ)γ (A.42)

Equation A.42 shows the distortion factor for clipping.

A.1.2 Alpha for IWRAP Limiting

The limiting function f (z(n)) for IWRAP could be written as follows:

f (z(n)) =

z, if 0 ≤ z < A

2A− z, A ≤ z < ∞
(A.43)

Using the Equations A.3 and A.43, calculation of α for IWRAP is as follows:

α =
E {z(n) f (z(n))}

σ2 =
1

σ2

(∫ A

0
z f (z)P(z)dz+

∫ ∞

A
z f (z)P(z)dz

)
(A.44)

Pdf of the OFDM signal is the same as in Equation A.5. As f (z) is the same for first
part, so the integral evaluation will be taken from Equation A.23

∫ A

0
zz

2z
σ2 e

−z2

σ2 dz =−e−
A2

σ2 (A2 +σ2)+σ2 (A.45)

Now taking second part from Equation A.44

∫ ∞

A
z f (z)P(z)dz =

∫ ∞

A
z(2A− z)

2z
σ2 e

−z2

σ2 dz (A.46)
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=
∫ ∞

A
2Az

2z
σ2 e

−z2

σ2 dz−
∫ ∞

A
z2 2z

σ2 e
−z2

σ2 dz (A.47)

Evaluating Equation A.47 gives

= 2A2e
−A2

σ2 +Aσ
√

πer f c(
A
σ
)− e

−A2

σ2 (A2 +σ2) (A.48)

Using Equation A.45 and Equation A.48 in Equation A.44

α =
1

σ2

(
−e−

A2

σ2 (A2 +σ2)+σ2 +2A2e
−A2

σ2 +Aσ
√

πer f c(
A
σ
)− e

−A2

σ2 (A2 +σ2)

)
(A.49)

α = 1−2e−
A2

σ2 +
A
σ
√

πer f c(
A
σ
) (A.50)

Using γ = A/σ,
α = 1−2e−γ2

+ γ
√

πer f c(γ) (A.51)

Equation A.51 is the distortion factor for IWrap.



Appendix B

Calculating output power of IWRAP
limiter

Taking Equation A.5 and Equation A.43, the output power of the IWRAP limiter can
be expressed as:

Plimit = E
{

x2 (n)
}
=

∞∫
0

x2 (n)P(x)dx (B.1)

A∫
0

x2 2x
σ2 e−

x2

σ2 dx+
∞∫

A

(2A− x)
2x
σ2 e−

x2

σ2 dx (B.2)

Evaluating the first term of the above equations gives:

A∫
0

x2 2x
σ2 e−

x2

σ2 dx =−e−
A2

σ2
(
A2 +σ2)+σ2 (B.3)

Now taking the second term of the Equation B.2 gives:

∞∫
A

(2A− x)2 2x
σ2 e−

x2

σ2 dx =
∞∫

A

(
4A2 −4Ax+ x2) 2x

σ2 e−
x2

σ2 dx (B.4)

∞∫
A

(2A− x)2 2x
σ2 e−

x2

σ2 dx =
∞∫

A

(
4A2 −4Ax+ x2) 2x

σ2 e−
x2

σ2 dx (B.5)

= e−
x2

σ2
(
A2 +σ2)−2Aσ

√
πer f c

(
A
σ

)
(B.6)
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where er f c is the error function as follows:

er f c(x) =
2√
π

∫ ∞

x
e−t2

dt (B.7)

Using Equation B.3 and Equation B.6 in Equation B.2

Plimit =−e−
A2

σ2
(
A2 +σ2)+σ2 + e−

x2

σ2
(
A2 +σ2)−2Aσ

√
πer f c

(
A
σ

)
(B.8)

= σ2 −2Aσ
√

πer f c
(

A
σ

)
(B.9)

= σ2
(

1−2
A
σ
√

πer f c
(

A
σ

))
(B.10)

= σ2
(

1−2
A
σ
√

πer f c
(

A
σ

))
(B.11)

where γ = A/σ, and σ2 is the average power of the input signal.

Plimit = σ2(1−2γ
√

πer f c(γ)) (B.12)


