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ABSTRACT

Functions of matrices arise in numerous applications, and their accurate and efficient
evaluation is an important topic in numerical linear algebra. In this thesis, we explore
methods to compute them reliably in arbitrary precision arithmetic: on the one hand,
we develop some theoretical tools that are necessary to reduce the impact of the
working precision on the algorithmic design stage; on the other, we present new
numerical algorithms for the evaluation of primary matrix functions and the solution
of matrix equations in arbitrary precision environments.

Many state-of-the-art algorithms for functions of matrices rely on polynomial or
rational approximation, and reduce the computation of f(A) to the evaluation of a
polynomial or rational function at the matrix argument A. Most of the algorithms
developed in this thesis are no exception, thus we begin our investigation by revis-
iting the Paterson-Stockmeyer method, an algorithm that minimizes the number of
nonscalar multiplications required to evaluate a polynomial of a certain degree. We
introduce the notion of optimal degree for an evaluation scheme, and derive formu-
lae for the sequences of optimal degree for the schemes used in practice to evaluate
truncated Taylor and diagonal Padé approximants.

If the rational function r approximates f, then it is reasonable to expect that a so-
lution to the matrix equation 7(X) = A will approximate the functional inverse of f.
In general, infinitely many matrices can satisfy this kind of equation, and we pro-
pose a classification of the solutions that is of practical interest from a computational
standpoint. We develop a precision-oblivious numerical algorithm to compute all the
solutions that are of interest in practice, which behaves in a forward stable fashion.

After establishing these general techniques, we concentrate on the matrix exponen-
tial and its functional inverse, the matrix logarithm. We present a new scaling and
squaring approach for computing the matrix exponential in high precision, which
combines a new strategy to choose the algorithmic parameters with a bound on the
forward error of Padé approximants to the exponential. Then, we develop two algo-
rithms, based on the inverse scaling and squaring method, for evaluating the matrix
logarithm in arbitrary precision. The new algorithms rely on a new forward error
bound for Padé approximants, which for highly nonnormal matrices can be consid-
erably smaller than the classic bound of Kenney and Laub. Our experimental results
show that in double precision arithmetic the new approaches are comparable with
the state-of-the-art algorithm for computing the matrix logarithm, and experiments in
higher precision support the conclusion that the new algorithms behave in a forward
stable way, typically outperforming existing alternatives.

Finally, we consider a problem of the form f(A)b, and focus on methods for com-
puting the action of the weighted geometric mean of two large and sparse positive
definite matrices on a vector. We present two new approaches based on numerical
quadrature, and compare them with several methods based on the Krylov subspace
in terms of both accuracy and efficiency, and show which algorithms are better suited
for a black-box approach. In addition, we show how these methods can be employed
to solve a problem that arises in applications, namely the solution of linear systems
whose coefficient matrix is a weighted geometric mean.
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INTRODUCTION

Linear algebra is among the oldest branches of mathematics. The earliest examples of
simultaneous linear equations appear in two Babylonian tablets, VAT 8389 and 8391,"
which contain exercises dealing with the computation of the rent of a field divided
in two parts. The most comprehensive treatment regarding the solution of linear
systems known to antiquity is in the eighth of The Nine Chapters on the Mathematical
Arts, a collection of problems with solutions, where the coefficients of linear systems
are arranged in rectangular arrays of numbers [12] and a method similar to Gaussian
elimination is discussed [42].

In the western world, the theory of linear systems did not advance much until the
end of the 17th century [34, Chap. 5], and Gauss was the first to introduce, albeit
implicitly, matrices as a compact form for writing linear transformations [10, sect. V].
The term “matrix” was first used by Sylvester [43, p. 369], and a major contribution
to the genesis of matrix analysis was given by Cayley, the first to realise that matrices
are mathematical objects in their own right, and can be studied as single quantity
rather than a set of coefficients.

In his seminal paper [5], Cayley defines matrix addition, multiplication, and inver-
sion, introduces the zero and identity matrices, and records a number of observations.
In his exposition, Cayley deals with rather small matrices. For instance, he proves
what is now known as the Cayley-Hamilton theorem only for 2 x 2 matrices, deem-
ing it unnecessary “to undertake the labour of a formal proof of the theorem in the
general case of a matrix of any degree”, but assuring the reader that the result re-
mains valid in the 3 x 3 case. Similarly, when discussing integer powers of a matrix
he deduces a trigonometric formula for the nth power of a matrix of order 2, and after

observing that the formula extends to negative or fractional values of 1, he remarks

1 The transcription from cuneiform and a translation in English are given by Heyrup [25, Chap. III].
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that the case n = 1/2 defines the square root of matrix. He will later return to matrix
functions, and devote a whole paper to the symbolic extraction of square roots of

3 x 3 matrices [6].

As for transcendental matrix functions, Laguerre is the first to discuss, en passant
in a paragraph of a long letter to Hermite [36], the exponential of a matrix. In fact,
the French mathematician confines himself to defining the exponential of a square
matrix via the series expansion of e* at o and mentioning that the scalar identity
e* ¥ = e*e¥ does not generalise to matrices. In the following few years several authors
proposed general formulae for generalising scalar functions to matrices, and we refer

the interested reader to [23, sect. 1.10] for a detailed account.

Just over 10 years after Laguerre’s definition, Peano [38] shows how the matrix
exponential can be used to solve systems of homogeneous differential equations,
demonstrating that matrix functions can have applications to the solution of theo-
retical problems. Frazer, Duncan, and Collar [9] are among the first to recognize the
importance of matrix functions in practical applications, and in particular the central
role of the exponential in the solution of systems of differential equations arising
in engineering problems. A succint account of classical applications of matrix func-
tions can be found in [23, Chap. 2]. More recent applications include the analysis of

complex networks [7, Chap. 6-8] and quantum chemistry [1].

While matrix functions are as old as matrix algebra itself, multiple precision arith-
metic is a relatively young research area even in the much younger field of computer
arithmetic. While the first theoretical model of an electro-mechanical machine ca-
pable of implementing floating-point [39] predates the first world war, and Konrad
Zuse’s Z3 computer, the first modern implementation, was realised during the sec-
ond, software for computing in arbitrary precision was not available until the end of
the seventies, when Brent released the first version of the MP library [3], [4], a For-
tran package for multi-precision computation. The interest in such computing envi-
ronments has been growing steadily since, and has exploded in recent years, thanks

to the emergence of applications needing a range of precisions larger than that al-
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lowed by the IEEE standard [30] and the considerable performance improvements in

software for arbitrary precision computation.

Even though the research literature focusing on the efficient implementation of
linear algebra subroutines for arbitrary precision arithmetic is growing quickly, the
computation of matrix functions in low and high precision arithmetic has not yet
attracted much attention. In this thesis, we satisfy the need for multiprecision algo-
rithms for computing matrix functions, and propose techniques that are well suited
for arbitrary precision environments. The main challenge we have to face is the fact
that the working precision at which the algorithm is going to be run is known only
at runtime and, as a consequence, should be treated as an input argument to the

algorithm rather than a characteristic of the computational environment itself.

In fact, several algorithms for evaluating matrix functions in double precision can
be adapted to arbitrary precision environments with little or no modifications. A
notable example of these precision oblivious algorithms are substitution methods for
the solution of matrix equations of the form X? = A, where A is a square complex
matrix and p is an integer greater than 1. These methods, such as the state-of-the-art
algorithms for the square root [2], [19] and the pth root [41], [13], [29], are “direct”,
in that they resemble forward and backward substitution for the solution of linear
systems, and the logic of the algorithm need not change as long as routines to perform
scalar sums, multiplications, divisions, and pth root extraction at the target precision

are available.

Other algorithms can be adapted to multiprecision environments with just minor
adjustments. A typical instance are iterative algorithms, which can be run in arbi-
trary precision by simply executing all elementary scalar operations in arbitrary pre-
cision and adjusting the internal tolerance that is used as stopping criterion. Iterative
methods have been the object of an intense study for almost forty years, and new de-
velopments are still under way. Examples include Newton’s method, which has been
studied for the computation of the polar decomposition [17, sect. 3.2-3.4], [32], the
sign function [31], [32], [40], the square root [18], [21] [26], the pth root [15], [16], [27],

and the Lambert W function [8], and Halley’s method, which has been developed



for the polar decomposition [37], the sector function [35], the pth root [15], and the
Lambert W function [8]. These two methods belong to more general families of
Padé iterations, that have been discussed in the literature for the polar decomposi-
tion [20], [33], the sector function [11], the sign function [14], [31], [33], and the pth

root [11], [28].

Many state-of-the-art algorithms, however, follow a different approach, and their
design relies heavily on the knowledge of the working precision at which the al-
gorithm will be run. These algorithms reduce the computation of a function of a
matrix to the evaluation of a polynomial or rational approximant—typically a Padé
approximant—at a matrix argument. The order of the approximant is determined by
using a set of constants that specify how small the 1-norm of powers of the matrix
must be in order for the approximant to deliver full accuracy at a given precision.
These precision-dependent constants are computed offline by combining an upper
bound on the backward error of the approximants with a mix of symbolic and high
precision computation. This technique was originally proposed by Higham [22], [24]
for the computation of the matrix exponential in double precision, and provides very
efficient algorithms for several matrix functions, at the price of a computationally

expensive algorithm design stage.

In fact, the analysis of Al-Mohy and Higham can be repeated for any fixed preci-
sion, but the precision-dependent computation is too expensive to make it a viable
strategy for arbitrary precision algorithms. For computing the exponential of a ma-
trix, on-the-fly estimation of the backward error has been proposed as a technique
to bound the truncation error of Taylor approximants at runtime, but this approach
does not appear to generalize easily to other Padé approximants, and does not readily

extend to other matrix functions.

In this thesis, we seek a more systematic exploration of the subject. Our contri-
bution is twofold. On the one hand, we revisit general techniques for evaluating
polynomials and rational functions of matrices and for solving polynomial and ra-
tional matrix equations, and give a precision-independent view of state-of-the-art

techniques. On the other hand, we develop numerical algorithms for solving specific
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problems pertaining to matrix functions, such as the evaluation of the exponential
and logarithm of a matrix and the computation of the action of the weighted geomet-
ric mean of two Hermitian positive definite matrices on a vector.

Chapter 2 summarizes the main definitions and properties that are needed in the
reminder of the thesis but are not given in the introductory sections of the following
chapters. In order to reduce repetitions, for material that is introduced later on only
a reference to the relevant section is provided. Since the thesis is in journal format, a
few background topics are discussed in more than one place: in this case we provide
a reference to the most complete review available.

Chapters 3, 4, 5, 6, and 7 are presented in a format suitable for publication and are
based on the preprints and journal papers listed on page 11. For coauthored papers,
we believe that the two authors contributed equally to the final manuscript and that

it is not necessary to further discriminate their contribution.
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2 BACKGROUND MATERIAL

This chapter serves three main purposes. First, we establish the notation and termi-
nology that will be adopted in the following chapters, and succinctly discuss some
fundamental concepts. Secondly, we collect here, for ease of reference, most of the
theoretical results that will be necessary later on. We do not claim that our review
is complete, on the contrary, we stress that it should be used only as a reference,
thus we provide pointers to the relevant literature for the interested reader. In the
last section, we review briefly software packages and libraries that provide multiple
precision capabilities, paying specific attention to the availability of linear algebra

kernels and algorithms for the computation of matrix functions.

2.1 LINEAR ALGEBRA

Sets and functions. The empty set is denoted by ¥, the integers by Z, the set
of natural numbers by IN = {n € Z : n > 0}, the set of positive integers by Ny, and
the set of consecutive integers between 17 and n; by [n1,n2] := {n € N : ny < n < ny}.
The fields of real and complex numbers are denoted by R and C, respectively, and
the orthogonal projections of a complex number z onto the real and imaginary axis
are denoted by Re(z) and Im(z), respectively.

The notation f: D — C expresses the fact that the function f maps elements of the
domain D to elements of the codomain C. We denote by C|[z] the set of polynomials
of the complex variable z with complex coefficients, and by C,[z] = C|[z] the complex
polynomials of degree at most ¢. Let p € Ci[z] and g € C,,[z] be polynomials with
nonzero leading coefficients. If p and q are coprime, that is, have no roots in common,

we say that the quotient r := p/q is a rational function of type [k/m].
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In order to map reals to integers, we use the floor function |x| = max{n € Z : n < x}
and the ceiling function [x] = min{n € Z : n > x}, defined for any x € R. With ¢;; we

denote the Kroenecker delta, defined, for i,j € IN, by

Vector spaces and subspaces.  Let [F be a field [1, (2.3) Def.]. A set V equipped
with the two operations + : V xV — Vand - : F x V. — V is a vector space over F if
V is closed with respect to these two operations, thatisif u +ve Vand a-v e V for

allu,v € V and « € IF, and the following properties are verified:

1. u+v=v+uforallu,veV;

2. (u+v)+w=u+ (v+w)forallu,v,weV;

3. there exists 0 € V suchthat 0 +v=v+0 = v;

4. there exists v e Vsuchthatv+09=0+v=0forallveV;

5.a-(u+v)=a-u+a-vforallu,veVandacel;

o

(0a+pB)-v=a-v+pP-uforallveVanda, pel;
7.c-(B-v)=(af)-vforallve Vanda, B e,
8. 1-v=moforallve V,where 1l e[ is the identity element of -.

The set W — V is a subspace of V if it is a vector space with respect to the operations
+ and -. It can be shown that a subspace is nonempty, as it always contains the zero

vector.

Matrices and vectors. Let IF be a field. The vector space of m x n matrices over
F, that is, the set of m-by-n arrays of scalars from F, is denoted by [F"*". Matrices
in FY*" and F"*! are called row and column vectors, respectively. In the former case,
we often omit the second dimension and write F" to denote F”*!, to remark that IF™

can be identified with the m-dimensional vector space over [F.
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We use capital Latin or Greek letters to denote matrices, and refer to their elements
by the corresponding lowercase letter followed by one or more subscript indices that
indicate the position of that element relatively to a row/column grid. If we want to
refer to an element of an expression that produces a matrix, we enclose the expression

in parenthesis and use the subscript notation.

Let V = {v1,02,...,0,} be a set of m-dimensional vectors. The vector y € F" is a

linear combination of the elements in V if it can be expressed in the form

T
y = Z X;0;,
i=1

for some aq,a2,...,a, € F. The vector space of all such linear combinations is called
the span of V, which we denote by spanV, and V is called a set of generators for
spanV. If a vector v € V belongs to span V\{v}, then the vectors in V are linearly
dependent, otherwise V is linearly independent. Note that a set of vectors containing
the o vector is always linearly dependent. The dimension of the vector space span V

is the number of linearly independent vectors in V.

The sum of two matrices A, B € F"*" is defined entry-wise, that is, C:= A+ B
is the m-by-n matrix with elements ¢;; = a;; + b;j. Two matrices A € F"*" and
B e F"™*" are called conformable if n = m’, and the product of two conformable

matrices A € F"*" and B € [F"*? is the matrix C := AB € F"*P with elements
n
cij = ), dikby.
k=1

This definition of the matrix product may seem rather arbitrary at first glance,
but comes naturally when looking at matrices as linear transformations. In fact,
by viewing the matrix A € F"*" as the linear transformation from F" to [F" that
maps x € F" to the vector Ax € [F", one can interpret the sum of two matrices
as the sum of the corresponding linear transformations, and their product as their
composition. We will not examine this equivalence further here, and will confine
ourselves to a practical definition of range and null space of A € IF"*". The range of

A e F™"isrange A = {Ax : x € F"}, and its null space is null A = {x € F" : Ax = 0}.
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A detailed discussion of matrices as linear operators can be found, for example, in [32,
sect. 2.6], [3, Chap. 3], and [14, Chap. 2]. Alternative but equivalent definitions of the
matrix multiplication above are discussed by Trefethen and Bau [35, Lect. 1] and
Golub and Van Loan [15, sect. 1.1]. The rank of A, denoted by rank A, is the number
of linearly independent rows (or, equivalently, columns) of A, and it is easy to see
that range A has dimension rank A. A matrix A € F"*" is full-rank if it has the largest

possible rank for matrices of that size, that is, if rank A = min{m, n}.

In the following chapters, we focus on real and complex matrices, that is, we as-
sume that our field F is either R or C, and are mostly concerned with square matrices,
for which m = n. The additive identity element of the vector space C"*" is the zero
matrix, whose entries are all zero, and its multiplicative identity element is the iden-
tity matrix I, € C"*", whose elements are defined by i;; = §;;. In both cases, we omit
the order n whenever it is clear from the context. Note that in general two square
matrices do not commute. The inverse of a matrix A € C"*", denoted by Al isa
matrix such that AA~1 = A='A = [,. The matrix A need not have an inverse, but
if it does then the inverse is unique. A matrix is called nonsingular if it has a matrix
inverse, singular otherwise. Several conditions are equivalent to being nonsingular;
for example, a matrix A is nonsingular if and only if null A = {0}, that is, if the only

solution to the linear equation Ax = 0is x = 0.

Let A € C™*". We denote by AT the transpose of A, that is, the n-by-m matrix
whose element in position (i, j) is the element in position (j,i) of A, and by A* = Al
its conjugate transpose, where A denotes the matrix whose elements are the complex
conjugate of the corresponding elements of A. It is easy to show that for two con-

formable complex matrices A and B, one has that AB = AB,but (AB)T = BTAT and
(AB)* = B*A*.

Structured matrices. It is sometimes convenient to block together the elements of
a matrix in order to work at the block level. A matrix whose elements are partitioned

according to a block pattern is called a block matrix, and we typically assume that
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rows and columns follow the same partitioning, which guarantees that the blocks

along the diagonal are square.

A matrix A € F"*" is diagonal if a;; = 0 when i # j. As a diagonal matrix is fully
determined by the elements along its diagonal, we denote the diagonal matrix with
elements ay,...,a, by diag(ay,...,a,). If a; = 0 when i > j or i < j, the matrix A
is upper-triangular or lower-triangular, respectively. Triangular matrices with a;; = 1
for i = 1,...,min{m,n} are called unit triangular. A matrix is upper-Hessenberg
(lower-Hessenberg) if a;; = 0 for i > j+1 (i < j—1). Block diagonal and block
triangular matrices can be defined analogously, by replacing elements with blocks
in the definitions above. A block triangular matrix A € F"*" is quasi-triangular if its

diagonal blocks have size at most 2.

Transposition and conjugate transposition define several important classes of ma-
trices. We say that a matrix A € C**" is symmetric, skew-symmetric, Hermitian, skew-
Hermitian, or normal, if A = AT, A = —AT, A = A*, A = —A*, or A* = A*A,

respectively. Note that symmetric and Hermitian matrices are normal.

Trace and Determinant. We use two functions to map complex square matrices
to complex scalars, the trace and the determinant. The trace of a matrix A € C"*",

denoted by tr A is the sum of its diagonal elements, that is,

n
trA = Z aj.
i=1

It is immediate to see that tr AT = tr A and tr A* = tr A. Moreover, for two matrices

A e C"*" and B € C"*™, one has that
n m
tr(AB) = tr(BA) = Z Z ai]'b]'i.
i=1j=1
Finally, we stress that the trace is a linear operator, that is, if n = m then

tr(aA+ BB) = atr A+ BtrB,
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for any o, B € C.

The determinant of a matrix A € C"*" can be defined in several ways. Here we opt
for the recursive definition by means of the Laplace expansion, which can be found
for example in [14, sect. 4.2]. We refer the reader to [3, sect. 10.B] for the combinatoric
definition via permutations, to [32, sect. 4.2] for a functional characterization, and
to [35, Ex. 21.1(c)] for a more practical definition. The equivalence of these four
definitions is given, for example, by Strang [32, sect. 4.3]. Let A € C"*", and let A;;
denote the (n — 1)-by-(n — 1) matrix obtained by removing the ith row and the jth

column from A. For any i,j € {1,2,...,n}, the determinant of A is defined by

det A = i(—n”k det Ay = i(—nﬂk det Ay;,
k=1 k=1
where the scalar (—1)"*/ det Ajj is called the cofactor of the element in position (i, j)
of A. It is easy to see that det] =1, det AT = det A, and det A* = det A. Moreover,
it can be shown that detaA = a" det A for all « € C, that a matrix A € C"*" is
singular if and only if det A = 0, and that the determinant is multiplicative, that is,
for any A, B € C"*" one has that det(AB) = (det A)(det B), which readily gives that
det A7! = (det A)7!,

Eigenvalues and eigenvectors. Let A e C"". If A € C and x € C"\{0} verify the
equation Ax = Ax, then A is an eigenvalue of A, x is the corresponding eigenvector,
and the pair (A, x) is an eigenpair of A. The set of eigenvalues of A, denoted by c(A),
is called the spectrum of A, and the magnitude of the largest eigenvalue, denoted
by p(A) = {|A| : A € 0(A)} is its spectral radius. By rewriting the equation above as
(A—Al)x = 0, one can see that A is an eigenvalue of A if and only if the matrix
A — Al is singular or, equivalently, det(A — AI) = 0. In other words, the eigenvalues
of A are the roots of the characteristic polynomial x o(z) = det(A — zI) € Cy,|z].

The Cayley-Hamilton theorem [20, Thm. 2.4.3.2] states that every complex square
matrix satisfies its own characteristic polynomial, that is, y4(A) = 0, but it need
not be the polynomial of lowest degree with this property. The monic polynomial of

least degree to be satisfied by a matrix A is called the minimal polynomial of A, and we



2.1 LINEAR ALGEBRA |

denote it by ¢ 4. It can be shown that x4 and ¢4 have the same roots (not necessarily
with the same multiplicities), and that A € C is an eigenvalue of A if and only if it
is a root of ¢4. The multiplicity of an eigenvalue A as a root of the characteristic
polynomial is its algebraic multiplicity. The geometric multiplicity of an eigenvalue A
is the number of linearly independent eigenvectors associated with A, that is, the

dimension of the subspace null(A — AI), usually called the eigenspace of A.

Two matrices A, B € C"*" are similar if there exists a nonsingular matrix P € C"*"
such that A = PBP~!. In other words the linear operators A and B are the same up to
a change of basis, and it can be shown that similar matrices have the same spectrum.
A matrix A is diagonalizable if it is similar to a diagonal matrix D. In this case the,
decomposition A = PDP~! is called the eigendecomposition of A, and the diagonal

elements of D are the eigenvalues of A.

Much more can be said about the eigenvalues of a matrix, and we refer the in-
terested reader to [20, Chap. 1] for a detailed summary, and to [32, Chap. 5] for
an elementary but rigorous discussion of eigenvalues, eigenvectors, and similarity

transformations.

Vector and matrix norms. A function || - |: C"™*" — R is a norm on the vector

space C"*" if for any A, B € C"*" and «a € C, it satisfies:

1. [|A]| = 0, with |A| = 0 if and only if A = 0 (nonnegativity);

2. |aAl| = |«||A| (homogeneity);

3. |A+ B| < |A| + ||B| (triangular inequality).

We refer to a vector norm if the argument of the norm is a vector, and to a matrix
norm if the argument is a matrix. Norms are uniformly continuous functions, and
they are all equivalent up to a constant, in the sense that for any two norms | - | and

|- |” on the same vector space there exist two positive real constants « < f such that

afAl" < [A]" < BlA"
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For the case n = 1, the class of p-norms is the most relevant. These norms are

defined, for p € Ny, by
m 1
Ixlp, = (O] IxlP) ", xec™,
i=1
and by passing to the limit in the definition above, one obtains

[x]|c = max |x;], xeC™
<i<

xlx

Matrix norms can be defined in several ways. The operator norm (often called sub-

ordinate or induced matrix norm) on C™*" corresponding to the vector norm | - | is
defined by
|Ax|
| Al = = max [Ax]|.
xeC\{0} [x||  xeCr|x|=1

By definition one has that |I,| = 1, and it can be shown that

1<j<n

m
|Al; = max Z |ajl,
i

|Al, = p(A*A)'2,

n

[Al = max ) al.
1<z§n].:1

An example of matrix norm that is not induced by a vector norm is the Frobenius

norm, defined for A € C"*" by

o 12
Al = | vec A2 = (ZZ |aij|2> :

i=1j=1

It is easy to check that |A|r = tr(A*A)Y? and that |I,,| = v/, which shows that the
Frobenius norm is not an operator norm. The norms |- |, | |/, and || - | are called
consistent if |AB| < ||A|'|B|” for all A € C™*" and B € C"*P. A norm | - || on C"*" is

unitarily invariant if [UAV|| = ||A| for all unitary U € C"™*™ and V € C"*". It is easy
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to check that subordinate matrix norms, as well as the Frobenius norm, are consistent

and unitarily invariant.

Norms can be used to characterize the spectral radius of square matrices, as it is
easy to prove that, for any consistent norm | - | on C"*" and A € C"*", one has that
o(A) < |A|| and that lim_, ., </||A¥| = p(A). The normwise condition number of matrix
inversion with respect to a norm | - | on C"*" is defined as x(A) = |A[||A~!|. We
denote by xr(A) the condition number with respect to the Frobenius norm, and by

kp(A) that with respect to the operator norm induced by the vector p-norm.

2.1.1 Matrix factorizations and decompositions

In this section we discuss several ways in which a matrix can be written as the product
of two or three matrices with specific properties. We briefly recall the main theoretical
results and, when of practical interest, some aspects related to their computation.
For an in-depth discussion of the Jordan canonical form, we refer the reader to [20,
Chap. 3]. An algorithmic perspective on these topics is given by Golub and Van
Loan [15], whereas the accuracy and stability of each of the algorithms we describe

here is discussed by Higham [18].

Jordan canonical form. Any matrix A € C""*" with v linearly independent eigen-
vectors is similar to a block diagonal matrix, | = M1AM = diag(/i, J2,. .., Jv) where
M e C"" is nonsingular and each diagonal Jordan block is an upper triangular matrix

of the form

Ji = ' e Cmixm,

A

The matrix | is called the Jordan canonical form of A, and is unique up to the ordering

of the blocks. The only eigenpair of the Jordan block J; is (A;,e1); the algebraic and
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geometric multiplicity of A; as an eigenvalue of J; are m; and 1, respectively. An
eigenvalue is semisimple if it appears only in Jordan blocks of size one, otherwise it
is defective. A semisimple eigenvalue appearing in only one block is called simple. A
matrix is defective if it has at least one defective eigenvalue or, equivalently, if the
algebraic multiplicity of at least one of its eigenvalues exceeds its geometric multi-
plicity. If all eigenvalues are semisimple, then the Jordan canononical form of A is
diagonal, and the matrix A is diagonalizable. Finally, A is derogatory if an eigenvalue
appears in more than one Jordan blocks or, equivalently, if its minimal polynomial

¢4 has degree strictly lower than its characteristic polynomial x 4.

LU and Cholesky factorizations. We now discuss three ways of rewriting nonsin-
gular matrices as the product of triangular and diagonal matrices. Since triangular
systems are extremely easy to solve, these factorization are typically used in the solu-

tion of systems of linear equations.

For any nonsingular matrix A € C"*", there exist a permutation matrix P € C"*",
a unit lower triangular matrix L € C"*", and an upper triangular matrix U € C"*"
such that PA = LU. The matrices L and U are unique for a given P, but several
strategies to choose the matrix P exist, and depending on the properties of A, the
choice of P can influence the existence as well as the numerical stability of the LU

decomposition.

For example, if all the principal leading minors of A are nonsingular, then the
LU decomposition is guaranteed to exist with P = I,;, but this choice may perform
poorly from a numerical point of view. The stability can be improved by relying on a
pivoting strategy, that permutes the row of the matrix A while computing the factors
L and U, and aims to reduce the growth of the backward error. A thorough analysis
of the Gaussian elimination algorithm, which is typically used to compute the LU
decomposition, is provided in [18, Chap. 9], along with an error analysis of complete,
rook, and partial pivoting, the latter being the pivoting strategy most commonly used
in practice. A discussion of the algorithmic and implementation aspects of Gaussian

elimination can be found in [15, Chap. 3].
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If the matrix A € C"*" is symmetric positive definite, then there exists a unique

lower triangular matrix L € C"*" with positive diagonal entries such that A = LL*.

How to compute the Cholesky factor efficiently is discussed in [15, sect. 4.2], and the

stability of the process is analyzed in detail in [18, Chap. 10].

OR factorization. If A e C"™*", there exist a unitary matrix Q € C"*™ and an
upper triangular matrix R € C"*" such that A = QR. This factorization is called the

OR factorization of A, and if A has full column rank and m < n, by partitioning

Q= Qz], Q1 eC™", QyeCmx(m=m),

Rq
R = , Rl c Cnxn, 0e C(m—n)xn,

0

we obtain the thin QR factorization A = Q1R;.

This matrix factorization can be computed in many ways. The QR factorization
via Householder reflections, Givens rotations, and via the Gram-Schmit procedure
is discussed in details in [15, sect. 5.2]. In order to check whether the matrix A is
(numerically) rank deficient, a pivoted version of these algorithms can be used to
compute the rank-revealing QR factorization, that consists of a permutation matrix P €
C™", a unitary matrix Q € C"*", and an upper triangular matrix R € C"*" such that
AP = QR. It can be shown that the columns of A and those of R span the same space,
thus the rank of A is the number of nonzero rows of R. The numerical behaviour of

the algorithms to compute the QR factorization is discussed in [18, Chap. 19].

Schur decomposition.  Any matrix A € C"*" has a Schur decomposition A = UTU*
where U € C"*" is unitary and T € C"*" is upper triangular. Since U is unitary, the
matrix T is similar to A, thus the eigenvalues of A are the elements along the diagonal
of T. It can be shown that T is diagonal if and only if A is normal. A real matrix
A € R™" has also a real Schur decomposition QTQT where Q € R"*" is orthogonal
and T is upper quasi-triangular. Since Q is a similarity transformation, the matrices

A and T have the same eigenvalues, and in particular any diagonal block of size 1
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is a real eigenvalue of A, and the eigenvalues of a 2 x 2 block of T coincide with a

complex conjugate pair of eigenvalues of A.

The Schur decomposition can be computed by means of the QR iteration, several
variants of which are discussed in [15, Chap. 7], which covers most practical issues
pertaining the efficient implementation of the algorithm, such as the use of the Hes-
senberg form of the matrix, implicit shifting, and deflation. More recently, a new
interpretation of this algorithm as a core-chasing algorithm has been proposed [2,
Chap. 3]. Note that in the latter reference the algorithm is called “Francis’s algo-
rithm”, following the advice of Watkins [38]. The same author has at least two more

classical references on this algorithm [36], [37].

SVD decomposition.  If A € C"*", there exists two unitary matrices U € C"*™
and V € C"*" and a diagonal matrix S € R"*", whose diagonal elements are non-
negative and in nonincreasing order, such that A = USV*. This is called the SVD

decomposition of the matrix A. By partitioning, for m > n,

U= u uz] , U e men’ U, e me(m—n)/

51

s=7", SieC™m, et
0

V=",

and for n < m,

u:ull

S = [Sl 0} , Sl c mem, 0e me(nfm)’
V= [Vl VZ] , Vi e men, V, € C(n—m)xn,
we obtain the thin SVD decomposition A = U;S1V1. The columns of U and V are called

the left and right singular vectors of A, respectively, and the diagonal elements of S

are its singular values. It is easy to show that the left and singular vectors are the
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eigenvectors of the Hermitian positive semidefinite matrices AA* and A*A, respec-
tively, and that the singular values are the positive square roots of the eigenvalues of
AA* (or A*A, since 0(A*A) = 0(AA*)). Note that the largest singular value of A is

its 2-norm.

The SVD decomposition provides much useful information about the linear trans-
formation underlying the matrix A. For example, rank A = rank S, and since S is
diagonal the rank of A is the number of its nonzero singular values. Moreover, if
r = rank A, then the first 7 columns of U are a basis for the range of A, and the last
n —r columns of V are a basis for its null space. If the matrix A is not full rank,
the thin SVD decomposition can be further reduced by dropping the left and right

singular vectors corresponding to zero singular values.

This decomposition has countless numerical applications. It is the algorithm of
choice for computing the numerical rank and 2-norm of a matrix, and provides the
most accurate method for finding an orthonormal basis for the range and null space
of a matrix. In applications, the SVD decomposition is the theoretical foundation for
algorithms for computing the best low-rank approximations in the 2-norm and the
Frobenius norm, and a subroutine in the algorithms for the solutions of archetypal

numerical linear algebra problems such as least squares fitting and regularization.

Theoretical aspects of the SVD decomposition are covered in [20, sect. 2.6] and an
extended list of properties can be found in [15, sect. 2.4]. Numerical algorithms for

computing the SVD decomposition are discussed in [15, sect. 8.6].

2.1.2 Functions of matrices

Chapter 3 deals with one of the simplest examples of functions of matrices, namely
polynomials of matrices. They are defined in section 3.1, where several algorithms
for their efficient and accurate evaluation is presented. A more general definition
of matrix function via the Jordan canonical form is provided in section 4.2, and the
important concept of primary matrix function is defined in section 4.3.1, where primary

solutions to matrix equations are also discussed. We show that these two concepts
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are equivalent for functions defined as solutions to matrix equations, as it is the case,
for example, for the pth root, the logarithm, and the Lambert W function of a matrix,
implicitly defined by the equations X? = A, eX = A, and XeX = A, respectively.

Those few pages provide all the background that is needed to read this thesis,
but do not cover at all many important aspects regarding functions of matrices. As
further reading and to complement the information available there, we refer the in-
terested reader to the monograph by Higham [19] and to the long paper by Evard
and Uhlig [12].

2.2 FLOATING POINT ARITHMETIC

In this section we recall the floating point number system underlying the IEEE stan-
dard 754-1985 [21] and its revision 754-2008 [22]. The main references for the material

covered here are [18, Chap. 2] and [28].

2.2.1 Floating point numbers

A family of floating point numbers F(b, p, emin, émax, is a finite subset of the real line

that is fully characterized by four parameters:
o the radix b € IN\{0, 1};
e the precision p € IN;
o the extreme exponents emin, émax € Z such that emin < émax-

A real number x := (s, m,e) belongs to the floating family F(b, p, emin, €max, if it can

be written as

x = (=1)%-m-p* P, (2.1)

where
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e thesign sisofor x > 0 or 1 for x <0;
o the significand m is a natural number not greater than b7 —1;
o the exponent e is an integer such that emin < € < emax.

The function

f: {0/ 1} X [[O/ bP — 1]] X [[emin/ emax]] - Jr<b/ P €min, emax> (2-2)

defined by (2.1) is not injective for a number (s, m, p) such that m < bP~! and e > emn,
in which case f(s,m,e) = f(s,m-b,e —1). The set of all possible representations for

x € F(b, p, emin, max, that are admissible in F (b, p, emin, emax, is denoted by
T(x) == {(s,m,e) € {0,1} x [0,b" — 1] X [emin, emax] : * = f(s,m,e)},

and is called the cohort of x. In order to ensure a unique representation for all num-
bers x € F(b, p, emin, emax)\{0}, it is customary to normalize the system by assuming
that if x > bemin=P+1 then bP~1 < m < bP — 1. In other words, a system is normalized
if for all x € F{(b, p,emin, emax)\{0} the triple with largest significand and smallest
exponent is chosen as representative of the equivalence class J(x).

In such systems, the number (s, m,¢e) € F(b, p, emin, €max,\{0} is normal if m > pr—1,
and subnormal otherwise. The exponent of subnormal numbers is always emin, and in

a normalized system any number x = (s, m,e) # 0 can be written in a unique way as

(-1)°- <do+ij+---+z§j> e,
for some do,dy,...,dp,—1 € [0,b—1]. Let m := m- b1=? be the normal significand of
x = (s,m,e). If x is normal then dy = b — 1 and 1 < m < b, whereas if x is subnormal
then dy < b—1 and m < 1. Finally, we pinpoint that o is the only number that
does not have a unique representation in a normalized floating point system. In
view of this peculiarity, it cannot be considered either normal or subnormal, and it
belong to a special class, together with two other special floating point data: infinity

and NaN (Not a Number). Infinities are needed to express values whose magnitude
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exceeds that of the largest positive and negative numbers that can be represented
in F{b, p, émin, émax), that are +(b — b'=P)bmax, whereas NaNs represent the result of
invalid operations, such as taking the square root of a negative number, dividing o by
o, or multiplying an infinity by o, and were introduced to ensure that the semantic of
all floating point operations is well specified and the resulting floating point number

system is closed.

In order to work with floating point numbers, it is necessary to have functions
that can map the real numbers to a floating point family and vice versa. Since
F{(b, p,emin, emax) < R, if F(b, p, émin, €max) is normalized, then composing f in (2.2)
with the identity function of R restricted to the domain F<b, p, emin, €max,) gives an

injective function that maps F<b, p, emin, €max, to R.

On the other hand, mapping real numbers to a certain family of floating point
numbers proves harder, as in this case the function maps the infinite real line to
a finite set. A function that performs this mapping is called a rounding, and the
function fl: R — F(b, p, emin, €max) is a rounding to nearest if fl(x) is an element in
F (b, p, min, max, Nearest to x € R in absolute value. A rounding to nearest is com-
pletely specified by this property and a rule to break ties; as tens of such rules exist,
we refer the interested reader to [18, Chap. 2, Notes and References] for a general dis-
cussion, and to [28, sect. 2.2] and [22, sect. 4.3] for details about the rounding mode

available in IEEE floating point arithmetic.

It can be shown [18, Thm. 2.2] that if x € [—(b — b!=P)bmax, (b — b1=P)bmax] then

fl(x) = x(1 + 6) for some ¢ € R such that 6| < u, where

is the unit roundoff of the floating point family F(b, p,émin, €max)- An important
consequence of this result is that u represents an accuracy threshold for the accu-
racy of floating point computations, thus it is customary to assume that for any

x,y € F<(b, P, emin, emax) and o = +, —, x, =, one has that

filxoy) = (xoy)(1+6), [o]<u (2.3)



[

2.2 FLOATING POINT ARITHMETIC |

This assumption is referred to as the standard model for floating point arithmetic by

Higham [18, Eq. (2.4)].

2.2.2 Fixed precision and arbitrary precision arithmetic

The four parameters b, p, emin, and emax specify only what numbers can be repre-
sented by a given normalized floating point number system, but in order to be of
practical use, these four values need to be complemented by a floating point num-
ber format that specifies how these numbers can be stored as finite strings of digits.
Most floating point formats of practical interest are binary, that is, work in radix 2
and represent floating point numbers by means of strings of binary digits, or bits.

By far the most common floating point number formats are the IEEE single and
double precision binary floating point arithmetic specified by the ANSI/IEEE stan-
dard 754-1985 [21]. We note that the 2008 revision of the standard 754-2008 includes
some radix-10 formats, but we do not consider them here as they currently are of
limited practical interest. These two standards specify how to store efficiently in a
portable way the numbers in the floating point families F(2,24, —126,127) (binary32,
previously known as single), F<(2,53, —1022,1023) (binary64, previously known as dou-
ble), and F(2,113,—-16382,16383) (binary128, previously known as double extended").
These formats are not flexible, in that the user is not allowed to adjust the exponent
range or the precision at which the computation is performed. This lack of flexibility,
however, is counterbalanced by the performance offered by highly optimized hard-
ware implementations of the logic circuits that operate on these numbers, and the
possibility of writing efficient algorithms that are fine-tuned for a specific precision.

In many cases, on the other hand, one is willing to trade off some computational
efficiency for the ability to compute with any number of digits. Floating point num-
ber formats that satisfy this need are said to be arbitrary precision, multiprecision, or
multiple precision, and they typically allow the user not only to perform arbitrarily

accurate computations, but also to recur to different levels of precision for different

The term quadruple is often used, since binary128 numbers can be stored using exactly four times as
many bits as single precision ones.
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portions of a same algorithm. The latter capability can be exploited to increase the
performance of fixed precision as well as multiprecision code, by running in low pre-
cision subroutines dealing with quantities for which only an estimate is needed, and
resorting to higher precision only in those key points where catastrophic cancella-
tion might strike the computation. Arbitrary precision is usually not implemented
in hardware, but made available through software libraries, which leads to lower
efficiency if compared with fixed precision floating point frameworks.

The first software package to provide multiple precision capabilities was Brent’s
MP package [10], [11], a 618 line Fortran 66 library of arbitrary precision subroutines
for performing a broad variety of computations with floating point numbers. In 1993
Bailey presented a more complete multiprecision system [4], which combined MP-
FUN, a package of multiprecision Fortran 77 subroutines, and TRANSMP, a program
capable of translating source code equipped with special directives into Fortran 77
programs relying on MPFUN. A couple of years later Bailey released a Fortran 9o
version of the package [5], and more recently a thread-safe version has been devel-
oped [6]. A C++ rewriting of MPFUN, called ARPREC [7], is also available.

A wide range of software supporting multiprecision floating point arithmetic is
available, and a large number of programming languages supports arbitrary preci-
sion, either natively or via dedicates libraries. One of the most complete and well-
maintained software packages for working with arbitrary precision arithmetic is the
GNU MPER library for multiple-precision floating point computation with correct
rounding [13], based on GMP, the GNU Multiple Precision Arithmetic Library [16].
This library is written in C, but interfaces for most major programming languages
are provided,” and many programming languages for scientific computing rely on it
in order to provide multiprecision capabilities.

The programming language Julia [8] supports multiprecision floating point num-
bers by means of the built-in data type BigFloat, a wrapper to GNU MPFR, and the
third-party data type ArbFloat, that relies on the C library Arb [23], also based on
GNU MPEFER. These data types allow for multiprecision computations with scalars,

and provide a few basic linear algebra kernels. The ArbFloat package, in particular,

2 A complete list can be found at https://www.mpfr.org/#interfaces.
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has functions for computing the matrix square root and exponential in multipreci-
sion. The programming language Phyton does not natively support multiprecision,
but arbitrary precision data types are provided by the mpmath [24] and SymPy [27],
[34] libraries, both of which depend on GNU MPFR in order to work with arbitrary
precision floating point numbers. The mpmath library provides functions for evalu-
ating in arbitrary precision a wide range of matrix functions, including real powers,
exponential, logarithm, sine, and cosine. Finally, the Boost.Multiprecision library [9]
for C++ relies on GNU MPER to provide arbitrary precision floating point numbers

in C++, but does not offer any linear algebra subroutines.

Most computer algebra systems support arbitrary precision computation. The open
source systems Sage [31] and PARI/GP [30] support arbitrary precision floating point
arithmetic, but do not implement any algorithms for the evaluation of matrix func-
tions. The proprietary systems Maple [25] and Mathematica [26] offer functions that
can evaluate in arbitrary precision real matrix powers, the matrix logarithm, the ma-
trix exponential, and a function that computes f(A) given a scalar function f and a
square matrix A. The algorithms underlying the functions described above are not
publicly available, to our knowledge, and in some cases they may involve symbolic

arithmetic.

In the following chapters, we use the programming language MATLAB for all our
numerical experiments. MATLAB does not support arbitrary precision floating point
arithmetic natively, but the arbitrary precision floating point data types mp and vpa
are provided by the Multiprecision Computing Toolbox [29] and the Symbolic Math
Toolbox [33], respectively. Both toolboxes implement algorithms for the matrix square
root, the exponential, the logarithm, and general matrix functions, and the Multipreci-
sion Computing Toolbox also includes functions for computing the hyperbolic and

trigonometric sine and cosine of a matrix in arbitrary precision.

The specifications of the floating point format underlying these two data types are
not publicly available, but a direct experimentation can provide a few hints. For
both toolboxes, the user can specify the required accuracy in terms of decimal dig-

its, and the commands digits(d) and mp.Digits(d) set the working precision of mp
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and vpa numbers, respectively, to d decimal digits. The experiments below are run
in MATLAB 2018b, using version 4.5.3.12859 of the Advanpix Multiprecision Com-
puting Toolbox and version 8.2 of the Symbolic Math Toolbox. First, in order to
determine the radix-2 machine epsilon 277! of the two floating point formats, we

use the function

function machine_epsilon = findeps(x)
machine_epsilon = x;
while x + (machine_epsilon/2) > x
machine_epsilon = machine_epsilon / 2;
end

end
which for IEEE single and double precision gives

>> findeps(single(1))
ans =
single
1.1920929¢e-07
>> findeps(double(1l))
ans =

2.220446049250313e-16

As expected, these two numbers are the single and double precision roundings of
2723 and 272, respectively. By setting the precision of the two toolboxes to d = 34,

which should roughly be equivalent to IEEE quadruple precision, we obtain:

>> digits(34); findeps(vpa(l))

ans =
2.869859254937225361251798186577748e-42
>> mp.Digits(34); findeps(mp(1))

ans =

1.925929944387235853055977942584927e-34



where the former, corresponding to 27112 is indeed the machine epsilon of IEEE

quadruple precision.

This simple experiment, along with more extensive testing not reported here, seems
to suggest that for a given d, the machine epsilon is 2M10g,(107] for the Multiprecision
Computing Toolbox and 2lloga (10N for the Symbolic Math Toolbox. Our inter-
pretation is that the latter performs the computation at much higher precision, with-
out truncating the result, and then prints the number rounded to the first d significant
decimal digits. This behaviour makes it hard to compare the results computed by the
two toolboxes in a fair way.

An additional difficulty is given by the fact that it is not possible to compare mp and
vpa numbers directly, since the former are cast into double before being converted
into the latter, and trying to cast a vpa number into an mp object raises an error, as the

following listing demonstrates.

>> d

34; mp.Digits(d); digits(d - 8);

\
\%
x
1l

mp('5647653643/64736284736")

0.08724092934946151680248318907789599
>> vpa(x)
ans =
0.087240929349461510122765162
>> vpa(x) - vpa(double(x))
ans =
0.0
>> mp(vpa(’'5647653643/64736284736"))
Error using mp (line 1256)

Unsupported argument type

In view of these two complications, we chose to work with only one of the two tool-
boxes, the Multiprecision Computing Toolbox, not only because of its more consistent

behaviour, but also because of its much faster execution time.
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2.2.3 Error analysis

Errors striking numerical computations can have different sources. The input data
may be inexact: noise can corrupt the measurement of physical quantities, rounding
errors may arise when exact information is converted to finite precision so to be
stored in a computer, and degradation can occur as a results of earlier computation.
These issues are the realm of uncertainty quantification, but we will not explore them

further in this thesis.

One of the main concerns of numerical analysis, on the other hand, are quantization
errors, caused by the discretization of continuous quantities, and truncation errors,
which arise when an infinite sum is truncated and replaced by a finite approxima-
tion that trades off accuracy for computational efficiency. For instance, if a function
in a neighbourhood of a point is approximated by means of the first few terms of
its Taylor expansion, the terms that are left out represent an archetypal example of
truncation error. We consider the problem of bounding the truncation error of Padé

approximations in Chapters 5 and 6.

Finally, the accumulation of rounding errors in the standard floating point model
(2.3) is an inevitable consequence of the use of finite precision arithmetic, and is the
subject of investigation of error analysis. The effect of rounding errors in linear algebra

computations is considered in detail by Higham [17].

There are two ways of interpreting truncation and rounding errors. The aim of
forward error analysis is to measure how far the solution returned by an algorithm is
from the exact value the algorithm was meant to compute. Even if in practice the
exact solution is typically not known, the forward error can be estimated by means
of a reference solution computed in higher precision. Backward error analysis takes a
different approach: the computed solution is seen as the exact solution to a perturba-
tion of the original problem. As many such perturbations may exist, in general, one is
usually interested in finding the smallest with respect to some metric. Depending on

the problem at hand, backward errors can be hard to estimate experimentally, but are
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an invaluable tool in understanding the stability of numerical algorithms, and have

practical applications in the design of many algorithms for functions of matrices.
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OPTIMALITY OF THE
PATERSON-STOCKMEYER METHOD FOR
EVALUATING POLYNOMIALS AND
RATIONAL FUNCTIONS OF MATRICES

Abstract.  Many state-of-the-art algorithms reduce the computation of transcen-
dental matrix functions to the evaluation of polynomial or rational approximants at
a matrix argument. This task can be accomplished efficiently by resorting to the
Paterson-Stockmeyer method, an evaluation scheme originally developed for matrix
polynomials that extends quite naturally to rational functions. An important feature
of this technique is that the number of matrix multiplications required to evaluate
an approximant of order n grows slower than 7 itself, with the result that different
approximants yield the same asymptotic computational cost. We analyze the number
of matrix multiplications required by the Paterson-Stockmeyer method and by two
widely used generalizations, one for evaluating diagonal Padé approximants of gen-
eral functions and one specifically tailored to those of the exponential. In all the three
cases, we identify the approximants of maximum order for any given computational

cost.

Keywords: Paterson-Stockmeyer method, polynomial evaluation, polynomial of a

matrix, matrix rational function, matrix function.

2010 MSC: 15A16, 13M10, 65F60.

3.1 INTRODUCTION

Several numerical methods for evaluating matrix functions, including the state-of-

the-art algorithms for computing the exponential [1], [13], [14, Chap. 10], the loga-
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rithm [2], [7], trigonometric [3] and hyperbolic functions, and their inverses [5], rely
on rational approximation. The special case of polynomial approximants is of particu-
lar interest, as it usually yields simpler formulae and often leads to elementary proofs
of theoretical results. In the literature, algorithms based on polynomial approxima-
tion have been proposed for computing the matrix exponential [6], [8], [9], [20], [21],

the matrix logarithm [10], and trigonometric matrix functions [4], [19].

In order to compute f(A), where A € C"*" and f is a primary matrix functions
in the sense of [14, Def. 1.2], these algorithms typically perform three main steps.
First, a series of transformations is applied to A, in order to obtain a matrix B for
which a suitable polynomial or rational approximant to f is guaranteed to deliver a
prescribed level of accuracy. This approximant is then evaluated at the matrix B, and
an approximation of f(A) is obtained by exploiting properties of f in order to reverse

the transformations initially applied to A.

Let us consider the polynomial

k
p(A) =D cA, (3.1)
i=0

where k € N and cp,c1,...,cx € C. As a polynomial is nothing but a linear combi-
nation of powers of its argument, one can evaluate p(A) by explicitly computing the
first k powers of A, scaling them by the corresponding coefficients of p, and summing
them up. If all the powers A2 A3, ... Akare computed, this algorithm requires k — 1
matrix multiplications, k matrix scalings, kK matrix sums, and one diagonal update of
the form A «— A + «l, for a € C, which can be performed efficiently without explic-
itly forming the diagonal matrix al. This technique requires at least 2n% additional
elements of storage, as it is necessary to keep track of the intermediate powers of A

and of the accumulated partial sum.

A second evaluation scheme for (3.1) is the matrix version of Horner’s method.

This is the algorithm of choice for scalar polynomials, as it reduces the number of
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multiplications to be performed without affecting that of scalar additions. In order

to employ this scheme, we define the recursion

Prq = cxA+ckl,
(3-2)
PZ':PZ'_HA-FCZ'I, i=k—-2,k-3,...,0,
and evaluate p(A) = Py by computing P; for i from k — 1 down to 0. For dense polyno-
mials, this method requires k — 1 matrix multiplications, but only one matrix scaling
and k diagonal updates, and can be implemented in a memory efficient way that

requires only a half of the additional storage needed by the algorithm that evaluates

p(A) by explicitly computing the powers of A.

In order to reduce the number of matrix multiplications needed to form p(A),
Paterson and Stockmeyer [17] proposed a less straightforward approach, which for
k > 4 yields an operation count lower than that of the two techniques discussed thus

far. By collecting powers of A in a suitable fashion, for s € INp := IN\ {0} we obtain

Lo k
pa) = Sy, - |, 53)
i=0
where
s—1 )
e, i=0,1,...,v-1,
=0
B (A) = ]lk\
> i i=v,
[i=0

Here |a|, denotes, for two integers a and b, the reminder on integer division of a by
b. In other words, if |a|, = 6 € N, then a = yb + ¢ for some v € N. If § = 0, that is, if

a is an integer multiple of b, we write b | a.

The scheme (3.3) requires k — v + 1 matrix scalings and additions, and v + 1 diago-
nal updates; computing A% A8, ... A° requires s — 1 matrix multiplications, and, at

the price of storing these s — 1 additional matrices, no extra multiplication is needed
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to compute B ](A), fori = 0,...,v. By evaluating (3.3) a la Horner, we obtain the

i

recursion
. oA + B (A), s |k,
D, = (3-4)
ABP(A) + B (), s 1k,
P = APy + BP(4), i=v—-2v-3,...,0,

and computing p(A) = P requires v — 1 additional matrix multiplications if k is a

multiple of s, and v if it is not. Therefore, evaluating (3.1) by means of (3.3) requires

Cﬂb::s—1+{§J—B|k] (3-5)

matrix multiplications, where [ - | denotes the Iverson bracket, defined, for a proposi-

tion P, by

1, if P is true,

0, if P is false.

Taking the derivative of (3.5) with respect to s shows that the continuous relaxation

of C{ (k) is minimized by taking
s* = Vk. (3.6)

As s must be an integer, we can choose either s = |vk| or s = [\/E |- These two
choices, together with the evaluation scheme (3.3), give two variants of the Paterson-
Stockmeyer method. (Note that this evaluation scheme is not defined for k = 0.)
Hargreaves [12, Thm. 1.7.4] proved that, in fact, these two algorithms have the same
cost for any k € IN. In the next section, we provide a new proof of this result, in

which we establish the notation and present techniques we will rely on later on.

It is important to pinpoint that this approach trades off memory for computational
efficiency, since s + 1 additional matrices need to be stored, for a space complexity of

O(vkn?). Van Loan [22] showed that, by computing p(A) one column at a time, it



is possible to reduce the storage requirement of the algorithm to 3n? additional ele-
ments, at the price of (xlog, s — 1)n® additional flops, where « is a small constant that
depends only on s. How to implement the original Paterson-Stockmeyer algorithm
and this variant in a memory and communication efficient way has been recently

discussed by Hoffman, Schwartz, and Toledo [15].

We note that the Paterson-Stockmeyer method is not the fastest known algorithm
for evaluating polynomials of matrices: Paterson and Stockmeyer [17] discuss a tech-
nique that requires fewer matrix multiplications than the algorithm above, and an
alternative approach for reducing the number of matrix multiplications to evalu-
ate polynomials of matrices has recently been proposed by Sastre [18]. These al-
gorithms evaluate several appropriately chosen polynomials of lower degree, whose
coefficients are obtained from those of the original polynomial by means of various
techniques. This preprocessing stage may introduce numerical instabilities, thus the
new coefficients must be carefully chosen on a case-by-case basis, as done for exam-
ple in [20] for the truncated Taylor approximants to the exponential of order 8, 15, 24,

and 3o0.

Polynomials of the form (3.1) often arise when computing matrix functions by
relying on Padé approximation. A rational function ry, = Prm/qkm, for k,m € N,
is the [k/m] Padé approximant to f at o if py,, and gy, are polynomials of degree
k and m, respectively, gi,,(0) = 1, and the first k + m terms in the series expansion
of f(x) —rim(x) at o are zero. In particular, we focus on truncated Taylor series, for
which m = 0, and diagonal Padé approximants, for which m =k, since these are
the two families of Padé approximants most commonly encountered in the literature.
Subdiagonal Padé approximants are also considered [11], [16], but the partial fraction

form is usually preferred for their evaluation.

The scheme (3.3) readily generalizes to the evaluation of rational matrix functions:
after computing the first s powers of A, for some s € Ny, one can evaluate numerator
and denominator separately, by means of (3.3), and then solve a multiple right-hand
side linear system. An approximately optimal value for s can be determined by

minimizing the continuous relaxation of the corresponding cost function.
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Since the cost of matrix multiplications is asymptotically higher than that of ma-
trix scalings and matrix sums, we follow the customary practice of measuring the
efficiency of algorithms for evaluating polynomials of matrices by counting the num-
bers of matrix multiplications that need to be performed [14, Chap. 4]. The goal of
this work is twofold. On the one hand, we study the optimality of the Paterson-
Stockmeyer method amongst all methods of the form (3.3); on the other, we give
several results that can aid in developing numerical algorithms for the computation
of matrix functions. Now we summarize our contribution while outlining the struc-
ture of the following sections.

It has been observed [14, p. 74] that the Paterson-Stockmeyer method minimizes
the number of matrix multiplications required to evaluate polynomials of degree
between 2 and 16 by means of the scheme (3.3). In section 3.2.1 we show that this is
in fact the case for polynomials of any degree.

When matrix functions are approximated by means of polynomials, it is customary
not to consider all possible approximants, but only those that maximize the approx-
imation degree for a given number of matrix multiplications. For example, since
CI(11) = 5 and Cf(12) > 5 for any s € Ny, there is little point in considering an
approximant of degree 11 when that of degree 12 is likely to deliver a more accu-
rate approximation at the same cost. The following definition allows us to make this

notion precise and extend it to the case of rational approximants.

Definition 3.1 (Optimal orders of an evaluation scheme). Let C(k), for k € IN, be the
number of matrix multiplications required by a scheme S to evaluate an approximant
of order k. Then k' € IN is an optimal order (or degree, if the approximant is a

polynomial) for S if there exists { € IN such that

k' = max{k e N : C(k) = {}.

When designing algorithms for fixed precision arithmetic, one typically knows
the order of the highest approximant that may be needed to achieve the required
accuracy, kmax say, and only the optimal orders smaller than knyax are needed. These

can be found by inspecting the values of C(k) for k < kmax, as was done in [14,
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Table 4.1] and [6, Table 1] for polynomial approximants and in [14, Table 10.3] for
the diagonal Padé approximants to the exponential. In arbitrary precision floating-
point environments, however, depending on the working precision and the desired
accuracy, an approximant of arbitrarily high order may be needed, and alternative
techniques to efficiently find all optimal degrees become necessary.

In section 3.2.2, we derive a formula for the sequences of optimal degrees for the
Paterson-Stockmeyer method for polynomial evaluation. In section 3.3, we obtain
closed formulae for the optimal orders of the Paterson-Stockmeyer-like scheme for
evaluating rational functions whose numerator and denominator have same degree,
and in section 3.4 we consider the special case of the diagonal Padé approximants to
the exponential.

Finally, in section 3.5 we summarize our findings and outline possible directions

for future work.

3.2 EVALUATION OF MATRIX POLYNOMIALS

Figure 3.1 shows the value of the cost function (3.5) for the two canonical variants of
the Paterson-Stockmeyer method, which differ only in the direction vk is rounded
in order to obtain the parameter s in (3.3). It is well known that both choices yield
the same computational cost for the evaluation of a polynomial of any degree, and in
section 3.2.1 we show that this is the minimum value for C! (k) among all choices of

s € NT. The values marked with a red circle are discussed in section 3.2.2.

3.2.1 Optimality of the Paterson—Stockmeyer method

Most of the results that follow stem from a couple of simple observations. If s = | vk |,

then by definition of the floor operator, we have that

(s +1)?

« | &

1
s<—-< :S+2+g, (37)
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Figure 3.1: Number of matrix multiplications required to evaluate a polynomial of degree
k, for k between 1 and 50, by means of the scheme (3.3) with s = [\/EJ and
s = [Vk]|. The dotted and dashed lines mark the values of k that are integer

multiples of | vk | and [ vk |, respectively; the circles mark the number of matrix
multiplications required to evaluate polynomials of optimal degree (in the sense
of Definition 3.1) for the Paterson-Stockmeyer method.

where the first inequality holds strictly if v/k is not an integer. It follows that [%J =
s+ t, where t can only be o, 1, or 2, and in fact it is convenient to split (3.7) into the

three subcases

k
s+t<—
s

<s+t+1, t=0,1,2. (3.8)
Combining (3.7) and (3.8) for t = 2 with the fact that k is an integer, reveals that
[%J = s+ 2 only if s | k, that is, only if k = s(s + 2).

Theorem 3.1 (Hargreaves, [12, Thm. 1.7.4]). Let A € C"*" and let p be a polynomial of
degree k € No. The two methods obtained by setting s in (3.3) to sp = | Vk | and s. = [ Vk|

require the same number of matrix multiplications to evaluate p(A).

Proof. We need to prove that C/ (k) = CL (k) for any k € Np. If k is a perfect square,
then sy = s. and the result follows immediately. Otherwise, one has that s := s; =

s. — 1, and thus that

809 = )~ L = [ s 1 -1 | [+ nia 59)



3.2 EVALUATION OF MATRIX POLYNOMIALS | 55

If s | kand k # s?, then (3.7) implies that v = [kJ — K s either s+ 1 or s +2. If

S S

v=s+1,thenk=s(s+1)ands+1 | k, and substituting into (3.9) gives A(k) = 0. If

v =s5+2, then

k _s(s+2)_s+1 1
s+1  s+1 s+ 17
hence [S%J = sand s+ 1 } k, and once again substituting into (3.9) shows that

A(k) = 0. When s +1 | k, multiplying (3.7) by ;37 gives

1 k
< ——<s+1,

s—1+
s+1 s+1

which leads once again to the case k = s(s + 1).
Finally, if s } k and s +1 } k, then [%J = s+ t, where t is either o or 1, and
multiplying (3.8) by 35 gives

t—1

k
< ——<s+t—
s+1 " s+1

s+t—1-—

s+1’

which implies that

k k
L—FlJ:S—I_t_l:LJ_l' (3.10)

Substituting (3.10) into (3.9) concludes the proof. 0

In view of the result in Theorem 3.1, we can drop the subscript and adopt the nota-
tion C* (k) to indicate the number of matrix multiplications required by the Paterson—
Stockmeyer method.

Next, we show that the Paterson-Stockmeyer method is the cheapest algorithm one
can obtain from the evaluation scheme (3.3). Note that this result is not an obvious
consequence of the optimality of s* in (3.6), since the continuous relaxation of (3.5)

k

does not take into account the discontinuities induced by the floor operator in ng

and the non-continuous term [s | k|.
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Proposition 3.2. Let A € C"*" and let p be a polynomial of degree k € INg. The Paterson—
Stockmeyer method minimizes the number of matrix multiplications required to evaluate p(A)

by means of the evaluation scheme (3.3).

Proof. Lets = | vk |. In view of Theorem 3.1, it suffices to show that C!_,(k) < C{(k),
for all ¢ € Z such that ¢ > —s. The proof is by exhaustion since, by (3.7), v can take

only the three values s, s + 1, and s + 2. For t = 0,1, or 2, we have that

Clk)y=2s+t—1—[s | k], (3.11)
and since
k S(S+t) . ¢ 0. g(g—t)
s+l spe CSTUTERmL = (3.12)

we can conclude that

P
Cs+€

(k)=s+£—1+Li£J—[s+€ | k]>25+t—1+[17fJ—[s+€ | K.

For t = 0, 5§ is nonnegative, and C’ +¢(k) can be strictly smaller than Cl (k) only
if s+ /¢ | k and [ngj = 0 but s t k. By taking the floor of (3.12), we see that the
first condition is satisfied only if k = (s + £)(s — £) = s?> — ¢ for some ¢. However,
k cannot be smaller than s2, thus the only admissible value for / is o, in which case
Cl (k) =Cl (k).

For t = 1, 51{ is nonnegative, and CfM(k) < Cl(k)only if k = (s + £)(s — £ + 1) and
s / k. Since k must be larger than s(s + 1), the only two admissible values for ¢ are o
and 1, but in both cases we have that k = s(s + 1), and thus that s | k.

Finally, for t = 2 and k = s(s + 2), observe that Cfﬁ(k) > Cl(k) unless [77§J = -1

and s + ¢ | k. The former condition is satisfied if and only if ¢ = 1, but in this case

s+ 1} s(s+2),since

s(s+2) s
s+ —
s+1 s+1

cannot be integer for s > 0. O
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3.2.2 Optimal degrees for the Paterson—-Stockmeyer method

We can characterize the degrees that are optimal for the Paterson—-Stockmeyer method
in the sense of Definition 3.1. In order to accomplish this task, we need to show that
the cost function (3.5) is non-decreasing in k. Once again, this result is not obvious

because of the terms [%J and [s | k] in (3.5).

Lemma 3.3. The number of matrix multiplications required by the Paterson—Stockmeyer

method to evaluate a matrix polynomial is non-decreasing in the degree of the polynomial.

Proof. We want to show that, for k € IN,
CP(k) < CP(k+1). (3.13)

As floor and ceiling yield the same operation count, we can restrict ourselves to
considering only s = | vk | and s’ = |vk + 1|. If s = &/, then we only need to prove
that | 5| < [“|. By adding ! to all the terms in (3.8), we get that that, if |¥| = s+,

then

1 k+1

1
s+t+-<— <s+t+1+ -,
s S 15

and thus that [k%lj is either s + t or s + t + 1, and cannot be smaller than [gJ Other-

wise, we must have that s’ = s + 1.

If s | k, thenk =s(s+t), for t = 0,1, or 2, and observing that

k+1 s2+st+1 p
— —st—14+"—,
s+1 s+1 s+1

we can conclude that [’;%J = s+t —2. Therefore,if t = Oor 1, thens+1 f k+1
and the inequality (3.13) holds strictly, whereas if t = 2, then k + 1 = (s + 1) and the
equality is satisfied.

Ifs+1|k+1lands /fk then |Vk+1] =s+1and | vk| = s, which implies that

(s+1)2<k+1landk+1 < (s+1)%+1, respectively. By dividing both inequalities by
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s + 1, we get that 's‘% = s+ 1, which readily implies that k = (s + 1) — 1 = s(s + 2).
Substituting these values into (3.13) shows that equality holds in this case.
Finally, when s / k and s +1 / k + 1, by multiplying all the terms in (3.8) by s,

incrementing them by one, and dividing them by s + 1, one gets

5 k+1 1—t
< <s+t+——,

s+t—1+ < —
s+1 s+1 s+1

k+1

which implies that | £

| can be either s + £ — 1 or s + t. Substituting into (3.13) shows

that the former satisfies the equality and the latter the strict inequality. O

Recall that an integer a is a quarter-square, a perfect square, or an oblong number,

if there exists b € N such that a = [b?/4|, a = b?, or a = b(b + 1), respectively.

Proposition 3.4. The degree of a polynomial is optimal for the Paterson—Stockmeyer algo-

rithm if and only if it is a positive quarter-square.

Proof. By Lemma 3.3, a degree k € INy is optimal if and only if CP(k) < CP(k +1).
Since positive quarter-squares are either positive perfect squares or positive oblong
numbers, we need to prove only that CP(k) < CP(k + 1) if and only if k = s? or k =
s(s + 1) for some s € INy. We have that [\/EJ = |vk + 1] =5, and it is straightforward
to verify that CP(s?) =25 —2 <25 —1 = CF(s> + 1) and CP(s(s +1)) =25 —1 < 25 =
CP(s(s +1) + 1), and thus that s? and s(s + 1) are optimal degrees for all s € Nj.
Conversely, let k € INg be an optimal degree for the Paterson-Stockmeyer method,
and let s = |Vk|. Note that if k is not an integer multiple of s, then a polynomial
with s — (k mod s) more terms can be evaluated with the same number of matrix
multiplications. Therefore, if k is optimal, then s | k and, as a consequence of (3.7),
k must be of the form s(s + t), where t = 0,1, or 2. We already known that if t = 0
or t = 1, then k is optimal, and we need to show only that k" := s(s + 2) is not. Since
K +1 = (s +1)?, we have that vk + 1 | k' + 1, and thus that CP(k') = 2s = CP(K' + 1),

which shows that k" is not optimal. O
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Figure 3.2: Number of matrix multiplications required to evaluate a rational function of order
[k/k], for k between 1 and 50, by means of the scheme (3.15), for s = [mj and
s = [v2k|. The dotted and dashed lines mark the values of k that are integer

multiples of [v/2k| and [v/2k]|, respectively; the circles mark the number of matrix
multiplications required to evaluate rational matrix functions of optimal order (in
the sense of Definition 3.1) for the evaluation scheme (3.15).

Therefore, the sequence of optimal degrees for the Paterson-Stockmeyer method is

(af )ien, where

(3.14)

o VZ’Z”ZJ.

By observing that C?(a!) = i, we can conclude that the polynomial of highest degree
p

that can be evaluated with i matrix multiplications is that of degree a; .

3.3 RATIONAL MATRIX FUNCTIONS OF ORDER [k/k]

A rational function is the quotient of two polynomials and, in the matrix case, it
can be interpreted as the solution to a multiple right-hand side linear system whose
coefficients and constant term are polynomials of the same matrix. Therefore, the
value of a rational function at a matrix argument can be computed by relying on a

suitable modification of the scheme (3.3) capable of minimizing the number of ma-
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trix multiplications required to evaluate at once two polynomials at the same matrix

argument.

Since in algorithms for computing matrix functions the evaluation of diagonal ap-
proximants is typically needed, in this section we focus on the evaluation of ratio-
nal matrix functions of order [k/k]. Let us consider the task of evaluating r(A) =
q(A)~1p(A), where both p and g are polynomials of degree k € INy. We can rewrite
numerator and denominator of this rational function as polynomials in A®, which

gives

v . v . k
p) = D@y, g - Yelawy, v-|f e
i=0 i=0
If this scheme is used and A2, A3, ..., AS are computed only once, then evaluating
r(A) requires the solution of one multiple right-hand side linear system and
. k
Ci(k):==s—1+2 S —2[s | k] (3.16)
matrix multiplications. The continuous relaxation of (3.16) is minimized by taking
s = v/2k, but, as Figure 3.2 shows, depending on k, either taking the floor or the
ceiling of this quantity may yield the lowest flop count. Therefore, for k € INg, we

define

r

S; := argmin {C[\/ﬂj (k),Cwm (k)} (3.17)

Figure 3.2 seems to suggests that if either rounding of v2k divides k, then setting
s to it in (3.15) will give C;,{(k). In the following we prove that, when that happens, s},

in fact minimizes the cost function CJ(k) among all possible choices of s.

Lemma 3.5. Let A € C"™" and let p and q be polynomials of degree k € No. If |v/2k| | k or
[V2Kk] | k, then setting s in (3.15) to |v/2k| or [/2k], respectively, minimizes the number of

matrix multiplications required to evaluate both p(A) and q(A) by the scheme (3.15).
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Proof. Let § = |v/2k|. By definition of the floor operator, 3> < 2k < (3 + 1)?, and thus

§<k §+1+1
2 75 2 25
Since 5 | k, we have that % = % where t = 0 or 2 if 5 is even and t = 1 if 5 is odd,

and thus that C(k) = 25 4+ t — 3. In order to determine the number of multiplications

required when setting s # 5 in (3.15), note that for ¢ € IN such that ¢ > —5, we have

ko 55+ 1 I
S+ 2(5+ E(S*“””f) =i (3.18)
Ifs+7¢ | k, then ﬂf = —m > 1 thus {%J > 5— £+t and C;Jr/(k) >254+t—-3= Cg(k)

(k) =25+t —2 > CI(k).

On the other hand, if 5 + ¢ } k, then [SMJ > s_g%l and C{_,

The proof for § = [v/2k] is rather similar. From (5 — 1)? < 2k < 5% we have that

k
5

1 s
14+ = bl
+ < S

8

2 2s
and since 5 | k, that é = %, fort = 0ort = 1. For ¢ > —3, one has that
Lg 1(s —{¢—t+17',), and we can argue as above that if § + ¢ | k then Ci (k) =

25 —t—3 = CI(k), while if  + £ [ k, then CI_ (k) > 25—t —2 > C(k). [

In order to characterize the optimal degrees for the scheme (3.15), we need to define
the cost function C"(k) = min;<;<x{C.(k)}, which represents the number of matrix
multiplications needed to evaluate a diagonal rational function by means of (3.15)
over all reasonable choices of s. In analogy with quarter-squares, we say that 2 € IN

is an eight-square if there exists b € N such that a = |b?/8|.

Proposition 3.6. The degree of numerator and denominator of a rational function is optimal

for the evaluation scheme (3.15) if and only if it is a positive eight-square.

Proof. Let r = p/q, where p and g are polynomials of degree k € INy. Note that
when s } k, then adding s — (k mod s) more terms to p and g does not increase the
number of matrix multiplications required by the scheme (3.15), thus we only need

to consider cases where k is an integer multiple of s.
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Let us begin by showing that if k is a positive eight-square then it is optimal. Note
that k = x(2x +t), for some x € Ny, if k = t (mod 4) and t = 0,1, or 2, and that
k= 2x+1)(x+1) for some x € N, if k = 3 (mod 4). We consider the four cases
separately. In the following, we always assume that ¢ € Z is such that { > —s and

that j € IN.

If k = 2x2, then s = v/2k = 2x, and since s | k, by Lemma 3.5 the minimum number

of matrix multiplications required to evaluate r(A) is C}(k) = 2s — 3. Since

k+j 1 p @‘_£2+2j
S e CR ) PR

and ﬂf > 0, we have that s + ¢ | k + j only if 17f > 1, which implies that C[_ ,(k +j) >
2s —2 > CL(k).

If k = x(2x + 1), then k is an integer multiple of s = [v/2k] = 2x + 1, thus C/(k) =

2s —4 and
k+j 1 ¢ o P+l+2)
s+£_2(s ¢ 1+'7f)’ P

Being strictly positive, nf must be at least 1 for s + ¢ to divide k + j, which implies

that C!

Tk +j) =25 =3 > Cl(k).

If k = 2x(x + 1), then s = [v/2k| = 2x, and C’(k) = 2s — 1. On the other hand,

02 —20+2j

(s—€+2+17f), Wf::T'

©
+

[ .
NI —

where as before 17f > 0. In order for s + ¢ to divide k + j, we have that iyf must be at

least 1, which in turn gives that C_ ,(k + j) = 2s > C{(k).

Finally, if k = (2x +1)(x + 1), then s = [v/2k] = 2x + 1 and C’(k) = 2s — 2 Moreover

k+j—1<s—€+1+17f), 7=

1 02— 0+2j
s+ 2

s+ /4

4

where ﬂf > 0. As before, since s + ¢ | k + j only if nf > 1, we have that C] ,(k +j) =

2s —1 > CL(k).
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We have established that all eight-squares are optimal degrees for the evaluation
scheme (3.15). In order to prove that all optimal degrees are eight-squares, it suffices
to note that for all n € IN there exists an eight-square k such that C"(k) = n. By
Definition 3.1, optimal orders must be unique, therefore all optimal degrees must be

eight-squares. O

In view of this result, the sequence of optimal orders for the scheme (3.15) with

s = sp in (3.17) is (a})ien, Where

(3-19)

Moreover, since C r(af) = i, the rational function of highest order that can be evaluated

with i matrix multiplications is that of order [a]/a}].

3.4 DIAGONAL PADE APPROXIMANTS TO THE MATRIX

EXPONENTIAL

Let r = p/q be the [k/k]| diagonal Padé approximant to the exponential. The eval-
uation of these rational matrix functions deserves special attention, as the identity
g(x) = p(—x) allows for a much faster evaluation of r at a matrix argument. Let
ui = |k/2] and pj = |(k —1)/2|. By separating the uj + 1 powers of A of even degree

from the u} + 1 powers of odd degree, we can write

k M 1y
p(A) = D A = Y oA + A i AY =1 U, (A%) + AU, (A?),
i=0 i=0 i=0

q(A) = p(-A) = U, (A?) — AU, (A?),

which shows that once U, (A?) and AU, (A?) are available, evaluating p(A) and g(A)

requires no additional matrix multiplication.
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Figure 3.3: Number of matrix multiplications required to evaluate [k/k] Padé approximant
to the matrix exponential, for k between 1 and 50, by means of the scheme (3.20),
for s = |y/k—1/2| and s = [y/k—1/2]|. The dotted and dashed lines mark the
values of k for which %51 is an integer multiple of |\/k —1/2| and [y/k—1/2],
respectively; the circles mark the number of matrix multiplications required to
evaluate the diagonal Padé approximants to the matrix exponential of optimal
order (in the sense of Definition 3.1) for the evaluation scheme (3.20).

As U, (A?) and U, (A?) are polynomials in A?, they can be evaluated by means of

the scheme

Z BIUI (42) (AZY, Z B 2) (A%), (3.20)

where 1, = |u¢/s| and v, = |u)/s|, and the powers of A? are computed only once.
Computing A%, A%,..., A* requires s matrix multiplications, evaluating the polyno-
mials U, (A?) and U, (A?) require l%iJ —[s | u¢] and l%zJ —[s | ug], respectively,
and one additional matrix multiplication is needed to compute AU, (A?). Therefore

evaluating r(A) requires one matrix inversion and

c:(k)—s+1+w V”‘J [s | g]—[s | pg] (3.21)

matrix multiplications. The continuous relaxation of (3.21) is approximately mini-
mized by taking s = 4/k— 1 but, as Figure 3.3 shows, the two roundings do not

typically yield the same computational cost.
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Therefore, as in (3.17) we define

e

Sp 1= argmin{ [\/@J (k),CT k%](k)}. (3.22)

Lemma 3.7. Let A € C"*", let k € INy be odd, let p and q be the numerator and denominator
of the [k/k] Padé approximant to the exponential, respectively, and let sy = |\/k —1/2| and
Sc = [M] Ifsf | k%l or s¢ | "_Tl, then setting s to Sf Or S, respectively, minimizes
the number of matrix multiplications required to evaluate both q(A) and p(A) by means of

the scheme (3.20).

Proof. If k is odd, then puf = uj = k%l For s¢, we have

k—1_5f+t
25p 2/

(3-23)

where t = 0 or 2, if sf is even, and t = 1, if s £ is odd, and it is easy to see that

Cgf(k) = 2s¢ +t — 1. From (3.23), we have that k — 1 = s¢(sy + t), thus for £ > —s¢

k—1
sf+£+2[0fJ—1, spHl ] ——,
srre(k) =
f k—1
sf+£+2[0fJ+1, spHl) =
where
f sp— Lttty , Pt
91“:: 2 Y] ﬂt::S g.
f—|-

If sp+ 0 | k%l, then C:fﬂg(k) > Cg’f(k) if and only if [ij > Sf_TM. Note that, for

a, B € R*, we have that [«| < B if and only if « < [B], and since s¢ +tis even, sy — £ +¢

has the same parity as £. Therefore, we only need to show that there exists no £ > —s¢

such that
Sf—g-l-t .
o Sf—€+t I ? is even,
t 2 ) sp—l+t+1

5 , Lis odd.

65



66

| OPTIMALITY OF THE PATERSON-STOCKMEYER METHOD

These two conditions are equivalent to #{ being strictly smaller than 0 and 1, respec-
tively. However, since s¢ + ¢ | k%l, the quantity 57/ must be an integer and have the
same parity as ¢, and we need to ensure only that there are no values of ¢ such that
i < —2ornf < —1. It is easy to check that for t between o and 2, 7{ < —2 is
equivalent to /2 + (2 —t) + 2s £ < 0, which has no even solutions, whereas nf < —1lis

equivalent to P+ (1—t)+s 7 < 0, which has no odd solutions.

Ifsp+ L/ k%l, then by the same argument we conclude that we need to prove that

there exists no ¢/ > —s £ such that

Sf—£~|-t—2 .
, [sf—€+t—2} T ¢ is even,
2 Sf—g-l-t—l .
s £ is odd.

These two conditions lead to the inequalities 7{ < —2 and 7{ < —1, which have no

solution for t between o and 2, as discussed above.

The proof for s, is similar. In this case, we have that s, | k%l if and only if

k_]. SC_1

25, 2 7

and thus that C{ (k) = 2s. — 2. It is easy to show that, for £ > —s,

SC+£+2l0€J_1’ sc+€\k%l,
§E+€(k)> ' k—1
where
Gg::sc—f—lﬂyﬁl 17@::£2+£

2 S+ 4

Therefore, if s, + £ | "*Tl, we only have to prove that there exists no £ > —s. such that

_J_ Liﬁil, { is even,
2 ) s — ¢

{ is odd,

2 4
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or, in other words, that 17£ < 0 if ¢ is even, and 175 < —1 if ¢ is odd. Both conditions
are trivially satisfied, since 174 > 0 for [¢| > 1. Finally, if s + ¢ } k;zl, we obtain the
conditions 1° < —1if £ is even and 5’ < —2 if £ is odd, both of which clearly satisfy

since 77 is nonnegative. O

We are now ready to characterize the optimality of the Paterson-Stockmeyer meth-

od for the diagonal Padé approximants to the matrix exponential.

Proposition 3.8. A degree k € INy is optimal for the evaluation scheme (3.20) if and only if
k=2or

k=2ﬁ1@kﬂ{y21)+L (3.24)

for some y € IN.

Proof. First, note that for k to be optimal, both p} and y must be integer multiples
of s, since otherwise, we could add more terms at no cost until both conditions are
satistied. Therefore, if at least one of pf or yj is greater than 1, then k must be odd: if

it were not, then s € INg could not divide both yj and puf = uj + 1.

It is easy to show that k = 2 is an optimal degree for the evaluation scheme (3.20).

We have that s = 1, u = 0, and ypj = 1, which gives C{(2) = 1, and

2+j 1. ¢ o 202 +j+1
2a+£)_2(1 £+W)' U T A

Since 17]-4 is strictly positive, if 1+ ¢ f zTﬂ, then C{,,(2+j) = 2 > C{(2), whereas if

140 | 2, then qf must be an integer larger than 2, which again gives C{ (2 +) >

2
2> C{(2).
It is convenient to split the expression for k into four cases that allow us to get rid
of the floor and ceiling operators in (3.24). To that end, we note that if k = f (mod 4),

then k = 2x(2x +t) + 1, for some x € N and f = f—2.
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The three cases |f| < 1 can be addressed together. We have that s = 2x + ¢ or,

equivalently, that x = %%, and since kz;sl = x, we can conclude that C¢(k) = 4x + ¢ —1.

Now let ¢ € Z be such that / > —s and let j € INy. We have that

k+j—1 1 (s(s—t)+j\ 1 ¢ o P—tl+]
2(s+£)‘z( s+ 0 ‘E(S ¢ t*”ﬂf')' Ti= v

Note that qf,j >0 Ifs+/2y k+£_1, then C;, ,(k+j) = 4x +t+1 > C{(k). On the

other hand, if s + ¢ | k+£71, then 175 j must be a positive integer in order for 5(2:5 to

be integer, which gives that C_ ,(k +j) = 4x + t > C{(k).
Finally we consider the case t = 2. From s = 2x, we get that x = s/2and k—1 =
s(s +2), which gives C{(k) = 4x + 1. We have that

¢ 62—2£+j‘

1 ¢ o

k+j—1 1/(s(s+2)+]
2(s+4) 2( >

2 s+ /4

. l - . . . Y) _ . :
It is easy to see that 77; is nonnegative, and in particular that 7; = 0 only if j = 1 and

¢ =1. Thus, if s + £ f 7%, then C¢, ,(k +j) = 4x +3 > Ci(k). When s + ¢ | 7
on the other hand, since s + ¢ } % and nf is positive, in particular nf must be larger
than 1. Therefore, we have that C{_,(k + j) > 4x + 2 > C{(k).

The converse follows from the same argument as that used in the proof of the

analogous result in Proposition 3.6. 0

In view of Proposition 3.8, the sequence of optimal degrees for the evaluation

scheme (3.20) is (a{);en, where

ay =2, (3-25)
-1 -1
af—z[u} <i—3r4J>+1, i>2.

Moreover, we have that C°(aj) = i and that the diagonal Padé approximant to the ma-
trix exponential of highest order that can be evaluated with i matrix multiplications

is that of degree [af/aS].
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3.5 CONCLUSION

The scheme (3.3), which gives rise to the Paterson-Stockmeyer method, and the re-
lated evaluation schemes (3.15) and (3.20), are customary tools for evaluating trun-
cated Taylor series and diagonal Padé approximants. They all feature a parameter, s,
which is usually chosen by approximately solving an optimization problem over the
integers. For the evaluation of polynomials of matrices, we showed that the Paterson—
Stockmeyer choices s = | vk | and s = [ vk | always minimize the number of matrix
multiplications required to evaluate a polynomial of degree k. For the evaluation of
diagonal approximants, we gave sufficient conditions for the parameter s to minimize
the computational cost of the corresponding evaluation schemes. Tests not reported
here suggest that, for all k € N, the choices s = s in (3.17) and s = s} in (3.22) mini-
mize the number of matrix multiplications required by the schemes (3.15) and (3.20),
respectively, and we believe that exploring this question further might lead to results

similar to that in Proposition 3.2 for the Paterson-Stockmeyer method.

When relying on polynomial or rational approximation to evaluate matrix func-
tions, one is usually interested only in approximants whose order is maximal for a
given computational cost. By exploiting the results discussed above, we showed that
the sequences of optimal orders (in the sense of Definition 3.1) for the three evalu-
ation schemes (3.3), (3.15), and (3.20), are (3.14), (3.19), and (3.25), respectively. We
wonder whether similar results can be derived for rational functions of any order, and
more generally, for schemes that require the evaluation of three or more polynomials

of any degree. This will be the subject of future work.
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4 COMPUTING PRIMARY SOLUTIONS OF
EQUATIONS INVOLVING PRIMARY MATRIX
FUNCTIONS

Abstract.  The matrix equation f(X) = A, where f is an analytic function and
A is a square matrix, is considered. Some results on the classification of solutions
are provided. When f is rational, a numerical algorithm is proposed to compute all
solutions that can be written as a polynomial of A. For real data, the algorithm yields
the real solutions using only real arithmetic. Numerical experiments show that the
algorithm performs in a stable fashion when run in finite precision arithmetic.
Keywords: Schur normal form, block triangular matrices, substitution algorithm,
matrix equation, matrix function.

2010 MSC: 15A16, 15A24, 65F60.

4.1 INTRODUCTION

We consider the matrix equation

£(X) = A, (4.1)

where A, X € CN*N and f is a complex function applied to a matrix (in the sense
of primary matrix functions, see section 4.2). Remarkable examples of (4.1) are the
matrix equations Xk = A, X = A, and XeX = A, which define the matrix kth
root [22], [16], the matrix logarithm [1], and the matrix Lambert W function [8], re-

spectively. Existence and finiteness of real and complex solutions to (4.1) are dis-
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cussed, along with other properties of this matrix equation, in the excellent treatise
by Evard and Uhlig [7].

In order to better understand the computational properties of the matrices that
satisfy (4.1), it is useful to distinguish the solutions that can be written as a polyno-
mial of A, or primary solutions, from those that cannot, called nonprimary. A useful
characterization of primary solutions in terms of their eigenvalues is provided in [7].

After discussing some further properties of primary solutions, we focus our atten-
tion on isolated solutions, that is, solutions that are unique in a neighbourhood. We
show that nonprimary solutions are not isolated, characterize isolated solutions in
terms of their eigenvalues, and show that they are in fact primary solutions with
some additional properties.

Turning to numerical computation, we restrict our attention to the equation

r(X) = A4, (4-2)

where r = p/q, and p and gq are polynomials. The algorithm we propose is designed
in the spirit of and generalizes the method developed by Bjorck and Hammarling [3]
for the square root of a matrix, tailored for the real case by Higham [13] and extended
to the kth root by Smith [22].

First, we consider the case of block upper triangular A and develop an algorithm
that, using a sequence of substitutions, computes a primary solution to (4.2) given
its diagonal blocks. Next we discuss how the Schur decomposition, which reduces
any matrix to block upper triangular form with a similarity transformation, can be
exploited to extend our approach to general matrices, and show that the algorithm, if
no breakdown occurs, computes a primary solution, if it exists, given its eigenvalues.
Finally, we show that the algorithm is applicable with no breakdown if and only if
there exists a unique solution with given diagonal blocks (which correspond to a
given set of eigenvalues), which, moreover, is proved to be equivalent to requiring
that the solution is isolated.

Being restricted to isolated solutions is not a severe limitation, since solutions that

are not isolated are typically of little or no computational interest. Indeed a solu-



4.2 BACKGROUND AND NOTATION |

tion X that is not isolated is either nonprimary or ill-posed, in the sense that there
exists a neighborhood U3 of X and a matrix E, such that the perturbed equation
r(X) = A+ tE has no solution in Uy for any sufficiently small ¢ > 0. For instance,
when computing the square root of a matrix A with the algorithm of Bjorck and
Hammarling, one requires that, if A is singular, then the eigenvalue zero is simple [3],
which is a necessary and sufficient condition for a primary solution to X? = A to be
isolated. Primary square roots can exist when the zero eigenvalue has multiplicity
larger than one, but in this case they are not isolated, and there exist arbitrarily small

perturbations of A having no square root.

In the next section, we provide some background material, and in the following
we give some theoretical results regarding the solutions of matrix equations of the
type (4.1). In section 4.4, we consider (4.2) and present our algorithm for block upper
triangular matrices, discussing both the complex and the real Schur form. Section 4.5
is devoted to numerical experiments that illustrate the numerical behavior of our
algorithm, and in section 4.6 we draw some conclusions and discuss lines of future

research.

4.2 BACKGROUND AND NOTATION

Polynomials and rational functions. By convention, a summation is equal to
zero if the starting index exceeds the ending one. We denote by C|z] the poly-
nomials of the complex variable z with complex coefficients, and by Ck[z] < C|z]
the complex polynomials of degree at most k. Let p(z) := Y 4oz’ € Culz] and
q(z) := S}_,dxz" € C,[z] be coprime polynomials with nonzero leading coefficients.
The quotient r(z) := p(z)q(z)~! is a rational function of type [m,n]. In the following
sections, when using p, g, or r, we will always refer to the functions defined above,

and in particular, co, . .., c,; will denote the coefficients of p and d, ..., d, those of g.
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In order to evaluate a polynomial p at a point xy, we make use of Horner’s evalu-

ation scheme [10, Alg. 9.2.1], that is, we define the polynomials pm (z) = 2?1:6] ci+jzi,

for j=0,...,m, and evaluate pl%)(zg) = p(z9) by means of the recursion

p[m] (z0) = cm,

P (z0) = zopl*(z0) + ¢j, forj=0,...,m—1.

Let f : 2 — C, where 2 < C, and let x,y € Q2. We denote by f|x,y] the divided

difference operator, defined by

L
R VORI
r—y

which implicitly requires f to be differentiable at x, when x = y. The divided differ-

ences over k + 1 numbers, ordered so that equal numbers are contiguous, are

£® (x0)
kKt

f[x1, e ,xk] —f[xg, e ,xk_l]

Xk — X0

flxo, ..., x¢] =

, otherwise.

This definition can be extended to any set of k + 1 numbers by assuming that the
divided differences are symmetric functions of their arguments. For the construc-
tion above to make sense, the function has to be differentiable ¢ times at any point

repeated t + 1 times.

Primary matrix functions. Let Ae CN*Nand let Z € CN*N be such that Z71AZ =

] = diag(J(A1, 1), ..., J(Ay, 7)) is the Jordan canonical form of A, with

T(A, m) = ' e,
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where missing entries should be understood as zeros. In order to simplify the nota-
tion, we will often omit the diagonal element and the size of the Jordan block and
write J; for J(A;, m;). The index of the eigenvalue A, denoted by (A7), is the size of
the largest Jordan block where A appears. An eigenvalue with index one is said to be
semisimple, otherwise it is said to be defective; a semisimple eigenvalue appearing in

only one block is said to be simple.

Let the complex function f and its derivatives up to the order ((Ax) — 1 be defined

at Ay fork =1,2,...,v. Then we can define the primary matrix function

flA) = Zf(])z_l = zZdiag(f(J1), f(J2), .. -rf(]v))z_l, 43)
where
[ f) F() %
A .
£ = fi)
f'(Ak)
L fA) ]

This definition does not depend on the matrix Z, and it can be shown that if f is a
primary matrix function then f(M—'AM) = M~!f(A)M for any M invertible and A
such that f(A) is well-defined. We will refer to this fundamental property as commu-
tativity with similarities, and it will be used throughout the paper. A consequence is

that if A = diag(A1,..., Ay) is block diagonal, then f(A) = diag(f(A1),..., f(Ay)).

Moreover, it is easy to show that f(A) as defined in (4.3) coincides with a polyno-
mial that interpolates f in the Hermite sense on the spectrum of A [14, Rem. 1.10].
Therefore, if T € CN*N is block upper triangular, then f(T) has the same block struc-

ture as T, and if T13, ..., Ty, are the diagonal blocks of T, then the diagonal blocks of
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f(T)are f(T11),..., f(Tuw). An explicit formula for the function of an upper triangular

matrix is [10, Thm. 9.1.4]

(f(T)ii = f(ta), 1<i<N,

(f(T))l] = Z ti1i2ti2i3 T ti[,li[f[tlllill ety ti@i@]/ 1 < l < ] < N,

i1=i<ip<---<ig=]

(4-4)

where the sum is over all increasing sequences of integers starting with i and ending
with j.
Let | be a nontrivial Jordan block in which the eigenvalue A appears. The Jordan

canonical form of f(]) consists of:
1. only one Jordan block associated with f(A), if f/(A) # 0;
2. two or more Jordan blocks associated with f(A), if f/(A) = 0.

In the latter case, we say that the function f splits the Jordan block J]. A complete
description of the Jordan canonical form of f(A) in terms of that of A is given in [15,

sect. 6.2.25].

The Fréchet derivative of a matrix function f : 2 — CN*N at a point A € Q

CN*N is the linear operator Df(A) : CN*N — CN*N that satisfies

f(A+E) = f(A) + Df(A)[E] + o(|[E]),

CNXN

forany E e with sufficiently small norm.

A measure of the sensitivity of matrix functions, with respect to perturbation of the

argument A, is given by the relative condition number, which, for any subordinate

norm | - ||, is defined as [14, eq. (3.2)]

o LA+ B~ f(A)]
A =l s AR A 45)

We conclude this section with a lemma and a corollary that will be useful later on.
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Lemma 4.1. Let A € CN*N pe upper bidiagonal, let e;, for i = 1,...,N, be the standard
basis of CN, and let f(A) and f[ay1,ann] be well-defined. Then for any § € C we have that

f(A+bere) = f(A) + 6f[ar1, ann]erey. (4.6)

Proof. Let T := A+ dejely and F = f(T). If we partition T =: [% t;,’N], with
Ty e CIN-DX(N=1) " from the properties of primary matrix functions, we have that

F — [f(gl) f(tzw)] and thus that (F); = (f(A)), for j < N. Using the partition

T = [t(l)l ;’;], with T, € CN-D*(N=1) we get that (F)ij = (f(A));j for i < N. By

using (4.4), for the top right element of the matrix we have

(F)in = Z tivistinis =~ tiy_yisf [tisiys tinins - - - tigiy -

h=l<ip<--<iy=N
Since t;j = 0 for i < j—1and (i,j) # (1,N), the sum can be restricted to the two

sequences i = 1,ip =2,...,iy = Nand i; = 1,i = N, giving

(F)in =tz . tn—iNfltin, - - Enn] + finflB tnw] = (F(A))in + 8 f[a11, ann],
which concludes the proof of the identity (4.6). 0O
Corollary 4.2. We have the following relations, with 6 € C:
(a) if A= Al and f is differentiable at A, then f(A + berel) = f(A) + 5f'(A)erek;
(b) if A=J(A,N), and f is differentiable at A, then f(A + dejel;) = f(A) +6f'(A)erel;

(c) if A = diag(J(A k), J(u, N —k)), with A # pand 1 < k < N, and f is well-defined
at A, then f(A + derel;) = f(A) + 3f[A, ulerel.

4.3 CLASSIFICATION OF THE SOLUTIONS

The matrix equation f(X) = A, with f analytic, may have zero, finitely many, or

infinitely many solutions. All these scenarios are possible, and here we are concerned
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with a classification of the solutions in terms of properties that are relevant from a
computational viewpoint. In section 4.3.1 we relate the notion of primary solution
to that of primary matrix function, in section 4.3.2, we consider isolated solutions
and characterize them in several ways, and we conclude by briefly discussing critical

solutions in section 4.3.3.

4.3.1 Primary solutions

The matrices that satisfy (4.1) may define a function of the matrix A, but in general
solutions to (4.1) need not be primary functions of A, in the sense of section 4.2. The
matrix [8 (1]], for instance, satisfies the 2 x 2 matrix equation X? = 0, but is not a
primary function of the zero matrix. Solutions to a matrix equation can be divided
into two classes, those that are primary functions of A and those that are not. In this
section, we give some clarifications on this topic.

Let A e CN*N, let f : O — C be a function analytic on the open set Q2 < C and
let X € CN*N be a solution to f(X) = A such that f is defined on the spectrum
of X. A solution is primary if it can be written as a polynomial of A, and nonprimary
otherwise.

A necessary and sufficient condition for a solution to be primary is provided by

the following result, where an eigenvalue ¢ of the solution X is said to be critical if

f'(¢)=0.
Theorem 4.3 (Evard and Uhlig [7, Thm. 6.1]). A solution X € CN*N to the equation
f(X) = A is primary if and only if the following two conditions are true:

1. for any two distinct eigenvalues ¢y and ¢ of X, we have f(¢1) # f(G2);

2. all critical eigenvalues of X (if any) are semisimple.

The definition of primary solution as a polynomial of A is related to the concept
of primary function of a matrix. Informally, we could say that any primary solution
is obtained as “an inverse of f applied to the matrix A”. We now make this notion

precise.
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Let Ay,...,A; be the distinct eigenvalues of A, ordered so that the first t are
semisimple and the remaining are not. We say that a solution X is primary in the sense
of functions if X = ffl(A) where ffl :{M,..., A} ulU — C is analytic on an open set
U 2 {At41,..., s} and is such that (fof_l)(z) =id(z) forany z € {Ay,..., At} U U.

Requiring that f ~! is analytic on the eigenvalues that correspond to nontrivial
Jordan blocks of A guarantees that f ~1 is defined on the spectrum of A and thus that
f ~1(A) is well-defined in the sense of (4.3). These two definitions are in fact the same,

as the following proposition shows.

Proposition 4.4 (Equivalence of definitions of primary solution). Let f be a complex
function analytic on Q < C and let A € CN*N. A solution X € CN*N to f(X) = A with
eigenvalues in (2 can be written as a polynomial of A if and only if it is primary in the sense
of functions, i.e., if and only if X = f~Y(A), where f~! is an inverse of f defined on the

spectrum of A and analytic at the defective eigenvalues of A.

Proof. Assume that X = f~1(A) for some inverse of f. Since f~!(A) is a primary
function of A, there exists a polynomial p € C[z] such that X = f~1(A) = p(A),
which implies that X is a primary solution to f(X) = A.

Conversely, suppose that X = p(A) for some p € C|z]. From f(X) = f(p(A)) = A,
it follows that f(p(A)) = A for any eigenvalue A of A. By taking ffl()\) = p(A) for
any A, it is enough to show that if A is not semisimple, then ]? ~1()) can be extended
analytically in a neighborhood of A to an inverse of f, and that X = f “1(A).

Let | be a nontrivial Jordan block of A in which the eigenvalue A appears. From
f(p(A)) = A it follows that f(p(])) = J, which entails that (fop)'(A) #0,as fop
would otherwise split the Jordan block. The latter inequality implies, in turn, that
F(p(A)) # 0 and thus that f is invertible in a neighborhood of p(A) = f~1(A) with
analytic inverse [9, sect. 4.6]. Thus, we can extend f ~! in an open neighborhood of A
to a function such that f o f -1 =id.

In order to prove that X = f ~1(A), it suffices to show that ( f “HBA) = pP(A)
for k=1,...,/—1, where ¢ is the size of ]~, the largest Jordan block in which A
appears. First observe that f (p(f)) = Timplies that (fop)®(A) = id® (1) and thus

~

that (fop)®(A) = (fo F HB(A), fork =1,...,0—1,since (fo fH®(A) = id® (1)
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Next, we show by induction that for any k > 0 and any function g such that fog

is analytic in a neighborhood of A, one has that

(Fo®M) = f(g(A)g® (1) + (g ),

where I is a polynomial in f”(g(A)), ..., f®(g(1)),g(A), &' (A),...,g*D(A). Choos-
ing h1(g;A) = 0 verifies the equality for k = 1, whereas for the inductive step we

have

(Fo® D) = f(gA)g™ V() + f(g(1))g (M)g™ (A) + hi(g; A)

=: f/(8(A)S*V(A) + hysa(g5.0),

where /i, 1(g; A) is a polynomial in f”(g(A)),..., f&*D(g(A)),g(A),...,g®(A).
Finally, we can prove that (f_l)(k) (A) = p®(A) for k = 0,...,£ — 1. For k = 0, this
holds by definition of f~1, while for k < £ — 1, from (f o p)**D(A) = (f o FH)(k+D(A)
we have that f(p(A))p**V(A) + I (p; A) = £(F A FHEDQ) + iaa (F5A).
By the inductive hypothesis we have that . 1(g;A) = hk+1(f_1 ;A), and by recalling
that f/(f1(A)) = f'(p(A)) # 0, we can conclude that p*+D(A) = (F1)*+D(A). [

Another property of nonprimary solutions is that they are not isolated, as we show

in the next section.

4.3.2 Isolated solutions

A solution X to f(X) = A is isolated (in the topology induced by any matrix norm
on CN*N) if there exists a neighborhood U of X where the matrix equation has a
unique solution. We will characterize isolated solution in several ways, and will start

by showing that nonprimary solutions are not isolated.

Theorem 4.5. Let A € CN*N, and let X € CN*N be a nonprimary solution to the matrix

equation f(X) = A where f is a complex function analytic at the spectrum of X. Then X
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is not isolated. Moreover, the set of solutions is unbounded and there are infinitely many

solutions having the same spectrum as X.

Proof. In view of Theorem 4.3, if X is nonprimary, then necessarily either one of
its critical eigenvalues, ¢ say, is defective, or f takes the same value at two distinct
eigenvalues §; # ¢;.

If & is defective, then there exists an invertible matrix M such that M~ XM = []01 ](l ],

where [, = J(&, k) is a Jordan block of size k > 1 associated with ¢. Using the notation

of Corollary 4.2, we define the parametrized matrix

X(0):= M % Y=Y

0 Jo+dere]

with é € C. Noticing that

fxen-m|f 0 oy [

M~ = £(X),
0  f(J2+derel) 0 f()

where the second equality follows from Corollary 4.2(b) with f'(¢) = 0, shows that
X(6) is a solution to f(X) = A for any J, and since lim;_,o X(6) = X, we conclude
that X is not isolated.

If the matrix has two distinct eigenvalues ¢; # ¢; such that f(&;) = f(g;), the proof

is similar, and it suffices to consider the block [, = [I (Cukr) 0

L ]@2/,@)], with ki, ky > 1,

and use Corollary 4.2(c) with f[&;, ¢;] = 0.
In both cases, for any § € C the matrix X(6) has the same spectrum as X by

construction, and the set {X(9) : € C} is infinite and unbounded. 0

The converse of the Theorem 4.5 is not true. Indeed, the set of isolated solutions
may be a strict subset of primary solutions. The next results provides several inter-
esting characterizations of the isolated solutions of f(X) = A. As we will see, the
algorithm we introduce in section 4.4 to solve (4.2), can compute a solution if and

only if it is isolated.
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Theorem 4.6. Let f : (2 — C be an analytic non-constant function on the domain (2 < C.
Let A € CN*N gnd let X € CN*N pe a solution to f(X) = A, with eigenvalues ¢1,...,CN

in (2. The following are equivalent:
(a) X is isolated;

(b) X is primary with simple or no critical eigenvalues, that is,
1. for any two distinct eigenvalues ¢; and & of X, we have f(¢;) # f(S);

2. all critical eigenvalues of X (if any) are simple;
(c) X is the unique solution with eigenvalues ¢y, . ..,¢N;
(d) flgi, ¢l #0fori,j=1,...,N, withi # j.

Proof. (a) = (b). By Theorem 4.5, if X is isolated, then it is primary, and we need to
prove only that all its critical eigenvalues are simple (we know that they are semisim-
ple by Theorem 4.3). By contradiction, assume that ¢ is a semisimple critical eigen-
value of X with multiplicty at least 2. Then there exists an invertible matrix M such
that M~ 1XM = []01 ](;]r where J, = ¢I, where I has size ¢ > 1. With the notation of

Corollary 4.2, the matrix

xo=m| 0 m

0 Jo+dere]

is a solution to f(X) = A for any ¢ € C, since

sxen =m0 oy [fOY

M = f(X)
0 f(J2+dere]) 0 f(])

where the second equality follows from Corollary 4.2(a) with f/({) = 0. Since
lims_,o X(6) = X, X is not isolated.

(b) = (c). The eigenvalues of A are the image under f of the eigenvalues of
any solution, in particular, they are f(&1),..., f({n). Assume that X is primary with
simple critical eigenvalues, and let Y be a solution with the same eigenvalues as

X. This implies that Y has simple critical eigenvalues, and that f(¢;) # f(;) for
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any pair of distinct eigenvalues §; # ;. Therefore, by Theorem 4.3, Y must be
primary; moreover, the images of these critical eigenvalues are simple eigenvalues
of A as well. In particular, the defective eigenvalues of A (if any) are image of
noncritical eigenvalues of X. By Proposition 4.4, Y = f “1(A) and X = f71(A), where
both f‘l and f~! are inverses of f and are analytic at the images of noncritical
eigenvalues of X (and Y), and thus are analytic at the defective eigenvalues of A.
Since f ~1(A) = f7Y(A) for any eigenvalue A of A, and the two functions are analytic
and coincide in a neighborhood of A if the eigenvalue is defective (the inverse of an

analytic function is unique), we have that Y = f~1(A) = f~1(A) = X.

(c) = (a). Without loss of generality, assume that if ¢; # ¢ then f(¢;) # f(Cx), since
otherwise the solution X would be nonprimary and, by Theorem 4.5, there would be

solutions other than X, but with the same spectrum as X.

Since the eigenvalues of A are f(&1),...,f({n), any solution to f(X) = A has
eigenvalues (y,...,{n such that f({1) = f(¢1),...,f(Cn) = f(Cn). Let {Tj(i)}jeji be
the (possibly empty) set of solutions to f(x) = f(&;) other than ¢;. If J; is empty for
each i, then the eigenvalues of any solution must be ¢j,...,¢n and X is the unique

solution, hence it is isolated.

Let us now assume that some of the J; are nonempty. If J; is nonempty, then
T]-(i) # Cy for each j and k: this is true by definition when ¢; = ¢, and when ¢; # iy,
by the assumption above, since f (Tj(i)) = f(&i) # f(Cx). Moreover, since the zeros of a
non-constant analytic function cannot have accumulation points in the domain of ana-
lyticity [4, sect. 143], §x cannot be an accumulation point of the set {Tj(i) }jes; and hence
g := infic 7 |Tj(i) — Cx| must be positive for each k. Set & := min;. 7. ming_y_ N &L,
and note that ¢ > 0.

A solution Y # X, must have at least one eigenvalue of the type T := Tj(i) for some

i and j. If that is the case, then miny_; __n|T — &x| = € or, in other words, at least one

eigenvalue of Y has distance at least ¢ from any eigenvalue of X. On the other hand,
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since the eigenvalues are continuous functions of the entries of a matrix, there exists

a neighborhood U of X, such that for any Z € U, we have

max min — <¢€/2
neo(Z) k:1,...,N|17 Ck| / ’

where ¢(Z) is the spectrum of Z. Therefore Y does not belong to ¢/, and X is isolated.

(b) < (d). A necessary and sufficient condition for f[¢;,¢;] = 0 for i # j, is that
either ¢; # ¢;, with f(&;) = f(G;) or ¢; = ¢; and f'(¢;) = 0. These two conditions are
equivalent to X being either nonprimary or primary with multiple critical eigenval-

ues. 0

We observe that, when a primary solution X of f(X) = A is not isolated, the
corresponding solution X is ill-posed, that is, a small perturbation of A may produce

an equation that has no solutions near X.

By Theorem 4.6, a primary solution X that is not isolated has at least one semisim-
ple eigenvalue ¢ with multiplicity k > 1 and such that f'({) = 0. Hence A = f({)
is a semisimple eigenvalue of A, with the same multiplicity as ¢ since X is primary.

0

There exists a nonsingular matrix M such that M-1AM = [é A ], where A is not an

eigenvalue of J. For € > 0, the perturbed equation f(X) = A(e) where

A(e) = Mdiag | J, c M,

has no solutions with eigenvalue ¢. Indeed, as primary matrix functions split Jordan
blocks in presence of critical eigenvalues, if there exists X(¢) such that f(X(e)) = A(e),
it must have an eigenvalue y, such that f(u) = A and f’(u) # 0, which in turn implies
that y # ¢. Therefore, the solution X(¢) can be ruled out from a sufficiently small

neighborhood of X.
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4.3.3 Critical solutions

Let f be an analytic complex function and let Df(M) : CN*N — CN*N be the Fréchet
derivative of f at the matrix M € CN*N. A solution X to the equation f(X) = A
is said to be critical if Df(X) is singular, and noncritical otherwise. We may easily

characterize critical solutions.

Proposition 4.7. Let f be a complex function, let A € CN*N, and let X € CN*N be a
solution to the matrix equation f(X) = A. If f is differentiable at X, then the derivative

Df(X) is nonsingular if and only if the following two conditions are fulfilled:
1. for any two distinct eigenvalues ¢; and &; of X, we have f(&;) # f(;);
2. none of the eigenvalues of X is critical for f.

Moreover, these conditions are equivalent to requiring that f[G;, (f]-] #0,fori,j=1,...,N,

where 1, ... ¢ are the eigenvalues of X.

Proof. Observe that the two conditions hold if and only if the divided differences
of any two eigenvalues of X is not zero. Since the the eigenvalues of Df(X) are the
divided differences of eigenvalues of X [14, Thm. 3.9], this is equivalent to requiring

that D f(X) is nonsingular. O

A further property of nonprimary solutions is that of being critical.

Proposition 4.8. Let f be an analytic complex function, let A € CN*N, and let X € CN*N

be a nonprimary solution to the matrix equation f(X) = A. Then Df(X) is singular.

Proof. In view of Theorem 4.3, if X in not primary, then X has either two distinct
eigenvalues §; and §; such that f(¢;) = f(¢;) and thus f[¢;,¢;] = 0, or a defective
eigenvalue ¢ such that f[¢,¢] = f'(¢) = 0. Since the eigenvalues of Df(X) are the
divided differences of two eigenvalues of X [14, Thm. 3.9], both cases yield a singular

derivative. 0
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4.4 A SUBSTITUTION ALGORITHM

Given A € CN*N we want to find the primary solutions X e CN*N to (4.2). To this

end, we first reduce this equation to

p(X) = Ag(X), (4.7)

then consider a (block) triangular form of A, such as the Schur form, and devise an
algorithm to compute the entries of X. We begin by showing that (4.2) and (4.7) are
equivalent.

In the scalar case, if p and g are coprime, then a root of p cannot be a root of
g and vice versa, and thus the scalar equation % = a has a solution if and only if

p(x) = aq(x) does. The matrix version of this implication is also true, as the following

result shows.

CNXN

Proposition 4.9. Let p € Cy[z],q € Cy[z] be coprime. Then X € is a solution to

p(X)q(X)~! = A if and only if it satisfies p(X) = A q(X).

Proof. If X is such that p(X)q(X)~! = A, then p(X) = Ag(X). For the other impli-
cation, first note that if X is such that p(X) = Agq(X) and q(X) is nonsingular, then
p(X)g(X)~! = A, hence it is enough to show that g(X) is nonsingular.

For the sake of contradiction, assume that q(X) is singular. Then there exists a
nonzero vector b € CN, such that g(X)b = 0, and thus p(X)b = Aq(X)b = 0. Since
the set Z = {s € C[z] : s(X)b = 0} is an ideal in a principal ideal domain, it is
generated by a minimal polynomial s(x) € C[z], that is not constant since b # 0 and
thus Z # C[z]. Hence, s(x)|gq(x) and s(x)|p(x), which leads to a contradiction since

p(x) and g(x) are coprime. O

Let us consider a similarity transformation that reduces A to a block upper trian-
and T;; = 0 fori > j.
We are mostly interested in the Schur decomposition, where U is unitary and T is

upper triangular, and, for A e RN*N in the the real Schur decomposition, where U
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is real orthogonal and T is upper quasi-triangular. Nevertheless, we prefer to work in
greater generality, as a different blocking strategy may allow for more efficient imple-
mentations of the algorithms (for instance, in order to exploit caching and parallelism

in modern computer architectures).

Since matrix polynomials commute with similarities, X is a solution to (4.2) if and
only if Y := U~1XU satisfies r(Y) = T, and in view of Proposition 4.9, in order to
solve (4.2) we can work with the simpler matrix equation p(Y) = Tq(Y). By exploiting
Horner’s scheme for polynomial evaluation [10, Alg. 9.2.1], we can rewrite the latter

equation as P = TQI, where PI% = p(Y) and QIY = 4(Y), are defined recursively

by
piml —c,1, oM = d,1.
pim=U — ¢, 1+ yp, Q=1 —a, 11+ yQl,
(4.8)
Pl = 1+ YPP, oM — a1+ vQl?,
POl — ¢o1 + YPI, QL — do1 + YQI,

If we look for primary solutions only, we may assume that Y is block upper tri-
angular with the same block structure as T, which implies in turn that all PI*ls and
Qlls have the same block upper triangular structure. We adopt the following nota-
tion: for a matrix M with the same block structure as T, we denote by M;; the block

in position (i, j) of M.

We assume that the v blocks along the diagonal of Y are known, for instance they
can be deduced by a direct formula when the size is 1 or 2. Note that in most cases the
diagonal blocks can be chosen in several ways, and that this choice determines what
solution the algorithm will compute among all those that are primary. We discuss

these points in details in the next section.

The blocks along the diagonal of the matrices P and Q[”], foru=20,.... m-—1

and v =0,...,n —1, can be uniquely determined by means of (4.8), and in order to
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compute the blocks in the upper triangular part of Y, P*l and Q[ note that for

1<i<j<v,wehave

ZY P”+1 YZZP[“+1+YP““+Z YP“”, u=0,...,m-1,
k=i+1

Z YZkQ o Yiin[;]+1]+ Q]]UJrl + Z Yle o1l =0,...,n—1.
k=i+1
By substituting (4.9) for Pl.[].uH] and QZ[J.UH] into those for Pig.u] and Ql[;’], respectively,
and recursively repeating this procedure, we get, as shown in the following proposi-
tion, an expression where Y;; appears together with blocks of Y, P4, and Q[ lying
to the left of the block in position (i, j) or below it. This discussion translates imme-
diately into a two-step algorithm for computing Y: first compute the diagonal blocks

and then compute the off-diagonal blocks a superdiagonal at a time.

Proposition 4.10. Let p € Cy[z] and q € Cy[z] be coprime, let T € CN*N be block upper
triangular, let Y € CN*N be a solution to the matrix equation p(Y) = Tq(Y) with the same
block structure as T, and let Pl*l,Ql*l ¢ CN*N, foru=20,....mandv =0,...,n, be as
in (4.8). Then P and QU¥) have the same block structure as T, and their off-diagonal blocks,

for1 <i < j<w,are given by the formulae

m—u—
ZY@ Pl S e, u=0,..,m—-1,
~ (4.10)
[v] _n y g—1 [0+¢] &t h—1 v+h] .
Qi = 2 Vi Y0 + Z Y 'Dj; 0=0,...,n—1,
=1

where

j—1 j—1
= > R, DY = N vaQl.

k=i+1 k=i+1
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Moreover, one has the following

2 Yoy, p _ T Z Y§‘1YijQ][§]

e=1

k=i+1

Proof. The two claims in (4.10) can be proved by induction on an auxiliary variable
k. We limit ourselves to the recurrence for P!], the proof for QI°l being analogous.
For u = m — 1, equation (4.10) reduces to Pigm_l] = ¢ Yjj, which follows directly from

the definition of PI"~1 in (4.8). For the inductive step, we have, for 1 <k <m

Pl'[]‘m_k] _ Yiipi[]'m_k+1] +Y Pm k+1] + Z Y, Pkm —k+1]
k=i+1

:Zyg 1YPm k-+e] ZYfl mk+f
In order to establish (4.11), note that one can rewrite Pl = TQI0

j
Pg)] - Tiin[](')] - > TikQ][((])']-

k=i+1

Substituting (4.10) for Pi[]-o] and Ql[](-)] and simplifying concludes the proof.

4.4.1 Complex Schur form

When T € CN*N is upper triangular, the blocks along the diagonal of T are of size

1x1landv = N. Equation (4.11) involves just scalars and can be written as ¥;;yij = @jj,

where

Zyzz p]] 7t112y q]]/

] m—1
Z TikQ;E(])'] - Z Yf 1CUr + Ty Z Y@lei[;l]. (4.11)
f=1
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and
j n—1 0]
e . h—1
k=i+1 h=1

If t;; is a diagonal element of T, then fori = 1,..., N, y; will be any of the at most
max(m, n) distinct roots of the polynomial p(x) —t;;q(x) = 0. In order to compute the

off-diagonal elements of Y, we can see the relation ¢;;y;; = ¢;; as an equation

Pijx = @ij, (4.14)

whose unique solution is y;; when ¢;; # 0 and the values yj with h —k <i—j are

known quantities.

We give necessary and sufficient conditions for (4.14) to have unique solution, and
relate them to the characterization of isolated solutions given in section 4.3. We start

with a couple of technical lemmas, then we give the main theorem.

Lemma 4.11. Let p(x) = Y ocix', let a,b € C and let p*l(x) = Z;’L_Ok CryiX!, for

k=0,...,m, be the sequence of stages of Horner’s rule applied to p. Then

= > a1 pM(b) = pla,b]. (4.15)

k=1

Proof. By definition of p[a, b], we have to prove that if a = b then x = p’(a), whereas

ifa#byx= % In both cases we have

m m m—k m (-1
Z ak_lp[k](b) _ ak—l( Z Ck+z ) Z <Z akbé—k—1>‘
k=1 1 k=0

k= i=0 (=1

If a2 = b, then we get

m m
2 a M) = D et = p(a),
=1

=1

=



4.4 A SUBSTITUTION ALGORITHM |

whereas, for a # b we have

m m ¢ m
k-1, [k a —b 1 ¢ ¢\ _ pla) —pb)
;u P = Y et = :a_b(zcw _qu): )= pl)
which concludes the proof. O

Lemma 4.12. Let p(x) = Y c;x' and q(x) = Y7o d;x, let r = p/q, and let a,b € C be
such that g(a) # 0 and g(b) # 0. Then

pim Y pIE) —rla) Y ) 0
i=1 j=1

if and only if either a # b and r(a) # r(b) or a = band r'(a) # 0.

Proof. By Lemma 4.11, when a # b we have that

p = PO =70~ r(0ala) =), (416)

which is nonzero if and only if

@)~ ) 22 g(a) ~ 4(8)) %0, 417
or equivalently

r(a) # r(b).

On the other hand, if a = b, then

0 =1/ (0) = rla)g'ta) = PO o) 419
which is nonzero if and only if #/(a) # 0. O

Theorem 4.13. Let T € CN*N pe upper triangular, let p, q, Y, plul, foru=0,...,m,and

-1

Qll, for v = 0,...,n, be as in Proposition 4.10, and let r(x) = p(x)q(x)~'. Then equa-

tion (4.14) has a unique solution y;; for all 1 <i < j < N if and only if r[yi;, y;i]q(y;;) # 0.
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Proof. It is enough to show that for ¢;; in (4.12), we have that ¢;; = r[y;;, y;ilq(yj;). If

Yii = yjj, then the proof is the same as in (4.18). When y;; # y;;, by using (4.16), we

get that
—pjj) + pWi)a()/avi) — r(yi) —r(yj)
hij = o A = =g () = rlyi yila(yy),
Yii — Yjj Yii — Yjj
as required. 0

Corollary 4.14 (Applicability of the Schur algorithm for isolated solutions). Let r=p/q
be a rational function, with p € Cy[z] and q € Cy[z] coprime, and let Y € CN*N be a
solution to r(Y) = T, with T € CN*N upper triangular. Let P! for u = 0,...,m, and QI

forv=0,...,n,beas in (4.9). Then the following two conditions are equivalent:
(a) Y is an isolated solution;

(b) the Schur algorithm is applicable and computes Y, if we choose y;; as solution of the
equation p(x) — t;;q(x) =0, fori =1,..., N, that is, equation (4.14) has y;; as unique

solution, for 1 <i < j < N.

Proof. By Theorem 4.13, (4.14) has unique solution if and only if r[y;;, y;]9(y;;) # O,
for 1 < i < j < N. Proposition 4.9 ensures that g(y;;) # 0, for j = 1,...,N, since
g(Y) is nonsingular (recall that the eigenvalues of g(Y) are q(y11),...,9(ynn))- Thus,
equation (4.14) has a unique solution if and only if r[y;;, y;;] # 0 for 1 <i <j < N,
which in turn, by the symmetry of divided differences, is equivalent Theorem 4.6(d),

that is equivalent to requiring that Y is isolated. O

These results show that if we focus on a primary solution with simple critical
eigenvalues, then we can compute the solution to the triangular equation r(Y) = T,
by first computing the diagonal elements of Y, taking care of choosing the same
branch for the same eigenvalue of T, and then computing the elements y;;, for i < j,
by means of (4.14), one superdiagonal at a time. This is the basis of Algorithm 4.1,

which we call the Schur algorithm.



Algorithm 4.1: Schur algorithm for rational matrix equations.

Input :Ae CN*N, ce C"*! coefficients of p, d € C"*! coefficients of g.
Output: X € CNV*N guch that p(X)g~1(X) ~ A.

1 Compute the complex Schur decomposition A := UTU*.
2 fori=1to N do
3 yii < a solution to p(x) —t;;g(x) =0
[m—1]
4 Pii “— Cp—1 + Cmlii
5 for u = m — 2 down to 0 do
o | | pi! e cutyapi ™
7 ql[?fl] —dy_1+dnyii
8 forv=n—2down to 0 do
o | [ 4! — do+yug
10 for{=1to N —1do
11 fori=1to N —-/do
12 ] —i+/
13 forf—ltom—ldo
14 =S vl
15 fOl‘h—ltOi’l—ldO
16 t D1] k 1+1 ylqu]
1
17 rhs « Zk i+1 1qu] me 11 y{; C + tii Zh 1 yll D[ ]
18 lhs Zezl yii p]] tll Zg 1 yzz q][]]
19 ]/1] «— T’hS/th
[m—1]
20 pij «— Cm]/ij
21 foru—m 2 down to 1 do
22 t PZ ]/zzpl]u+l] + ]/z]P][JMH] + C[er]
23 ql[]' U duys
24 forv-n—ZdowntoOdo
s || L o el g D

6 X o UYU*
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We now discuss the cost of the algorithm. Computing the Schur decomposition
of a square matrix of size N and recovering the result require 25N? and 3N3 flops,
respectively. The for loop at line 2 requires O((m +n)N) flops, those on line 13 and 15
require (m — 1)N3/3 and (n — 1)N3/3, respectively, and evaluating the expression on
line 17 requires N°3/3 flops. All the other operations within the loop on line 10 require

O((m + n)N?). Therefore the asymptotic cost of the algorithm is (28 + Z+=1) N3,

Remark. Corollary 4.14 shows that our algorithm cannot compute primary solutions
with semisimple critical eigenvalues with multiplicity greater than one. We now
describe how the algorithm can be modified in order to compute these ill-posed

solutions.

Let Y be a primary solution to (Y) = T and let {3, ..., s, with s > 0, be its critical,
and thus semisimple, eigenvalues with multiplicities vy, ..., vs, greater than one. We
have that A, = r(§,), for ¢ = 1,...,s, is a semisimple eigenvalue of T with the same

multiplicity as ¢, (the multiplicity cannot be larger since Y is primary).

Using the procedure described in [2], it is possible to reorder the matrix T so that,
for £ =1,...,s, the occurrences of A, are adjacent along the diagonal of T. By doing
s0, we get a new matrix T = Q*TQ, where Q is the unitary matrix that performs the
reordering. Since Ay is semisimple, the diagonal block of T corresponding to Ay is

A¢l, and we get

MI

~
Il

*

Al

where the asterisks represent possibly nonzero blocks and Ty is a triangular block

collecting all the eigenvalues other than A4, ..., As.
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Any solution Y to #(Y) = T yields the solution Y = QYQ* of r(Y) = T, with the
same eigenvalues. Moreover, since Yisa primary function of T, it has the structure

Yll * “ee *

¢1l

=2
Il

%

Gsl

where, ¢; # ¢; for i # j, and 1711 collects all the eigenvalues not in the set {G1,...,Cs}.

This implies that ;; = 0 when y;; = y/;; = &, for some ¢, and thus we can determine
yij, without solving (4.11), while (4.11) can be used for all other entries of the upper
triangular part of Y, for which the solution is unique. Therefore, in principle, any
primary solution could be computed using (a variation) of Algorithm 4.1, but in
practice, the problem is ill-posed and we focus our attention on solutions with simple

critical eigenvalues.

4.4.2 Real Schur form

When A € RN*N and one is interested in real solutions to (4.2), in order to use
real arithmetic only, we consider the real Schur decomposition A := UTU?, where
U e RN*N is orthogonal, and T € RN*N is upper quasi-triangular and has v < N
diagonal blocks of size either 1 x 1 or 2 x 2. In the former case, the diagonal block Y;;
can be computed as discussed in the previous section. Otherwise, we can rely on the

following result.

Proposition 4.15. Let M € R?*?, and let V € R**? be such that V-1MV = diag(u, ), for
some y = a+ib, with b # 0. Let f : {u,u} — C be a function such that f(y) = f(u), and
let f(u) = c+id. Then

f(M) = %M + (c — ?>I. (4.19)
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Algorithm 4.2: Real Schur algorithm for rational matrix equations.

Input :Ae CV*N, ce C"*! coefficients of p, d € C"*! coefficients of g.
Output: X € CN*N guch that p(X)g71(X) ~ A.

1 Compute the real Schur decomposition A := UTU*.

fori=1tovdo

2

3 Y;; < a solution to p(X) — T;;g(X) =0

4 Pi[im_l] «— Cm—lll'i + ¢ Yii

5 foru=m—2down to 0 do

6 | | PM eyl +vyP

7 | QY e dy L+ da Y

8 for v = 1 — 2 down to 0 do

9 t Ql[f] — dyly, + Yz‘in[fH]

10 for{ =1to N—1do

11 fori=1to N -/ do

12 ] —i+/

13 for f =1tom—1do

[f] 1 [f]

14 t Cij = ;c i+1 Ylkpk]

15 forh—lton—ldo

16 t DZ] k l+1 lek]

1 1 [k
17 sij < vec (Xj_ 1+1 lek] - 25 Yf CU + T 0 Vi 1Dz'[j])
1

s || My X (B oY - zgzl (Q%-’) ® (TiY§ )
19 VeC(Yl]) <« M;lsi]’

20 Pi[]-m_l] — Cinj

21 foru—m 2 down to 1 do

2 t pl < Y;iP; [ut1] | Y»]-pj[;’“] v ci[]?‘“]

23 Qz[] ] —d YZ]

24 forv—n—ZdowntoOdo
26 X — UYUT

Proof. It is well known [14, Thm. 1.12] that f(M) coincides with the interpolating

polynomial of f at the eigenvalues of M, that is

) —F#f (1)
p—u

p() = F E 4 it S = i” it (4.20)

H—H F—H B

By replacing the definitions of y and f(u) and simplifying, one obtains (4.19). O
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In order to compute the off-diagonal blocks of Y, we need to solve for the block Y;;
the matrix equation (4.11), which, by using the vec operator, can be rewritten as the

linear system

J m—1
M;jvec(Y;;) = vec ( Z ﬂkQ,E?] - Z Yf 1CU + T; Z Yh 1D )
f:

k=i+1

where the coefficient matrix

n

=5 () @vit - 53 (0f) @ g ) -

g=1

can be of size 1, 2, or 4, depending on the size of the blocks Y;; and Y In the

following, we give necessary and sufficient conditions for M to be nonsingular.

Theorem 4.16. Let T € CN*N be upper quasi-triangular, let p, q, Y, P, for u = 0,.
and QW for v = 0,...,n, be as in Proposition 4.10, and let r(x) = p(x)q(x)_l. Then
Mij in (4.21) is nonsingular for all 1 < i < j < v if and only if Y is a primary solution

to (4.2) with simple critical eigenvalues (if any).

Proof. Let (¢;, u;) be an eigenpair of Yj; and let ({;, u;) be an eigenpair of Yj;. Then by

using the properties of the Kronecker product, we observe that

Mz-jwf@u»:(zo»w -3 (@) o g Jow
e=1 g=1
=<Zp[€]< &) >, 9% €g1>(u]®u)
e=1 g=1
=: {(uj ®@u;),

and conclude that ({, u; ® u;) is an eigenpair of M;;. Since the eigenpairs of Y;; and
Yj; are chosen arbitrarily and everything is diagonalizable, all the eigenvalues of M;;
have this form, and we can conclude that the matrix M;; is nonsingular if and only if
¢ # 0, which is guaranteed by Lemma 4.12, since Y is a primary solution to (4.2) with

simple or no critical eigenvalues.
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Conversely, let {;, {; be eigenvalues of different diagonal blocks of Y, Yj; and Yj; say,
then there exist (¢;, u;) and (g, v;) eigenpairs of Yj; and Yj;, respectively. Since M;;
is nonsingular, its eigenvalue Y,/ ; pl/(¢)) A (3) Zgzl q18(g)) ng_l is nonzero,
thus by Lemma 4.12 either ¢; # ¢; and r(&;) # r(g;) or ¢; = ¢; and 7'(g;) # 0. If ¢; and
¢j belong to the same block, then either the block is of size 1 x 1 or ¢; is the complex
conjugate of ¢;, and again, ¢; # ¢; and r(¢;) # r(g;). Since ¢; and ¢; were chosen
arbitrarily, the same relation is true for any chosen pair of eigenvalues, and Y is thus

a primary solution to (4.2). O

4.5 NUMERICAL EXPERIMENTS

To the best of our knowledge, no other algorithm exists for the solution of the general
matrix equation 7(X) = A, thus we compare our approach with well-established tech-
niques for the computation of primary matrix functions. We consider the (approx-
imate) diagonalization method [5] and the Schur—Parlett algorithm [6, 20], applied
to the function r~1(z), that is, the chosen inverse of 7(z) in a neighborhood of the
eigenvalues of A.

If A is a normal, then its Schur form T = U*AU = diag(A4,...,An) is diagonal,
and the solution to #(X) = Ais X = Udiag(r~'(A1),...,r 1(An))U*, and in this case
our algorithm coincides with the diagonalization. If A is nonnormal, then the diago-
nalization algorithm cannot be applied if A does not have a basis of eigenvectors. In
principle, this is not a severe restriction, since a small perturbation can make it diago-
nalizable, but the eigenvectors can still be severely ill-conditioned, and this may lead

to a significant loss of accuracy, as shown in Test 4.1.

On the other hand, the Schur—Parlett algorithm is a suitable choice for entire func-
tions, but none of the branches of r~!(z) is. This algorithm reduces the computation
of a primary matrix function to the evaluation of the same function on matrices
whose eigenvalues lie in a small ball, and the latter evaluation is performed by using

a truncation of the Taylor series expansion of f. This is a severe restriction, as the
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Taylor series of r~!(x) in a neighborhood of the eigenvalue A; of A need not converge
to r‘l()\j), where A]- is another eigenvalue of A near A;. For instance, the Taylor series

12 at zy = —10 — i, when evaluated at z = —10 +

expansion of the square root z
converges to —(—10 + i)"/2 rather than to (—10 + i)/2. Moreover, if r~1(A;) is a crit-
ical point of r, then there exists no differentiable inverse of r extending r~1(A) in a

neighborhood of A;. For these reasons, we cannot consider the Schur-Parlett method

in our experiments, and instead we focus our attention on the following algorithms.
e invrat: an implementation of Algorithm 4.1.

¢ diag: an implementation of the diagonalization approach to the evaluation of
matrix functions. In order to evaluate f(A), this algorithm exploits the eigen-
decomposition A =: UDU™!, with U € CN*N nonsingular and D € CN*N
diagonal, and approximates f(A) as Uf(D)U~!. This algorithm works for diag-

onalizable matrices only.

o approx_diag: the variant of diag discussed by Davies [5]. In order to improve
the stability of the diagonalization approach, this algorithm computes the eigen-
decomposition of a nearby matrix A + ¢l = UDU™! and then approximates

f(A)as Uf(D)U .

The experiments were performed using the 64-bit version of MATLAB 2017b on a
machine equipped with an Intel I5-5287U processor, running at 2.90GHz, and 8GiB of
RAM. The accuracy of the algorithms is measured by the relative error, in the spectral
norm, with respect to a reference solution computed by running invrat with about
512 digits of accuracy using the Advanpix Multiprecision Computing Toolbox [19].

We will denote the machine precision by u.

Test 4.1 (Forward stability). In this test, we investigate experimentally the forward
stability of invrat, diag, and approx_diag. We consider the matrix equation 7(X) = A,
where

Z3 2 |z

Z3 2z
— Tzt

r(z) =
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102 ©
— K, (A)u
© © * invrat
102} O diag B
0 ¢ approx_diag

10-°

10710

10714

10718

Figure 4.1: Relative forward errors of invrat, diag, and approx_diag on the test set.

is the [3/3] Padé approximant to the exponential at 0. For A, we consider a test set
including 63 real and complex nonnormal matrices, of size between 2 x 2 and 10 x 10,

from the MATLAB gallery function and from the literature of the matrix logarithm.

Figure 4.1 compares the relative forward error of the three algorithms with the
quantity x,-1(A)u, the 1-norm condition number of a branch of r~! that extends a
real branch that contains o to the whole complex plane, estimated by means of the

funm_condest1 function from Higham’s Matrix Function Toolbox [12].

Out of the three algorithms we consider, diag appears to be the most unreliable,
as the relative forward error is of the order of 1 on more than 10% of the data set,
and often several orders of magnitude larger than x,-1(A)u. The forward error of
approx_diag is larger than «,-1(A)u on almost 30% of the data set, but is of the order
of 1 for four of the most ill-conditioned matrices only. Finally, the forward error
of invrat is approximately bounded by «,-1(A)u, which seems to indicate that the

algorithm behaves in a forward stable manner.

Test 4.2. Critical solutions to the scalar equation f(x) = y are ill-conditioned, and
the effects of the ill-conditioning become obvious as the derivative of f approaches
zero. This is the case for matrices as well, thus the accuracy of our algorithm, as that

of any stable algorithm, will be affected by what solution is being computed. Since
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an isolated solution is uniquely determined by its eigenvalues, choosing a solution
of the scalar equation r(x) = A;, for each distinct eigenvalue A; of A is enough to
fix what solution to 7(X) = A will be computed. This is equivalent to choosing an
inverse r~! of r and computing X = r~!(A), as discussed in Proposition 4.4.

In order to illustrate the numerical behavior of the Schur recurrence algorithm
in computing different solutions of a matrix equation, we consider the equation
r(X) = A, where r(z) = —z/(z% + 1). This equation is equivalent to AX? + X + A =0,
which was considered for theoretical purposes in [17] and [18].

It is easy to show [17, Lem. 3] that the equation r(z) = A, with A € C has two

distinct solutions if and only if A ¢ {0, £1/2}, while
e if A € (—o0,—1/2] U [1/2, +0) then the solutions have modulus 1;

e if A e D:= (C\R)u (-1/2,0) U (0,1/2), then one solution lies inside the unit

disc, while the other lies outside.

We can identify two analytic branches for the inverse: r;° L'Ds{zeC: |z > 1}
and r;' : DU {0} — {z e C : |z| < 1}, with branch cuts (—o0, —1/2] U [1/2, +0). The
points z = +1 are critical points for r(z), indeed r(+1) = F1/2.

We show how the accuracy of a solution X to r(X) = A degrades as the derivative
of the function r at X approaches a singular matrix. This can occur in two cases:
when two eigenvalues of A are close to each other but the corresponding eigenvalues
of X are far apart (this may happen also when we choose the same branch for two
nearby eigenvalues, if there is a branch cut in the middle); or when an eigenvalue of
A is close to the image of a critical value of r and the corresponding eigenvalue of X
is close to a critical point of r. We will examine one example for each situation.

Let us first consider the matrix A = M diag(1 —ei, 1+ 2¢e+¢i, 1+ 3¢+ ei)M~!, where
e = 10719, and M e R3*3 is a matrix with entries drawn from a standard normal
distribution. As one can choose two branches of the inverse of r for each of the
eigenvalues of A, there exist eight isolated primary solutions X. For each of them,
we report in Table 4.1 the magnitude of the smallest eigenvalue of Dr(X) and the
forward error of the solution X computed by invrat. The solutions that select a

different branch of the inverse of r for the eigenvalues on the opposite sides of the
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Table 4.1: Solutions of the equation 7(X) = A in Test 4.2. The three columns contain the
spectrum of X, the magnitude of the smallest eigenvalue of Dr(X), and the relative
error of the solution computed by invrat.

eigenvalues of X k(Dr(X)) ||)~( — X|2/[1X]l2
(M), 1T (A2), 1 (As)} 1.34 x 10*10 1.86 x 1079
{7 (M), 1T (M), 1y (M)} 3.00 x 10110 3.57 x 10706
{7 (M), 1 (A2), 1 (As)} 3.00 x 10110 3.60 x 10706
{7 (M), 1 (M), 15 (As)}) 1.00 x 10700 1.96 x 10716
{ry (M), 1T (M), 1 (As)}) 1.00 x 10190 3.32 x 10716
{ry ' (M), 17 (M), 75 (M)} 3.00 x 10710 1.84 x 10796
{rs 1 (A1), 75 H(A2), 1 (As)} 3.00 x 10*10 4.04 x 10700
{rs1 (M), 75 1 (A2), 1t (As)} 1.34 x 10*10 491 x 10777
10_5 T N T
X=X,
%51,
10771 )
10—13 - |
10_17 | | | | | | | |
1075 1078 1071 107° 1077 1075 103 1071
)

Figure 4.2: Relative error of the Schur algorithm for computing the solution of the matrix
equation 7(Xs) = Ay in Test 4.2 with spectrum {7’1_1()\1),71_1()\2),7”1_1(/\3)}.

branch cut lead to a better conditioned Fréchet derivative, and the solution computed
by invrat in this case has almost perfect accuracy.

To show that the accuracy of the solution computed by invrat are influenced by
the distance of the eigenvalues of A from the images of critical points, we investigate
the behavior of the algorithm when trying to compute solutions with almost critical
eigenvalues. We consider the matrix A; = M diag(1/2 —6i,1/2— 6,1+ 6i)M~!, where
M e R**? is a random matrix as in the previous test. Note that the eigenvalues of A
tend to the image of the branch point of r as § > 0 tends to zero. Figure 4.2 shows

the relative error of the primary solution to r(X;) = A; computed by invrat, as 0
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varies between 2 x 107!¢ and 2 x 10~!. As expected, the accuracy of the solution is
adversely affected by the proximity of the eigenvalues of A to the image of a critical

point of r.

4.6 CONCLUSIONS

After discussing some properties of the solutions to the matrix equation f(X) = A,
with f analytic, we developed an algorithm for computing primary solutions to the
matrix equation r(X) = A, where r is a rational function. Our approach relies on
a substitution algorithm based on Horner’s scheme for the evaluation of numerator

and denominator of r.

In previous work [11], [16] it has been shown that, for the kth root, the computa-
tional cost of the straightforward algorithm [22] can be reduced by considering sub-
stitution algorithms that exploit more efficient matrix powering schemes. However,
a fraction can be evaluated in several different ways, and some approaches require
fewer matrix multiplications than applying Horner’s method twice. One such exam-
ple is the Paterson-Stockmeyer method [21], which can require considerably fewer

matrix multiplications for polynomials of high degree.

In principle, any of these alternative schemes could produce a substitution algo-
rithm for the solution of the matrix equation r(X) = A. The computational cost of
the substitution algorithm induced by a given evaluation scheme would be the same
as the cost of the evaluation scheme itself, since the number of intermediate matrices
to be computed depends on the number of matrix multiplications needed to evaluate
numerator and denominator. Therefore, starting with a cheaper evaluation scheme
for rational functions, it might be possible to develop cheaper algorithms for the so-
lution of matrix functions of the form r(X) = A: this will be the subject of future

investigation.
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5 AN ARBITRARY PRECISION SCALING AND
SQUARING ALGORITHM FOR THE MATRIX
EXPONENTIAL

Abstract. The most popular algorithms for computing the matrix exponential are
those based on the scaling and squaring technique. For optimal efficiency these are
usually tuned to a particular precision of floating-point arithmetic. We design a new
scaling and squaring algorithm that takes the unit roundoff of the arithmetic as input
and chooses the algorithmic parameters in order to keep the forward error in the un-
derlying Padé approximation below the unit roundoff. To do so, we derive an explicit
expression for all the coefficients in an error expansion for Padé approximants to the
exponential and use it to obtain a new bound for the truncation error. We also derive
a new technique for selecting the internal parameters used by the algorithm, which
at each step decides whether to scale or to increase the degree of the approximant.
The algorithm can employ diagonal Padé approximants or Taylor approximants and
can be used with a Schur decomposition or in transformation-free form. Our numer-
ical experiments show that the new algorithm performs in a forward stable way for
a wide range of precisions and that the most accurate of our implementations, the

Taylor-based transformation-free variant, is superior to existing alternatives.

Keywords: multiprecision arithmetic, matrix exponential, matrix function, scaling
and squaring method, Padé approximation, Taylor approximation, forward error

analysis, MATLAB, expm.

2010 MSC: 15A16, 65F60.
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5.1 INTRODUCTION

The exponential of a matrix has been the subject of much research in the 150 years or
so since Laguerre first defined it [31], thanks to its many applications and in particular
its central role in the solution of differential equations. Several equivalent definitions
of this matrix function exist [20, Table 10.1], of which perhaps the most well known
is the representation via its Taylor series expansion: the exponential of A € C"*" is

the matrix
0 k
A
ed = kZ;) R (5.1)

Since the analogous series expansion of e*, for z € C, has an infinite radius of con-
vergence, the power series (5.1) is convergent for any A € C"*" [20, Thm. 4.6], and
truncating it to the first few terms gives a crude algorithm for approximating e”. This
method is known to be unsatisfactory—so much so that Moler and Van Loan [36],
[37] take it as a lower bound on the performance of any algorithm for computing the

matrix exponential.

The most popular method for computing the exponential of a matrix is the scaling
and squaring algorithm paired with Padé approximation. This technique, originally
proposed by Lawson [32], and further developed and analyzed by various authors
over the past half-century, proves remarkably reliable in finite precision arithmetic,
but its numerical stability is not fully understood. The method owes its name to the

identity

eA = (627514)25,

and relies on the approximation

et ~ rkm(Z_sA)zs, (5.3)
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where 7y, (z) is the [k/m] Padé approximant to e* at 0 and the nonnegative integers
k, m, and s are chosen so that r4,,(27°A) achieves a prescribed accuracy while mini-
mizing the computational cost of the algorithm. In practice, diagonal approximants
Ym 1= I'mm are the most common choice, as symmetries in the coefficients of the nu-

merator and denominator enable an efficient evaluation of r,,(A).

In recent years there has been a sharp rise of interest in multiprecision computation,
and the number of programming languages that support arbitrary precision floating
point arithmetic, either natively or through dedicated libraries, is growing. In many
cases, a wide range of arbitrary precision linear algebra kernels is available. Numer-
ical routines for the evaluation of matrix functions are also sometimes provided, as

we now explain.

The computer algebra systems Maple [33] and Mathematica [34] offer functions
that can evaluate in arbitrary precision real matrix powers, the matrix logarithm, the
matrix exponential, and a function that computes f(A) given a scalar function f and
a square matrix A. The open source computer algebra system Sage [42], [47] supports
arbitrary precision floating point arithmetic, but does not implement any algorithms

for the evaluation of matrix functions.

Turning to software focused on floating point arithmetic, the mpmath library [28]
for Python provides functions for evaluating in arbitrary precision a wide range of
matrix functions, including real powers, exponential, logarithm, sine, and cosine.
MATLAB does not support arbitrary precision floating point arithmetic natively, but
arbitrary precision floating-point data types are provided by the Symbolic Math Tool-
box [44] and the Multiprecision Computing Toolbox [38]. Both toolboxes implement
algorithms for the matrix square root, the exponential, the logarithm, and general
matrix functions, and the Multiprecision Computing Toolbox also includes the hy-
perbolic and trigonometric sine and cosine of a matrix. Finally, the Julia language [6]
supports multiprecision floating-point numbers by means of the built-in data type
BigFloat, which provides only a few basic linear algebra kernels for arbitrary preci-

sion computation, and the ArbFloats package, a wrapper to the C library Arb [27] for



arbitrary-precision ball arithmetic, which is capable of computing the matrix square

root and exponential.

The algorithms underlying the functions described above are not publicly available,
to our knowledge. Nor are details of the implementations (albeit embodied in the
source code of the open source packages), which in some cases may involve symbolic

arithmetic.

The MATLAB function expm is a careful implementation of the algorithm of Al-
Mohy and Higham [2], which relies on diagonal Padé approximants and exploits
precomputed constants 8,, that specify how small the 1-norm of certain powers of a
matrix A must be in order for r,,(A) to provide an accurate approximation to e” in
IEEE double precision arithmetic. These constants are obtained by combining a float-
ing point backward error analysis with a mix of symbolic and high precision com-
putations, and, at the price of a computationally expensive algorithm design stage,
provide a very efficient algorithm. For arbitrary precision computations, however, a
new approach is required, since this procedure, despite being in principle repeatable
for any given precision, is impractical to carry out when the accuracy at which the
function should be evaluated is known only at runtime and should hence be treated

as an input parameter to the algorithm.

The only published algorithm that we are aware of for computing the matrix ex-
ponential in arbitrary precision is that of Caliari and Zivcovich [7], which employs a
scaling and squaring algorithm based upon Taylor approximation. It includes a new
shifting technique less prone to overflow than the classic approach in [20, sect. 10.7.3]
and a novel way to compute at runtime a bound on the backward error of the trun-
cated Taylor series. The underlying backward error analysis relies on an explicit
series expansion for the backward error of truncated Taylor series approximants [43]
that does not readily extend to general Padé approximants, and the technique used
to bound the error relies on a conjecture on the decay rate of the terms of this series

expansion.

The goal of this work is to develop an algorithm for evaluating the exponential of a

matrix in arbitrary precision floating point arithmetic that can be used with diagonal
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Padé approximants or Taylor approximants and is fully rigorous. We wish to avoid
symbolic computation and we are particularly interested in precisions higher than
double. The algorithms we develop work in lower precision arithmetic as well, but
they can suffer from overflow or underflow when formats with limited range, such

as IEEE half precision, are used.

The techniques discussed here, together with those in [14], provide algorithms for
evaluating in arbitrary precision most matrix functions that appear in applications. In
particular, the inverse scaling and squaring algorithms for the matrix logarithm devel-
oped in [14] can be adapted in a straightforward way to the evaluation of fractional
powers of a matrix [23], [24], whereas the algorithms proposed here can be used to
compute trigonometric [1], [4], [17], [20, Chap. 12], [22], [25] and hyperbolic functions
[1], [8], [22], and their inverses [5], by relying on functional identities involving only

the matrix exponential.

The broad need for arbitrary precision matrix functions is clear from their inclu-
sion in the software mentioned above. The need to compute the matrix exponential to
high precision is needed, for example, in order to compute accurate solutions to the
burnup equations in nuclear engineering [41]. Our particular interest in the matrix
exponential stems not only from its many applications but also from algorithm de-
velopment. Estimating the forward error of algorithms for matrix functions requires
a reference solution computed in higher precision, and an arbitrary precision algo-
rithm for the matrix exponential can be used both for the exponential and for other
types of functions as mentioned above. Furthermore, such an algorithm allows us
to estimate the backward error of algorithms for evaluating matrix functions defined
implicitly by equations involving the exponential, such as the logarithm [3], [14], the

Lambert W function [15], and inverse trigonometric and hyperbolic functions [5].

We derive in section 5.2 a new bound on the forward error of Padé approximants to
the matrix exponential. We also make a conjecture that, if true, would lead to a more
cheaply computable error bound. In section 5.3 we develop a novel algorithm for
evaluating the exponential of a matrix in arbitrary precision. In section 5.4 we test ex-

perimentally several versions of this algorithm and compare their performance with
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that of existing algorithms. In section 5.5 we summarize our findings and discuss

future lines of research.

Finally, we introduce some notation. We denote by Rt = {x e R: x > 0} the set
of nonnegative real numbers, by IN the set of nonnegative integers, and by ||-|| any
consistent matrix norm. The spectrum of A € C"*" is denoted by ¢(A), its spectral
radius by p(A) = max{|A| : A € 0(A)}, and the unit roundoff of floating point arith-
metic by u. Given f : C"*" — C"*" and A € C"*"", we measure the sensitivity of f(A)

by means of the relative condition number

. If(A+E) - f(A)]
KA =i S TR A

which is given explicitly by [20, Thm. 3.1]

s Al
A= A (54

where Dy : C"*" — C"*" is the Fréchet derivative of f at A, which is the unique

linear operator that, for all E € C"*", satisfies f(A + E) = f(A) + Ds(A)[E] + o(|[E]}).

5.2 PADE APPROXIMATION OF MATRIX EXPONENTIAL

The state of the art scaling and squaring algorithm for the matrix exponential relies
on a bound on the relative backward error of Padé approximation in order to select
suitable algorithmic parameters [2]. This approach requires an expensive precision-
dependent design step that is unpractical to carry out when the precision at which
the computation will be performed is known only at runtime. For that reason, we
prefer to use a bound on the forward (truncation) error of the Padé approximants to

the exponential that is cheap to evaluate at runtime.

Let f be a complex function analytic at o, and let k,m € IN. The rational function

Tkm(2) = Pim(2)/qkm (2) is the [k/m] Padé approximant of f at o if py,,(z) and g, (z) are
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polynomials of degree at most k and m, respectively, the denominator is normalized

so that gy, (0) = 1, and f(z) — rxm(z) = O(ZF+"+1).

The numerator and denominator of the [k/m] Padé approximant to the exponential

at o are [16, Thm. 5.9.1]

k oy " |
) = 31 () St = 2ol

o . (5:5)
]:0 ]:0

In our algorithm, we will approximate e by means of the rational matrix function
Tem(A) = qkm(A)_1 Pim(A), which we evaluate by first computing P = py,,(A) and
Q = gkm(A) and then solving a multiple right-hand side linear system in order to
obtain X := Q7!P. The computational efficiency of this method depends entirely on
the evaluation scheme chosen to compute P and Q. In the literature, the customary

choice is the Paterson-Stockmeyer method [40], which we now briefly recall.

Let us rewrite the polynomial p(X) = Z?:o w; X' as
v

p(X) =) Bi(X)X", (5.6)

i=0
where v < k is a positive integer, v = |k/v|, and

Qyipy1 XV ay X +al, i=0,...,v—1,
Bi(X) =

X b a1 X+ g, i=v.

If we use Horner’s method with (5.6), then the number of matrix multiplications

required to evaluate p(X) is

1, if x divides y,
Cf(k) =v+v—-1-n(vk), n(x,y) =

0, otherwise,
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which is approximately minimized by taking either v = |v/k| or v = [v/k]. Therefore

evaluating ry,, (X) requires, in general,

Cl(k) = v + v + UckJ + LZJ —2—n(v, k) — (v, m) (5.7)

matrix multiplications, where v, denotes v// rounded to the nearest integer. This
cost can be considerably reduced for diagonal Padé approximants (for which k = m)
by exploiting the identity p,,(X) = qm(—X), where py := pmm and g := Gmm. By
rewriting the numerator as

mo mpl o mp2-] ‘
pu(A) = D BA = > BrAY+ A D PoA¥ = U, + AV = U, + U,,
i=0 i=0 i=0

where U, and U, are the sums of the monomials with even and odd powers, respec-
tively, we obtain that g,,(A) = U, — U,. By using v stages of the Paterson-Stockmeyer
method on A?, computing U, and U, requires one matrix product to form A? and
v — 1 matrix multiplications to compute the first v powers of A?%; evaluating U, and
V require ||m/2|/v| —n(v,|m/2]) and ||(m —1)/2]/v| — (v, |(m — 1)/2]) matrix multi-
plications, respectively; and computing U, requires one additional multiplication by

A. Therefore evaluating both p,,(A) and g,,(A) requires

Citm) = v+ 1 | P2 o U ) < v L - 1720

1%

matrix multiplications, and it can be shown that C;(m) is approximately minimized
by taking either v = |\/m —1/2| or v = [y/m — 1/2|. For m between 1 and 21, we have

that min {C[\/@(m), C[\/ﬁ] (m)} = 71,,, Wwhere the 71, are tabulated in [20, Table 10.3].

In principle, when designing an algorithm based on Padé approximation, one
could use approximants of any order but, for any given cost, it is worth considering
only the approximant that will deliver the most accurate result. By definition, this
will be that of highest order, thus if evaluating the approximant of order m requires
C(m) matrix multiplications, an algorithm will typically examine only approximants

of optimal order m'({) = max{m : C(m) = {}, for some { € IN. For truncated Taylor
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series and diagonal Padé approximants to the exponential, the sequences of optimal

orders are [13, egs. (2.7) and (4.6)]

o = {(i ZZ)ZJ, ieN, (5.8)

and

LT e

respectively. Note that, for diagonal Padé approximants to the exponential, all opti-
mal orders but af are odd. For a thorough discussion of the effect of rounding errors

on the evaluation of matrix polynomials using the scheme (5.6) see [20, sect. 4.2].

5.2.1 Forward error

Now we present a new upper bound on the norm of the forward error of ry,,(A) as
an approximation to e which in section 5.3, will play a central role in the design of
a scaling and squaring algorithm for computing the matrix exponential in arbitrary
precision. The leading term of the truncation error of the [k/m] Padé approximant is
known [16, Thm. 5.9.1], since €% — ry,(z) = cf, 2"t + O(zF+™+2), where

k'm!

o = D" G ik m )1 (5.10)

We begin by obtaining all the terms in the series expansion of gy, (z)e* — pim(z).

Lemma 5.1. Let 74,(2) = pm(2)/qim(2z) be the [k/m] Padé approximant to €* at 0. Then
forallz e C,
(=D)™k! (m+i—-1)!

o0
z _ _ { _k+m+i L _
T (2)e” = Pian(2) 1221 G e = = Dikrm D O

Proof. By equating the coefficients of zK*""*% on the left- and right-hand side of the

first equation in (5.11), we obtain that cim is the sum, for j from o to m, of the
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jth coefficient of gy,,(z) multiplied by the (k + m + i — j)th coefficient of the series

expansion of e*:

Nl 1 N m\ (k+m—j!
_;)57' (k+m+i—j)! ; < >k+m+z—])'

We prove (5.11) by induction on m. For m = 1 we have

e i (O ()
l (—1) k!

S Dk CL TR D s e

a

By exploiting the identity (*}') = (§) + (,°,), for the inductive step we have

y 1 ’”“ <m+1) (k+m+1—j)!
kmtl = (ktm+1)! & i) (k+m+1+i—j)
B 1 (k+m+1)! & m\ (k+m+1—j)
_(k+m+1)!<(k+m+1+ ; ( >k+m+1+1—])
- (k+m+1—j)! mi1 K
]; Q )(k+m+1+z—]) +(=1) 1(k+i)!)
= (k+1)+m—j)! (k+m—j)!
k+m+1 ]; < )((k+1)+m+z—])!_(k+m+i—j)!>
1™ k+1 Nm+i—1) (=D)"kl(m+i—1)!
k+m+1'< (—D)!m+k+i+1)!  (—1D!(m+k+i) >
(=1)"k (m+1—1) .
~FEma DG Dim kgt mok=isl)
_ (=)™ 1k (m+1) +i—1)!
Skt mEIGE-D(m 1) F ki)
which concludes the proof. O

This result can be exploited to bound the truncation error of ry,,(A). We will use
the result in [2, Thm. 4.2(a)]: if f(x) = X2, c;x' and ¢; has the same sign forall i > ¢,

then for any X such that

g (X) 1= min]| X4, [ XPHVEDY,ad —1) < o, (5.12)
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is less than the radius of convergence of the series, we have

IFEO) < D) leilaa(X) = = | flaa(X))]- (5.13)
i={

w .
> cing(X)'
i=t

An alternative definition of a;(X) has been recently proposed for the computation
of the wave-kernel matrix functions [39]. This more refined strategy requires the
computation of |A% ||y for all d;,d; such that ged(d;, d;) = 1 and did; — d; —d; < k+ m.
The cost of finding all such pairs is difficult to determine, but it must be at least
O((k + m)log(k + m)) operations, as there are at least O((k + m)?) pairs to test and
Euclid’s algorithm for finding the greatest common divisor of two integers a,b € IN
such that a < b requires 2log, a + 1 operations in the worst case. Moreover, even if all
the pairs to be tested were known, the cost of evaluating the bound would increase
with k and m, and as both can be potentially large when resorting to high precision,
we prefer to use the cheaper bound given by (5.12). However, all the results in this
section can be modified by replacing a;(X) with

a¥m(X):=  min  max {Hxﬂul/ﬂ, benl/b} .

ged(a,b)
ab—a—b<k+m

For the truncation error of the [k/m] Padé approximant to the matrix exponential,

we would like to obtain a bound of the form

le* = rin (X)) < [ — 1 (wa(X))], (5.14)

which would be true if all the nonzero terms in the series expansion at o of e* — 1y, (z)
had the same sign. By Lemma 5.1, this would be true if g;,,(z) ! had a power series
expansion with all coefficients of the same sign. This applies to Taylor approximants
ty 1= 10, since gy, (z)~! = 1, and by (5.13) we can derive the bound

e — t(X)[| = ") — (g (X))] .

© q
PHERG S

~
i=k+1 "

S

i=k+1
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For all other even values of m that we have checked, this is not the case. For ex-
ample, the series expansion for the reciprocal of the denominator of the [2/2] Padé

approximant is

z Z2 Z3 24 Z6

1422 F
) 276 247 144 1728

+0 ().

However, for the algorithm we are designing we are interested only in bounding
the forward error of diagonal approximants of optimal degree, and from (5.9) we
know that most optimal degrees are, in fact, odd. Experimental evidence suggests

that, in this case, the coefficients of the series expansion are indeed one-signed.

Conjecture 5.2. Let k,m € IN. If m is odd, then all the coefficients of the series expansion of

Grm(z) "1 at 0 are positive.

In order to prove this conjecture, we attempted to derive an explicit expression for
the coefficients of the Maclaurin expansion of g, (z) ~!. First, we tried to decompose
this function into the product of simpler terms whose Taylor expansion at o had one-
signed coefficients, but we were unable to find a suitable factorization of gy, (z). Next,

! as the composition of z~! and gy,,(z), we considered using

by interpreting gy, (z)~
the well-known Faa di Bruno’s formula [11], [12] to compute higher-order derivatives
of this function. By exploiting well-known results [29], we obtained several equivalent
expressions for the quantities we were examining, but none of them led us to a proof
of Conjecture 5.2.

It the latter were true, then we could use the bound (5.14) for all diagonal approx-
imants of degree a¢ in (5.9) for i € IN\ {1}, but since we do not have a proof of the

conjecture we will bound the truncation error of r,, for any k and m. We will use the

next result, which combines Lemma 5.1 and (5.13).

Corollary 5.3 (bound on the truncation error of Padé approximants). Let us denote the
[k/m| Padé approximant to €* at O by Ty = Pkm/Gkm- Then for X € C**" and any positive
integer d such that d(d —1) <k +m +1,

[ = 71 ()] < ()7 i (a (X)) = i (g (X)) (5.15)
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Proof. By (5.13), we have

X = ()| = 10 ()7 (@n (X)X = pin(X0) |
B (X)7 | |10 (X0 = pron (X))

Bon ()™ |1 (00 (X)) = i (a(X)

N

N

7

where for the last inequality we used the fact that the coefficients of the series expan-

sion of gy, (z)e* — pim(z) all have the same sign, by Lemma 5.1. O

Since the norm of q,,!(X) does not depend on a;(X), the bound in (5.15) is nonde-

creasing in a4(X) and therefore is minimized by choosing for d the value

d* = argmin ay(X), (5.16)
1<d<dlk/n]

where

dlFm — max{d € N d(d —1) < k+m+1} = 1+V5+42(k+m+1> . (517)

Depending on the size of k and m, this choice might require the estimation of a;(X)
for too many values of d, and thus be unpractical. On the other hand, it has been
observed [2] that the sequence (x;(X))gen is typically roughly decreasing, so it is rea-
sonable to use the considerably cheaper approximation a /. (X). In our algorithm,
we adopt an intermediate approach that has the same cost as the computation of
a4im) (X), but improves on it by reusing previously computed quantities. We discuss

this in detail in section 5.3.

5.3 A MULTIPRECISION ALGORITHM

In this section we develop a novel scaling and squaring method for computing the
matrix exponential in arbitrary precision floating point arithmetic. Our algorithm

differs from traditional scaling and squaring approaches, such as those of Al-Mohy



5.3 A MULTIPRECISION ALGORITHM |

and Higham [2] and Caliari and Zivcovich [7], in several respects. First, it relies on
a bound on the forward error rather than on the backward error of the Padé approx-
imants to the matrix exponential and avoids the use of any precomputed precision-
dependent constants by evaluating at runtime the bound (5.15) for some choice of d.
Moreover, unlike scaling and squaring algorithms for double precision based on di-
agonal Padé approximants [2], [19], [20, Alg. 10.20], [21], which use approximants of
order at most 13 and a nonzero scaling parameter only if the approximant of highest
degree is expected not to deliver either a truncation error smaller than u or an accu-
rate evaluation of r13(A), our algorithm blends the two phases together and tries to
determine both parameters at the same time.

Our arbitrary precision scaling and squaring algorithm for the computation of e#
is given in Algorithm 5.1. Besides the matrix A € C"*", the algorithm accepts several

additional input arguments.

o The arbitrary precision floating point parameter u € R™ specifies the unit round-

off of the working precision of the algorithm.

o The Boolean parameter use_taylor specifies the kind of Padé approximants
the algorithm will use: truncated Taylor series if set to true, diagonal Padé

approximants otherwise.

o The parameter u;,; € R specifies the unit roundoff of the precision used
to evaluate |g,,(275A)"!|; in (5.18) below. The value of uy,,; is ignored if

use_taylor is set to true.

o The vector m € IN¥, sorted in ascending order, specifies what orders of Padé
approximants the algorithm can consider. The algorithm will select i between
1 and N, and then evaluate either the truncated Taylor series of order m; or the

[m;/m;] Padé approximant, depending on the value of use_taylor.

o The nonegative integer smax specifies the maximum number of binary power-

ings the algorithm is allowed to compute during the squaring stage, or, equiva-

121



122

Algorithm 5.1: Scaling and squaring algorithm for the matrix exponential.

N

O 00NN SN U W

10
11
12
13
14
15
16
17
18
19
20
21

22
23
24
25
26

27
28

29

30

Given A € C™", this algorithm computes an approximation to e’ in float-
ing point arithmetic with unit roundoff u using a scaling and squaring
method based upon Padé approximants. The pseudocode of EvALBoUNDDIAG
and EVALPADEDIAG is given in Fragment 5.3, that of EvaLBounpTayL and
EVALPADETAYL in Fragment 5.5, and that of REcompDIAGs in Fragment 5.2.

Ag I
if use_taylor then
EVALBOUND « EVALBOUNDTAYL
EVALPADE < EVALPADETAYL
A1 A
else
EVALBOUND « EVALBOUNDDIAG
EVALPADE < EVALPADEDIAG
A — A?
s<—20
i<—0
Y [—OO,—OO,...]
Xmin < O
Oold < 0
[0, ¢, k4] < EVALBOUND(A, m;, s)
while 6 > utp and s < spmax and i < N do
if k4 > (u) or 6,y < 5 then
‘ s—s+1
else
| i—i+1
o1 < 0
[0,9, k4] < EVALBOUND(A, m;, s)

Y < EVALPADE(A, m,s)
if 1IsQUASIUPPERTRIANGULAR(A) then
| Y <« RECOMPDIAGS(2°A, Y)

fort — 1tos do
Y « Y?
if 1sQUASIUPPERTRIANGULAR(A) then
| Y — rREcOMPDIAGS(25TA,Y)

return X
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lently, the maximum number of times the matrix can be multiplied by 3 during

the initial scaling stage.

o The function parameter { : R™ — R* specifies a precision-dependent value
that is used to predict whether the evaluation of gy, (A) will be accurate or not.

This parameter is not used when use_taylor is set to true.

We now discuss the outline of Algorithm 5.1. The variables A, 7, and amin are
assumed to be available within the following code fragments (that is, their scope is
global). The Boolean variable use_taylor chooses between the auxiliary functions
in Fragments 5.3 and 5.5, tailored to the case of diagonal Padé approximants and
truncated Taylor series, respectively. Finally, we use the notation [x, x, ... ], to denote
a vector whose elements are all initialized to x and whose length is unimportant. We
assume that very few of its entries will take a value different from the default, and
thus that such a vector can be stored in a memory-efficient way.

The algorithm starts by determining a suitable order and a scaling parameter s for
the scaling and squaring method. To this end, on line 10-11 it sets s and i to o and
then increments them, trying to find a choice for which the right-hand side of (5.15),
for X = 27°A, k = mj, and m = k or m = 0, is smaller than uyp(27°A), where ¢(X)

approximates HeX I 1-

As long as this condition is not satisfied, two heuristics are used
to decide which parameter is more convenient to change. One approach is aimed at
keeping the evaluation of the Padé approximant as accurate as possible, by taking
into account the conditioning of gy,; being specific to diagonal approximants this is
discussed in section 5.3.1. On the other hand, we noticed that when a;(27°A) » 1, the
bound (5.15) can sometimes decrease exceedingly slowly as m increases, leading to
the use of an approximant of degree much larger than needed, which in turn causes
loss of accuracy and unnecessary computation. We found that monitoring the rate
at which our bound on the truncation error of the approximant decreases provides
an effective strategy to prevent this from happening. In particular, we increment s
when the bound on the truncation error does not decrease at least quadratically, that
is, when 8,,; < 6%, where 6,; and ¢ are the values of the error bound at the previous

and current iteration of the while loop on line 16 of Algorithm 5.1, respectively.
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Fragment 5.2: Recomputation of the diagonals.

1 function REcomPDi1AGS(A € C"*", X € C"™*")

> Compute main diagonal and first upper-diagonal of X ~ e” from A.
2 fori=1ton do

3 ifi=n—1lori<n-—2anda;;y;;1 =0 then

4 if ait1,i = 0 then

5 ‘ Recompute x;;, X;;+1, Xi+1,i+1 using [20, Eq. (10.42)].

6 else

7 L Recompute x;;, X;ji+1, Xi+1,i, Xi+1,i+1 using [2, Eq. (2.2)].
8 i—i+1

9 else

10 L xi,i «— e”i"'

As soon as a combination of scaling parameter and Padé approximant order is
found, the algorithm computes Y by evaluating the Padé approximant (diagonal or
Taylor) of order m; at 27°A, and finally computes et ~ Y7, by applying s steps of
binary powering to Y. If A is upper quasi-triangular, then in order to improve the
accuracy of the final result, the function REcompDi1AGs in Fragment 5.2 is used to
recompute the diagonal and first upperdiagonal of the intermediate matrices from

the elements of A, as recommended by Al-Mohy and Higham [2].

In the next two sections, we discuss how the functions EvaALBouND and EVALPADE
can be implemented efficiently for diagonal Padé approximants and truncated Taylor

series.

5.3.1 Diagonal Padé approximants

When use_taylor is set to false, that is, when diagonal Padé approximants are being
considered, the condition that needs to be tested on lines 15 and 22 of Algorithm 5.1

is, for some d such that d(d — 1) <2 m; + 1,

I (27547 [ga (a2 A)eE D — p (a2 A) | <up@a),  (519)
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As discussed in section 5.2, the choice of a;(X) that would guarantee the best
bound is ucb[i"f/ wi] (X), for d* in (5.16), but this value can become impractical to compute,
even for Padé approximants of relatively low degree. Taking & s,/ (X), where d[™/m]
is defined in (5.17), on the other hand, is appealing because this estimate requires
the evaluation of ||Ad\|}/ 4 for at most two values of d independently of the value of m;,
and is often not far from the best choice, since the sequence (HAdHl/ 4)

JeN 18 typically

roughly decreasing [2].

However, it is sometimes possible to obtain a better bound at almost no extra cost,
by reusing quantities computed during previous steps of the algorithm. Observe
that, since ||(275A)%||"/4 = 27| A4|"/ and thus a;(275A) = 275a4(A), it is enough to
estimate the norm of powers of A and then scale their value as required. Moreover,
since the algorithm considers the approximants in nondecreasing order of cost, the
value of dI™/™] is nondecreasing in i. Therefore, in (5.18) we can replace a;(272A) by
27%amin, where amin is a variable that keeps track of the smallest value of ;s (X)
computed so far, and is updated only when a new value « /] (X) < @min is found

for some j > i.

Since only the order of magnitude of apiy is actually needed, we estimate HAdHl
by running in precision up,; the 1-norm estimation algorithm of Higham and Tis-
seur [26]. This method repeatedly computes the action of A on a tall and skinny ma-
trix without explicitly forming any powers of A, and thus requires only O(n?) flops.
In the pseudocode, the 1-norm estimation is performed by the function NORMEST1,
whose only input is a function that computes the product AX given the matrix
X € C™t, In order to keep the notation as succinct as possible, anonymous functions
are specified using a lambda notation, and Ax.f(x) denotes a function that replaces

all the occurrences of x in the body of f with the value of its input argument.

By storing the values of |A?|; in the global array v, the 1-norm of each power
of A is estimated at most once. Further computational savings can be achieved by
computing some carefully chosen powers of A within the algorithm and using them

to evaluate of the action of powers of A on a vector, as we will discuss later.
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As long as the bound (5.18) is not satisfied, the algorithm can decide to either in-
crement the scaling factor or increase the order of the Padé approximant, since either
choice will reduce the truncation error of the approximation. Both options, however,
may have an adverse effect on the numerical behavior of the algorithm, since taking
a Padé approximant of higher degree may significantly increase the conditioning of
the coefficient of the linear system to be solved, thus jeopardizing the accurate eval-
uation of the approximant, whereas increasing s will increase the number of matrix
multiplications that will occur during the squaring phase of the algorithm, which is

the most sensitive to rounding errors, as shown by [20, Thm. 10.21].

We solve this dilemma by means of a heuristic that prevents the 1-norm condi-
tion number of g, (27°A) from getting too large. In particular, if our estimate
K4 = NORMEST1(AX.q; (27°A) ~1x) NORMEST1(Ax.q,,(27°A)x) is larger than a constant
{(u) that depends on the unit roundoff 1, we update the scaling parameter and leave
the order of the Padé approximant unchanged. Otherwise, we increment i and take
an approximant of higher order chosen according to the elements in m. In practice,
we set {(u) := u~1/8. For IEEE double precision, this choice gives (u) = 2%/ ~ 98.70,
which agrees (within a factor of 1.4) with the largest condition number allowed by

Al-Mohy and Higham [2, Table 3.1] for double precision.

Within our algorithm, we can exploit the evaluation scheme discussed in section 5.2
to reduce the computational cost of the evaluation not only of ry, (27°A), but also of

the term |gq,(272A)|; appearing in the bound (5.18).

Since Algorithm 5.1 considers Padé approximants of increasing cost, for diagonal
Padé approximants we have that m; < m; for i < j. Hence, whenever in Algorithm 5.1
the bound (5.18) is evaluated for the approximant of order m;, we are guaranteed
that on line 23 4, (27°A) will be evaluated for some j > i. Since numerator and
denominator of the approximant are evaluated by means of the Paterson-Stockmeyer
method, we know that at least the first v = [,/m;| powers of 27°A will be needed, and
since scaling a matrix requires only O(n2) flops, it is worth it to compute immediately
the first v powers of A, and subsequently use them to speed up the estimation of

1/d — —
[AT1, 45125 A)l, and [e?]s.



Fragment 5.3: Auxiliary functions for diagonal Padé approximants r,.

1 function EVALBOUNDDIAG(A € C"*",m € IN,s € IN)
> Check (5.18) for ry, and estimate x1(qmu(A)).

2 Qmin < OPTALPHADIAG(A, M, Amin)

3 [U,, U,] < EVALPADEDIAGAUX(A, m, S, Upyg)

4 Set working precision to 1y, .

5 [L, U] < ru(U, — U,)

6 17 < NORMEST1(Ax.(U~ (L7 1x))

7 Set working precision to u.

(5 N 7] ‘qm(zis“min)eZﬂ{xmin - pm(zis“min)‘

9 P < NORMESTT(Ax.(U~Y(L71(2U,x)) + x))

10 kK4 < 1 NORMESTI(Ax.(U, — U,)x)

11 return (5, lp, Ka

o)

12 function EVALPADEDIAG(A € C"*",m € N, s € IN)
> Evaluate 1,,(27°A).

13 [U,, U,| < EVALPADEDIAGAUX(A, m, s, u)

14 [L, U] « ru(U, — U,)

15 return U~ (L71(2U, + 1))

16 function EVALPADEDIAGAUX(A € C"*",m € N,s € N, u € R™)
> Evaluate components of pmm(A) and Gmm(A).
17 Set working precision to u.

1(2m—2i)! 1(2m—2i—1)!
8 e — [(2m7;1!((m7f2i)1!)(2i)1] o Bo — [(zmﬁnf_"ﬁi_f)g ()2i+1)!]i:0

19 return EVALPOLYPS(2s, B, [v/m]), (275 A) EVALPOLYPS(2s, B, [+/m])

[m/2—1]

20 function oPTALPHADIAG(A € C"*",m € N, &min € R™T)
> Compute Xmin.
d [1+\/5+8mJ

2

21

22 if 4 = —oo then

23 L Y4 < NORMEST1(Ax.EVALPOWVECDIAG(d, x)) 1/

24 if Yd+1 = —© then
25 L Y441 < NORMEST1(Ax.EVALPOWVECDI1AG(d + 1, x))V/(@+1)

26 return min{max{vy, Y411}, ®min}

27 function EvarLPowVecDiaG(d € N, X € C"*1)
> Compute A®X using elements in A.

28 ¢ — length(A)

29 whiled >1and ¢ > 1 do

30 fori — 1to|d/(2¢)]| do

31 | X — AX

32 d «—d mod 2¢

33 €<—min{€—1, [d/ZJ +1}

34 if d = 1 then

3 | X< AX

36 return X

127



128

| MUTLIPRECISION ALGORITHMS FOR THE MATRIX EXPONENTIAL

Fragment 5.3 shows how the bound (5.18) can be evaluated efficiently for diagonal
Padé approximants. In order to estimate ||g;,'(27°A)|1, the algorithm computes the
matrices U, and U, using the Paterson-Stockmeyer method given in Fragment 5.4.
This implementation stores the powers of A2 in the global array .4, which is updated
only when it does not already contain the first [/m] powers of A2. Since the number
of matrices stored in A changes with m, we introduce a function length(.A), that
returns the number of positive powers stored in A. In other words, if length(.A) = ¢,

then A contains ¢ + 1 matrices from Ay = I to A, = A%,

Note that although it makes sense, from a performance point of view, to compute
U, and U, in lower precision, the elements of A must be computed at precision u in
order to be reused to evaluate numerator and denominator of r,,(27°A). These lower
precision approximation of U, and U, can be used to compute a cheap approximation
(e 1) to | 4|1 needed in (5.18), since g,,(X) ' pm(X) = 2(U, — U,)~'U, + I can
be evaluated by means of only one multiple right-hand side system solve at precision

Upnd-

In addition, the elements of A can be used to reduce the computational cost of es-
timating the 1-norm of powers of A. In order to estimate | A?||;, NORMEST1 computes
repeatedly Y := A%X, where X € C"*, with t « n. If the matrix multiplications are
performed from right to left, evaluating Y requires 2dtn? flops, but if some of the
powers of A are available, the factor d can be reduced to as little as log, d. We il-
lustrate the strategy to perform this cost reduction in the function EvALPowVEcDIAG,
which evaluates A?X using the powers of A stored in .A. We use the two variables
d and ¢, initialized to d and length(.A), respectively, to keep track of the state of the
computation. The function repeatedly multiplies X by A, = A% for t = [dN/ (20)]
times, that is, until d becomes smaller than 2¢. At this point, the algorithm updates
d and ¢, setting the former to the number of matrix multiplications left to perform,
d —t, and the latter to the largest integer smaller than the new value of d. Since A
contains powers of A? rather than A, an additional multiplication by A is necessary

for odd d.



Fragment 5.4: Modified Paterson-Stockmeyer algorithm.

1 function EvALPoLYPS(s € N, B € C,v € N)
> Evaluate 22:0 Be(27°A) using elements of A.
2 £ « length(A)
3 vV [t/v]
4 fori—/¢+1tovdo
5 | A= A Ay
6 Y «— Z;‘?:OW ‘BW_,_]-Z*S]'.A]'
7 fori «<— v —1 down to 0 do
8 L Y 2TV A + 350 it 27 A,

9 return Y

This algorithm requires (min(C; v (@), Cr g (mi)) + s)n® flops in precision u, for
evaluating r,,(A) and performing the final squaring phase, and (2,/m; + %)in® flops
in precision uy, for evaluating and factorizing gn,(27°A), in order to check whether

the bound (5.18) is satisfied.

5.3.2 Taylor approximants

Truncated Taylor series are appealing Padé approximants to use in conjunction with
bound (5.15), as the property that gxo(x) = 1 enables us to eliminate the computation
of gn,(27°A), the most expensive term to evaluate in (5.18), and thus obtain substantial
computational savings. Even though for truncated Taylor series there is no need to
evaluate the approximant when evaluating the bound, the function EvALBouNnDTAYL
updates the array .4, which in this case stores powers of A rather than A2. In fact,
these powers can be used to reduce the cost of estimating | A%||; as well as |e?||;. The
elements of A are estimated by means of NORMEST1, and the action of the powers of A
on a vector is computed by means of the function EVALPOWVECTAYL in Fragment 5.5,

which uses the elements in A analogously to EvALPowVEcDIAG.

For ¢ in the bound (5.18) one can use a lower bound on the 1-norm of e. The

inequality |e?; = e l4lh [20, Thm. 10.10] can be exploited at no extra cost, but
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Fragment 5.5: Auxiliary functions for truncated Taylor series t,.

1 function EVALBOUNDTAYL(A € C"*",m € N, s € IN)
> Check (5.18) for ty,.

2 for i — length(A) +1 to [\/m] do

3 | A=A Ay

4 Qmin < OPTALPHATAYL(A, M, ®min)

5 8« |2 tmin — Pm (27 amin) |

6 P < ESTIMATENORMEXP(s)

7 return o, P, 1

8 function EVALPADETAYL(A € C"*",m € IN,s € N)
= Evaluate t,,(27°A).
1 m
9 p— [ﬁ]i:O
10 return EVALPOLYPS(s, B, v/m)

11 function oPTALPHATAYL(A € C"*",m € IN, &min € R™)
> Compute min.
d [1+\/5+4mJ

2

12

13 if vy = —oo then
14 L Y4 < NORMEST1(Ax.EVALPOWVECTAYL(d, x))/4
15 if Yd+1 = —© then

16 | Y441 < NORMEST1(Ax.EVALPOWVECTAYL(d + 1, x))Y/(@+1)

17 return min{max{7y4, Y411}, Xmin}

18 function EVALPOwWVECTAYL(d € IN, X € C"*f)
> Compute A®X using elements in A.

19 £ — length(A)

20 while d > 0 do

21 fori — 1to |p/l] do

22 L X — A X

23 d<—d mod ¥
24 | £ <—min{l—1,d}

25 return X

26 function ESTIMATENORMEXP(s € IN)
o Estimate ||e?| using elements in A.
length(A) A;

27 Z — Zi:() zsi;'!
28 return NORMEST1(Ax.Zx)
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being typically not very sharp can potentially lead to unnecessary computation. Van

Loan [45] suggests the bound

>e, A* = max ReA,
1 Aeo(A)

which is typically tighter than the previous bound, and always so when A* > 0.
Estimating A*, however, requires either the eigendecomposition of A, or the solution
of a family of shifted linear systems [35], and both solutions might be unpractical
in that they require O(n%) flops for dense matrices. A practical estimate that can be
computed with only O(n?) extra cost is provided by the function ESTIMATENORMEXP

in Fragment 5.5, which relies on the approximation

¥ A x é (Z:!A)l = é 2:;Ai =&, ¢ = length(A).
i=0 i=0

If only the elements of 4 already computed on line 2-3 of EVALBOUNDTAYL are used,

computing this estimate requires only 2¢n? flops. Additional savings can be gained

by noting that ¢} ; can be obtained from ¢; with only one matrix scaling and one

matrix sum, and the full cost of 2¢n? flops need not be paid as long as s does not

change.

Overall, this algorithm requires (2,/m; + s)n> floating-point operations.

5.3.3 Schur—Padé variants

If A is normal (A*A = AA*) and a multiprecision implementation of the QR algo-
rithm is available, diagonalization in higher precision is another approach for com-
puting e”. More generally, a (real) Schur decomposition can be used: A = QTQ*,
where T,Q € C"™" are, respectively, upper triangular and unitary if A has com-
plex entries and upper quasi-triangular and orthogonal if A has real entries. Then
e’ = Qe Q*. In our experiments, we consider a Schur-Padé approach that computes
the Schur decomposition of the input matrix and exploits Algorithm 5.1 to compute

the exponential of its triangular factor.
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Overall, this algorithm requires (28 + (min{C[ vl (@), G (mi) } + s) /3) n3 and
(28 + (2y/m; + 5)/3)n® flops for diagonal Padé approximants and truncated Taylor

series, respectively.

54 NUMERICAL EXPERIMENTS

We now test the algorithm derived in section 5.3 and compare it with two existing
codes for computing the matrix exponential in arbitrary precision floating point arith-
metic. We consider two test sets: H, which contains 35 Hermitian matrices, and N,
which consists of 97 non-Hermitian matrices. These matrices, of size ranging between
2 and 1000, are taken from the literature of the matrix exponential, from a collection
of benchmark problems for the burnup equations [30], [46], and from the MATLAB
gallery function. The experiments were performed using the 64-bit (glxna64) ver-
sion of MATLAB 9.5 (R2018b Update 3) on a machine equipped with an Intel I5-3570
processor running at 3.40GHz and with 8GB of RAM. The code uses the Multipreci-
sion Computing Toolbox (version 4.4.7.12739) [38], which provides the class mp to
represent arbitrary precision floating-point numbers and overloads all the MATLAB
functions we need in our implementations. We note that this toolbox allows the user
to specify the number of decimal digits of working precision, but not the number of
bits in the fraction of its binary representation, thus, in this section, whenever we re-
fer to d (decimal) digits of precision, we mean that the working precision is set using
the command mp.Digits(d). The MATLAB code that runs the tests in this section is

available on GitHub.*

In our experiments, we compare the following codes.

¢ expm, the built-in function expm of MATLAB, which implements the algorithm

of Al-Mohy and Higham [2], and is intended for double precision only.

¢ exp_mct, the expm function provided by the Multiprecision Computing Toolbox.

1 https://github.com/mfasi/mpexpm.
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o exp_otf, the algorithm by Caliari and Zivcovich [7], a shifted scaling and squar-
ing method based on truncated Taylor series. The matrix is shifted by tr(A)/n,

and (5.2) is replaced by

ef = @+ Se N, teNuU {—w).

The order of the approximant is chosen by estimating at runtime a bound on

the backward error of the approximant in exact arithmetic.
¢ exp_d, an implementation of Algorithm 5.1 with use_taylor = false.
e exp_t, an implementation of Algorithm 5.1 with use_taylor = true.

e exp_sp_d, an implementation of the Schur-Padé approach discussed in sec-
tion 5.3.3 using Algorithm 5.1, with use_taylor = false, for the triangular

Schur factor.

e exp_sp_t, an implementation of the Schur-Padé approach discussed in sec-
tion 5.3.3 using Algorithm 5.1, with use_taylor = true, for the triangular Schur

factor.

In our implementations of Algorithm 5.1, we set uy,; = 273 & = U, Smax = 100, and
the entries of m to the elements of (5.8) smaller than 1000 and those of (5.9) smaller
than 400, for truncated Taylor series and diagonal Padé approximant, respectively.
We do not include the function expm provided by the Symbolic Math Toolbox in our
tests since, for precision higher than double, it appears to be extending the precision
internally, using a number of extra digits that increases with the working precision.
As a result, the forward error of the algorithm is typically several orders of magnitude
smaller than machine epsilon, when computing with 20 or more digits, but tends to
be larger than the unit roundoff u, for u ~ 102 or larger. We note that the accu-
racy drops for matrices that are nondiagonalizable, singular, or have ill-conditioned
eigenvectors. Moreover, the Symbolic Math Toolbox implementation is rather slow
on moderately large matrices (n 2 50, say), which makes this code unsuitable for

extended testing.
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Figure 5.1: Left: forward error of expm and exp_sp_d, exp_sp_t, exp_d, and exp_t running
in IEEE double precision arithmetic on the matrices in A" and H, ordered by
decreasing value of kexp(A). Right: performance profile for the matrices in N.

In our tests, we assess the accuracy of the solution X computed running with 4
digits of precision by means of the relative forward error |X — X1/ X|1, where X
is a reference solution computed using exp_mct with 2d significant digits. Since the
magnitude of forward errors depends not only on the working precision but also
on the conditioning of the problem, in our plots we compare the forward error of
the algorithms with &exp(A)u, where xexp(A) is the 1-norm condition number [20,
Chap. 4] of the matrix exponential of A (see (5.4)). We estimate it in double precision
using the funm_condestl function provided by the Matrix Function Toolbox [18] on

expm.

When plotting the forward error, we choose the limits of the y-axis in order to
show the area where most of the data points lie, and move the outliers to the closest
edge of the box containing the plot. In several cases, we present our experimental
results with the aid of performance profiles [10], and adopt the technique of Dingle

and Higham [9] to rescale values smaller than u.



5.4.1 Comparison with expm in double precision

In this experiment, we compare the performance of exp_d, exp_t, exp_sp_d, and
exp_sp_t running in IEEE double precision, with that of expm and exp_otf. The pur-
pose of this experiment is to verify that the new algorithms are broadly competitive
with expm; since expm is optimized for double precision, we do not expect them to be
as efficient.

Figure 5.1a compares the forward error of the algorithms on the matrices in our test
sets, sorted by decreasing condition number. The performance profile in Figure 5.1b
presents the results on a by-algorithm rather than by-matrix basis: for a given method,
the height of the line at p = 6 represents the fraction of matrices in D for which the
relative forward error is within a factor ) of the error of the algorithm that delivers
the most accurate result for that matrix.

For Hermitian matrices, the error plot clearly shows that while exp_otf, exp_t,
and exp_d all provide forward error well below xexp(A)u, and the corresponding
performance profiles indicate that exp_otf is consistently the most accurate on that
test set. The performance of expm is the same as that of exp_sp_d because both
implementations reduce to the evaluation of the scalar exponential at the eigenvalues
of A when A is Hermitian.

For the matrices in N, the errors of expm, exp_otf, exp_d, and exp_t are approx-
imately bounded by «exp(A)u, with the algorithms based on truncated Taylor series
being overall more accurate than those based on diagonal Padé approximants. The
algorithms based on the Schur decomposition of A tend to give somewhat larger

errors, with the result that the performance profile curves are the least favorable.

5.4.2 Behavior in higher precision

Now we investigate the accuracy of our algorithm in higher precision and compare
it with exp_mct, the built-in function of the Multiprecision Computing Toolbox, and

exp_otf. The left column of Figure 5.2 compares the quantity «exp(A)u with the
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Figure 5.2: Left: forward error of the methods on the matrices in the test sets.
Right: Corresponding performance profiles for the matrices in .



forward errors of exp_mct, exp_otf, exp_sp_d, exp_d, exp_sp_t, and exp_t running
with about 64, 256, and 1024 decimal significant digits on the matrices in our test sets
sorted by decreasing condition number xexp(A). The right-hand column presents the
data for the matrices in A/ by means of performance profiles.

The results show that, as for double precision, transformation-free algorithms tend
to produce a more accurate approximation of e than those based on the Schur de-
composition of A. The code exp_mct typically delivers the least accurate results, with
a forward error usually larger than xex,(A)u.

On the Hermitian test matrices, exp_otf is typically the most accurate algorithm,
having a surprising ability to produce errors much less than xeyxp(A)u. On the set of
non-Hermitian matrices, exp_otf and exp_t are the most accurate algorithms, with
exp_t having the superior performance profile. On this test set, the least accurate of
our versions of Algorithm 5.1 is exp_sp_t, closely followed by exp_sp_d; the forward
error of both, despite being typically smaller than that of exp_mct, is often slightly
larger than xexp (A)u, especially for the better conditioned of our test matrices. Finally,
exp_d performs better than Schur-based variants, but is slightly less accurate than
exp_otf and exp_t on most of the matrices in this test set. We remark, however,
that its forward error is typically smaller than xexp(A)u when that of the other two
Taylor-based algorithms is.

We note that the tests of exp_otf in [7] have precision target 10~ or larger, which
is between double and quadruple precision. This experiment shows that exp_otf

maintains its good accuracy up to much higher precisions.

5.4.3 Code profiling

In Table 5.1, we compare the execution time of our MATLAB implementations of
exp_t and exp_d, running in quadruple precision (d =34 and unit roundoff u=2"113),

on the matrices

A = 1000 * triu(ones(n),1);
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Table 5.1: Execution time breakdown of exp_t and exp_d, run in quadruple precision on
three matrices of increasing size. The table reports, for each algorithm, the num-
ber of squarings (Ms,,), the number of matrix multiplications needed to evaluate
the Padé approximant (M,,,;), the total execution time in seconds (Tt), and the
percentage of time spent evaluating the scalar bound (T,4), evaluating the Padé
approximant (T,,), and performing the final squaring step (Ts4r).

exp_t exp_d
n qui‘ Mevul Tbnd Tevul qur Tiot qur Meval Tbnd Teval qui’ Ttot
A 10 5 13 20% 39% 41% 0.1 7 8 60% 12% 28% 0.2
20 6 13 13% 31% 56% 0.1 8 8 41% 14% 45% 0.2
50 7 15 7%  26%  67% 0.3 9 9 37% 17%  46% 0.6
100 8 15 4%  29%  67% 0.8 10 9 35% 23% 42% 1.6
200 9 15 4%  38% 58% 2.7 11 9 42% 29% 29% 6.4
500 10 16 3% 45% 51% 27.5 12 9 39% 33% 28% 59.2
1000 11 16 3% 45% 52% 197.1 12 10 33% 38% 29% 3653
B 10 1 11 24% 61% 15% 0.0 1 9 69%  24% 8% 0.1
20 2 12 14% 58% 28% 0.1 2 9 54% 27% 18% 0.1
50 3 13 8% 44% 48% 0.2 3 10 45% 28% 27% 0.4
100 4 13 5%  34% 61% 0.4 5 9 41% 28% 31% 1.1
200 5 13 4%  33% 63% 1.3 6 9 46% 31% 24% 4.4
500 6 14 3% 30% 67% 11.2 6 10 39% 39% 22% 37.6
1000 7 14 2%  24%  74% 69.0 7 10 35% 39% 26% 2387
C 10 2 11 35%  64% 1% 0.0 1 10 76%  24% 0% 0.1
20 2 12 23% 76% 1% 0.1 2 9 69% 30% 1% 0.1
50 3 12 16% 75% 9% 0.1 2 10 53% 45% 2% 0.3
100 3 13 8%  78%  14% 0.5 2 11 40% 56% 3% 1.4
200 3 14 6% 79% 15% 3.6 3 10 34% 58% 8% 6.5
500 4 13 5% 73% 21% 52.4 4 9 21% 63% 16% 69.5
1000 4 14 5%  74% 21%  434.0 5 9 16% 62% 22% 505.2

w
1]

zeros(n); B(n+l:n+l:n"2) = 1:n-1;

% Upper bidiagonal.

(@]
1l

gallery('lotkin’, n);

where n ranges between 10 and 1000. The first two matrices are strictly upper triangu-
lar, thus singular, but the 1-norm of A is much larger than that of B. The full matrix C
is nonsingular. For each matrix, we report the overall execution time in seconds of the
two implementations (Ty), specifying how much time is spent evaluating the scalar
bound (T},4), evaluating the approximant on the input matrix (T,,,), and performing
the final squaring stage (Tsg).

For exp_d, the evaluation of the forward bound on the truncation error of the Padé
approximant is typically the most expensive operation for small matrices, and even
when the size of the matrix increases the cost of this operation remains nonnegligible,
as the estimation of the quantity ||(qx,(A))~"|,, which appears in the bound (5.18),

has cubic dependence on the size of the input matrix. For exp_t, on the other hand,
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Tyna depends only quadratically on 7, and tends to become relatively small for matri-

ces of size larger than 100.

5.5 CONCLUSIONS

State-of-the-art scaling and squaring algorithms for computing the matrix exponen-
tial typically rely on a backward error analysis in order to scale the matrix and then
select an appropriate Padé approximant to meet a given accuracy threshold. The re-
sult of this analysis is a small set of precision-dependent constants that are hard to
compute but can be easily stored for subsequent use. This approach is not viable in
multiprecision environments, where the working precision is known only at run time
and is an input argument of the algorithm rather than a property of the underlying
floating-point number system. For truncated Taylor series, it is possible to estimate
on-the-fly a bound on the backward error of the approximation [7], but this technique

relies on a conjecture and does not readily generalize to other Padé approximants.

We have developed a new algorithm (Algorithm 5.1) based on Padé approximation
for computing the matrix exponential in arbitrary precision. In particular, we derived
a new representation for the truncation error of a general [k/m]| Padé approximant
and showed how it can be used to compute practical error bounds for truncated
Taylor series and diagonal Padé approximants. In the first case, the bound is cheap
to compute, requiring only O(n?) flops. For diagonal Padé approximants the new
bound requires O(n>) low-precision flops, but if Conjecture 5.2 turns out to be true

then this cost will reduce to O(n?) flops.

According to our experimental results, Algorithm 5.1 in transformation-free form
using truncated Taylor series is the best option for computing the matrix exponential
in precisions higher than double. In particular, the algorithm is the most accurate
on non-Hermitian matrices. For Hermitian matrices, it is natural to compute e? via
a spectral decomposition (as does the MATLAB function expm), but an interesting

finding is that on our Hermitian test matrices this approach (to which exp_sp_d and
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exp_sp_t effectively reduce) is less accurate than Algorithm 5.1 and the algorithm
of [7].

When developing the algorithm and testing it experimentally we focused on preci-
sions higher than double. We believe that a different approach is needed to address
the computation of the matrix exponential in low precision arithmetic, such as IEEE
half precision. Indeed, due to its very limited range this number format is prone to
underflow and overflow, which makes accuracy and robustness difficult to achieve.

How to handle these challenges will be the subject of future work.
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MULTIPRECISION ALGORITHMS FOR
COMPUTING THE MATRIX LOGARITHM

Abstract. Two algorithms are developed for computing the matrix logarithm in float-
ing point arithmetic of any specified precision. The backward error-based approach
used in the state of the art inverse scaling and squaring algorithms does not con-
veniently extend to a multiprecision environment, so instead we choose algorithmic
parameters based on a forward error bound. We derive a new forward error bound
for Padé approximants that for highly nonnormal matrices can be much smaller than
the classical bound of Kenney and Laub. One of our algorithms exploits a Schur de-
composition while the other is transformation-free and uses only the computational
kernels of matrix multiplication and the solution of multiple right-hand side linear
systems. For double precision computations the algorithms are competitive with the
state of the art algorithm of Al-Mohy, Higham, and Relton implemented in logm in
MATLAB. They are intended for computing environments providing multiprecision
floating point arithmetic, such as Julia, MATLAB via the Symbolic Math Toolbox or
the Multiprecision Computing Toolbox, or Python with the mpmath or SymPy pack-
ages. We show experimentally that the algorithms behave in a forward stable manner

over a wide range of precisions, unlike existing alternatives.

Keywords: multiprecision arithmetic, matrix logarithm, principal logarithm, inverse
scaling and squaring method, Fréchet derivative, Padé approximation, Taylor approx-

imation, forward error analysis, MATLAB, logm.
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6.1 INTRODUCTION

Let A € C"™" be nonsingular with no nonpositive real eigenvalues. Any matrix

X e C"*" satisfying the matrix equation

X =el (6.1)

is a matrix logarithm of A. This equation has infinitely many solutions, but in ap-
plications one is typically interested in the principal matrix logarithm, denoted by
log A, which is the unique matrix X whose eigenvalues have imaginary part strictly
between —7 and 7. This choice is the most natural in that it guarantees that if the
matrix is real then so is its logarithm and that if the matrix has positive real spectrum

then so does its logarithm.

More generally, the unique matrix satisfying (6.1) having spectrum in the complex

strip

Ly={zeC|(k—1)r <Imz < (k+ 1)m}, kez,

is called the kth branch of the matrix logarithm, and is denoted by log, A. The choice
k = 0 yields the principal logarithm log A. From a computational viewpoint, being
able to approximate log A is enough to determine the value of log, A for any k € Z,

in view of the identity log, A = log A + 2kmil.

The aim of this work is to develop an algorithm for log A that is valid for floating
point arithmetic of any given precision. A new algorithm is needed because the state
of the art algorithm of Al-Mohy, Higham, and Relton [3], [4], which is implemented in
the MATLAB function logm, is designed specifically for IEEE double precision arith-
metic. Indeed most available software for the matrix logarithm has this limitation of
being precision-specific [32]. Applications of the new algorithm will be in both low
and high precision contexts. For example, both the matrix logarithm [36] and low

precision computations (perhaps 32-bit single precision, or 16-bit half precision) [15],
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[26], have been recently used in machine learning, and a combination of the two is

potentially of interest.

The need for high precision arises in several contexts. For instance, in order to
estimate the forward error of a double precision algorithm for the matrix logarithm a
reference solution computed at quadruple or higher precision is usually needed. Esti-
mating the backward error of a double precision algorithm for the matrix exponential
also requires the ability to evaluate log A at high precision. Let X = e# and let X be
a solution computed by a double precision algorithm for the matrix exponential. If
the spectrum of A lies inside Ly, so that A = log; X, then the backward error of X is

naturally defined as the matrix AA such that

log, X = A + AA, (6.2)

A+AA

because then X = e , and the normwise relative backward error is

o= log X - A/

A multiprecision algorithm for the matrix logarithm is needed in a variety of
languages and libraries that attempt to provide multiprecision implementations of
a wide range of functions with both scalar and matrix arguments. The Julia lan-
guage [8] and Python’s SymPy [44], [49] and mpmath [39] libraries currently lack
such an algorithm, and we will show that the algorithms proposed here improve

upon those in version 7.1 of the Symbolic Toolbox for MATLAB [48] and version 4.3.2

of the Multiprecision Computing Toolbox [45].

The algorithm of Al-Mohy, Higham, and Relton used by logm is the culmination
of a line of inverse scaling and squaring algorithms that originates with Kenney and
Laub [40] for matrices and goes back to Briggs [11] in the 17th century in the scalar
case. In essence, the algorithm performs three steps. Initially, it takes square roots
of A, s of them, say, until the spectrum of A% — I is within the unit disk, which is
the largest disk centered at the origin in which the principal branch of log(1 + x) is

analytic and its Padé approximants are therefore well defined. Then it selects a Padé
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approximant g, (X) 1= Prm(x)/qkm(x) to log(1 + x) of suitable degree [k/m], evaluates
the rational matrix function 7y, (X) = piu(X) grm(X)"! at X = AYZ — I, and finally
reverts the square roots to form the approximation log A ~ 2°,,(AY? —I). The al-
gorithm is based on a backward error analysis and uses pre-computed constants that
specify how small a normwise measure of A2 — [ must be in order for a given diag-
onal Padé approximant 7,,, to deliver a backward stable evaluation in IEEE double
precision arithmetic. These constants require a mix of symbolic and high precision
computation and it is not practical to compute them during the execution of the al-
gorithm for different precisions. Therefore in this work we turn to forward error
bounds, as were used in earlier work [14], [40].

Kenney and Laub [41] showed that for | X| < 1 and any subordinate matrix norm,
[Tog (I = X) — 11, (X)| < [Tog(1 — [ X)) — 1y, (I X ]I, (6.3)

where ., (x) is the [k/m] approximant to log(1 — x). In subsequent literature, the

equivalent bound
[Tog (I + X) = i (X)| < [log(1 = [ X[} — 7o (=] X])] (6.4)

has been preferred [30], [31, sec. 11.4]. Both upper bounds can be evaluated at neg-
ligible cost, so they provide a way to choose the Padé degrees k and m. We will
derive and exploit a new version of the latter bound that it is phrased in terms of the

quantities
ap(X) = max(| X7, | XPVEHD), (6.5)

for suitable p, instead of |X|. Since a,(X) is no larger than |X|, and can be much
smaller when X is highly nonnormal, the new bound leads to a more efficient algo-
rithm.

Since in higher precision our new algorithm may need a considerable number of
square roots, it can happen that log(I + X) has very small norm and thus that an

absolute error bound is not sufficient to guarantee that the algorithm will deliver a
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result with small relative error. For this reason, unlike in some previous algorithms

we will use a relative error bound containing an inexpensive estimate of | log(I + X)]|.

It is well known [41, Thm. 6] that for X with nonnegative entries and k + m fixed
the diagonal Padé approximant (k = m) minimizes the error |log(I — X) —r, (X)|
and the cost in flops of evaluating 7y, (X) is roughly constant. Therefore diagonal
approximants 7y, := 7y, have been favoured. However, the special case of the Taylor
approximant t, := ry,o merits consideration here, as its evaluation requires only
matrix multiplications, which in practice are faster than multiple right-hand side
solves. Throughout the paper we write f,, to denote either the Padé approximant r,,

or the Taylor approximant t,.

In addition to the matrix logarithm itself, we are also interested in evaluating its
Fréchet derivative. Being able to evaluate the Fréchet derivative and its adjoint allows
us to estimate the condition number Klog(A) of the matrix logarithm, which in turn

gives an estimate of the accuracy of the computed logarithm.

We use the term “multiprecision arithmetic” to mean arithmetic supporting multi-
ple, and usually arbitrary, precisions. These precisions can be lower or higher than
the single and double precisions that are supported by the IEEE standard [37] and
usually available in hardware. We note that the 2008 revision of the IEEE standard
[38] also supports a quadruple precision floating point format and, for storage only,

a half precision format.

We begin the paper by summarizing in section 6.2 available multiprecision comput-
ing environments. In section 6.3 we derive a new forward bound for the error of Padé
approximation of a class of hypergeometric functions, which yields a bound sharper
than (6.3) and (6.4) for highly nonnormal matrices. In section 6.4 we describe a new
Schur-Padé algorithm for computing the matrix logarithm and its Fréchet derivative
at any given precision. Section 6.5 explores a Schur-free version of the algorithm.
Numerical examples are presented in section 6.6 and concluding remarks are given

in section 6.7.

Finally, we introduce some notation. The unit roundoff of the floating point arith-

metic is denoted by u. For A € C"*", the spectral radius of a matrix is denoted by
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p(A) = max{|A| : A is an eigenvalue of A }. We recall that the Frechét derivative of a
matrix function f : C"*" — C"*" at A € C"*" is the linear map Df(A) : C"*" — C"™*"

that satisfies
f(A+E) = f(A) + Df(A)[E] + o(| E]).

The relative condition number of the matrix function f at A is defined as

o LA+ E) = f(A)]
A= S AR A

and is explicitly given by the formula [31, Thm. 3.1]

IDpA) Al
A = A

6.2 SUPPORT FOR MULTIPLE PRECISION ARITHMETIC

A wide range of software supporting multiprecision floating point arithmetic is avail-
able. Multiprecision capabilities are a built-in feature of Maple [42] and Mathemat-
ica [43] as well as the open-source PARI/GP [46] and Sage [47] computer algebra
systems, and are available in MATLAB through the Symbolic Math Toolbox [48] and
the Multiprecision Computing Toolbox [45]. The programming language Julia [8]
supports multiprecision floating point numbers by means of the built-in data type
BigFloat, while for other languages third-party libraries are available: mpmath [39]
and SymPy [44], [49], for Python; the GNU MP Library [25] and the GNU MPFR
Library [21] for C; the BOOST libraries [10] for C++; and the ARPREC library [5] for
C++ and Fortran. The GNU MPER Library is used in some of the software mentioned

above, and interfaces to it for several programming languages are available’.

1 See http://www.mpfr.org.
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6.3 APPROXIMATION OF HYPERGEOMETRIC FUNCTIONS

We recall that the rational function ry,, = Pim/qim is a [k/m] Padé approximant of f

if pxy, and gi,, are polynomials of degree at most k and m, respectively, gx,,(0) = 1,

and f(x) — g (x) = O(x*+™*1), In order to obtain the required error bounds for Padé
approximants to the logarithm we consider more generally Padé approximants to the

hypergeometric function

0
a

oFi(a,1,¢,x) =
(¢)i
i=0

where (a); =a(a+1)---(a+i—1) is the Pochhammer symbol for the rising factorial,

a and c are real numbers and x is complex with |x| < 1. Such Padé approximants

have been well studied [6, sec. 2.3].

By combining the analysis of Kenney and Laub [41] with a result of Al-Mohy and

Higham [2] we obtain the following stronger version of the error bound [41, Cor. 4].

Recall that &) is defined in (6.5).

Theorem 6.1. Let X € C"*" be such that p(X) < 1. Let Ty, be the [k/m] Padé approximant
tooFi(a,1,c,y). If m <k+1and 0 < a < c then

l2F1(a,1, ¢, X) = Tim(X) | < [2F1(a, 1, ¢, ap(X)) = Fiom (ap (X)), (6.6)

for any p satisfying p(p —1) <k +m + 1.

Proof. Kenney and Laub [41, Thm. 5] show thatif m <k+1,|y| <1,and 0 <a < ¢

then

qkm(l)
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where gy, is the denominator of 7, a polynomial of degree m. By [41, Cor. 1] the
zeros of gy, are simple and lie on (1,c0), and since g, (0) = 1 it follows that for

yl <1,
w .
Gon(y) = > diy/,
j=0

with d; > 0 for all i. Since a,¢ > 0 and i > k + m, the coefficients of the series in (6.7)

are positive and so (6.7) can be rewritten as

2F (11, 1,C,]/) _?km(y) = Z lpi]/il (6'8)

i=k+m+1

where sign(¢;) = sign(gx,; (1)) for all i. Therefore, applying [2, Thm. 4.2(a)] gives

o0
l2Fi(a, 1,6, X) = Fen(X)| < D [¢ilap(X)
i=k+m+1

= LFu(a,1, ¢, 0p(X)) = Tiom (ap (X)),

forp(p—1) <m+k+1. 0

For the matrix logarithm, we have

1“5(1;’” — LR (1,1,2,—x), 6.9)

and thus the [k/m] Padé approximant ry,,(x) to log(1 + x) and the [k/m]| Padé approx-
imant 7y, (x) to 2F1(1,1,2, x) are related by

Tkm (x)

L Ty m(—) (6.10)

The next result is an analog of [34, Thm. 2.2], which applies to the function (1 — x)*

for t € [-1, 1] rather than log(1 + x).
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Corollary 6.2. Let X € C"*" be such that p(X) < 1and a(X) < 1, and let ry,, be the [k/m]
Padé approximant to log(1 + x). Then for m < k, and p such that p(p —1) < k+m + 1, we

have
[log(I + X) = rem(X)| < [log(1 — ap(X)) — rim(—ap(X))]- (6.11)

Proof. From (6.8), (6.9), and (6.10), witha =1, c = 2, and x = —y we have
CD .
—y " (log(1 =) = k(=) = 2R (L L2, Y) = Ficam(y) = D, $iy',
i=k+m
that is,
(D .
log(1—y) = rim(—y) = = >, iy,
i=k+m

We know from the proof of Theorem 6.1 that the 1; are one-signed, and so we deduce

that

2 IPz“Xp(X)iH

i=k+m

= [log(1 — (X)) = rim (—ap(X))].

[Tog (I = X) = rin(=X)|| <

Since &, (—X) = &, (X), we obtain the bound (6.11) on replacing X by —X. 0

From the condition p(p — 1) < k+ m + 1 of the corollary we see that (6.11) holds

for any p € Zjy /), where

Likm) =

{neN:1<n<(1+”5+24(k+m))}. (6.12)

Since the bound (6.11) is decreasing in &, (X), the smallest bound is obtained for

p* =argmin{a,(X):pe Lk /m) }. (6.13)

In practice we will approximate p* rather than compute it exactly, as discussed in

section 6.4.
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102 102

10—23

10—23

10748 - - 10748
10-73 | | 10-73
'''''' [og(1—[X[l1) — tm (= IX]1)] ==esee |log(1=|[X[l1) — rm (= [1X]l1)|
----- [og(1—apx (X)) — tm (—apx (X)) === [log(1=apx (X)) — rm (= (X))]
[Tog(I+X) — tm (X) |1 [Tog(I+X) — rm (X)ll1

10798 : ‘ ! 10798 | |

5 10 15 20 5 10 15 20
m m
() tm (b) 7

Figure 6.1: Comparison of the bounds (6.4) and (6.11) for A in (6.14) and 1 < m < 20, with
p* given by (6.13).

We compare in Figure 6.1 the bounds (6.4) and (6.11) for the diagonal Padé ap-
proximant r,,, and the Taylor approximant t,,, for m between 1 and 20, with the fairly

nonnormal matrix

0.01 0.95
A= . (6.14)

0 0.04
We see that for both t,, and r,, the new bound can be many orders of magnitude

smaller than (6.4) and it is a much better estimate of the actual error.

6.4 SCHUR-PADE ALGORITHM

In this section and the next we develop two new algorithms for computing the ma-
trix logarithm in arbitrary precision floating point arithmetic, one using the Schur
decomposition and one transformation-free. The algorithms build on the inverse

scaling and squaring algorithms in [3], [4], [14], [31, Algs 11.9, 11.10]. They combine
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features from these algorithms in a novel way that yields algorithms that take the

unit roundoff as an input parameter and need no pre-computed constants.

We approximate the Fréchet derivative of the logarithm by the Fréchet derivative
of the logarithm’s Padé approximant. We will not give an error bound for this ap-
proximation because, as noted in [4], it is problematic to obtain error bounds for it
that are expressed in terms of the a,(A). However our main intended use of the
Fréchet derivative is for condition number estimation, which does not require accu-
rate derivatives, and the same approximation was found to perform well at double

precision in [4].

Our precision-independent algorithm for the matrix logarithm and its Fréchet
derivative is given in Algorithm 6.1. Instructions with an underlined line number
are to be executed only when the Fréchet derivative of the matrix logarithm is re-

quired.

The algorithm begins by computing the Schur decomposition A = QTQ*. In
lines 9—10 it repeatedly takes square roots of T until the spectrum of T — I is within
the unit disk centered at o. Although the requirement p(X) = p(T —1I) < 1 in
Corollary 6.2 is now satisfied, there is no guarantee that the relative forward error
[log T — fim (T —I)|l1/| log T|1, where mmayx is the maximum degree of approximant
allowed and f,, denotes r,, or t;,, is less than the unit roundoff u. This is especially
true for Taylor approximation, which could need hundreds of terms to achieve a

bound on the forward error smaller than u.

Hence in lines 11-12 the algorithm keeps taking square roots until

[10g(1 = ap(T = 1)) = fna (=ap(T = D))| < ug(T), (6.15)

where (T) is an estimate of the 1-norm of log T and p is chosen as described below.
Approximating log T by the first term of the Taylor series, (T) = || T — I|;, provides
an estimate accurate enough for all matrices and levels of precision considered in our

numerical experiments.
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Algorithm 6.1: Schur-Padé matrix logarithm with Fréchet derivative.

O 0 NN I U A~ W N R

11

12

13
14
15
16

17
18
19
20
21

22

23
24
25

26
27

Given A € C"™*" with no eigenvalues on R~ this algorithm computes X = log A,
and optionally the Fréchet derivative Y ~ Dj,(A)[E], in floating point arith-
metic with unit roundoff u using inverse scaling and squaring with Padé approx-
imation. smax is the maximum allowed number of square roots and mmax the
maximum allowed approximant degree. The logical parameter use_taylor de-
termines whether a diagonal Padé approximant or a Taylor approximant is to be
used. 1(X) provides an approximation to || log X||;.

Compute the complex Schur decomposition A = QTQ*
if use_taylor then
‘ f =tand ((m) is defined as in (6.20).
else
| f=r4(m)—m=2
E — Q*EQ
To<—T
s<—0
while maxi<i<,,(|4/tii —1]) > 1 and s < Spax do
| [T,E,s] < sort™(T, E, s)

while [10g(1~ &), (T—1)) = fne (~Fmme (T—1))| = up(T) and s < spnax do
L [T,E,s] < sqrt™(T, E, s)

il min{m < Miax : |log(1— &(T— )) (=& (T=D)| < up(T)}
while |log (1- é( )(T—I)/Z) — fr iy (—& i (T=1) )/2)| <up(T) and s <syax do
L [T,E,s] < sort™(T, E, s)

fit < min{m < i : | log(1 — &,(T—1)) — fu(—&(T—D))] < up(T)}
diag(T,1) « diag(Té/zs, 1) using [33, eq. (5.6)].
diag(T) « diag(Tp)"/* — I using [1, Alg. 2].
X =2 f(T)
diag(T) < log(diag(Tp))
Update the superdiagonal of T using [31, eq. (11.28)].
X — QXQ*
Y « 2°QL; (T, E)Q* using [4, eq. (2.3)].

function sQrT™M(T € C"*", E € C"*",s € N)

> Compute square root of T and update algorithmic parameters.
T « TY/? using [9, Alg. 6.3].

E < X, where X is the solution of TX + XT = E.

return T,E,s + 1
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Note that a, (| X[|1) can be estimated efficiently, without explicitly forming any pow-
ers of X using the block 1-norm estimation algorithm of Higham and Tisseur [35],
which requires only O(n?) flops. Since only an estimate of |X”|'/? is computed there
is no need to use high precision for this sub-problem, so we carry out this computa-
tion in double precision (or single precision if the requested precision is lower than
double), in order to exploit the floating point hardware. When the matrix dimension
is small and the working precision is not too high the cost of estimating a,(T — I) can
nevertheless be non-negligible. Rather than computing &, for the optimal value p* in
(6.13), we compute it only for the largest possible p. Some justification for this choice
comes from the fact that despite a sometimes considerably nonmonotonic behaviour,
the sequence {a,(X)},en is typically roughly decreasing [2]. We denote the a value

corresponding to the diagonal Padé approximant r,, by
#,(X) = ap(X),  p=|A+VErem)2|,

and that corresponding to the truncated Taylor series t,, by
LX) = ap(X), p= [(1 + M)/zj .

Thus (6.15) is used in the form

1108 (1 = & (T = 1)) = formen (~ e (T = 1) < (7). (6.16)
We now discuss the cost of the algorithm, beginning with the case of diagonal
Padé approximants. Higham [30] considered several ways of evaluating the rational

function r,,,(X). The partial fraction form

m
rm(A) = Y\ (1+6" A) 4, 6.17)
j=1

where 'y](m) and 5}"1) are the weights and nodes, respectively, of the m-point Gauss—

Legendre quadrature rule on [0, 1], was found to provide the best balance between

efficiency and numerical stability, and it also has the advantage of allowing parallel
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evaluation. For a triangular matrix of size 1, the evaluation of (6.17) requires mn3/3
flops and the computation of each of the s matrix square roots costs n3/3 flops. Thus,
when diagonal approximants are used, the algorithm requires 251° flops for the com-
putation of the Schur decomposition, x,(s,m) := (s + m) n%/3 for the inverse scaling

and squaring phase, and 3n3 flops to recover the solution.

Since xr(s,m) = xr(s +1,m — 1), an additional square root will save computational
effort only if the degree of the approximant decreases by at least 2, in which case the

overall reduction in cost is at least 1°/3 flops. In view of the approximation [3]

ap(AVE 1)

ap(AYTT 1) ~ . ) (6.18)
an additional square root is taken only if
[log(1 = & (T = 1)/2) = iy (&L (T = 1)/2)| < ugp(T), (6.19)

with f = r and {(m) = m — 2, where m is the current degree of the approximant

(defined in line 13 of Algorithm 6.1).

Turning to Taylor series approximants, in order to evaluate the truncated Taylor
series the algorithm uses the Paterson-Stockmeyer method, which among the four
methods for polynomial evaluation considered in [31, Thm. 4.5] is the one that min-
imizes the number of matrix-matrix multiplications while satisfying a forward error
bound of the same form as for the other methods. The computational cost of comput-
ing s square roots and evaluating a Taylor approximant of degree m is approximately

Xt(s,m) = (s +24/m) n®/3 flops. Simple algebraic manipulations show that

o =ufoon (v ).

and thus an additional square root is taken only if (6.19) holds with f =t and

g (1) = {(x/ﬁ - ;)j —1, (6.20)
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which guarantees that (i) < (V71 — 3)?. Since the cost function x; is monotonic in

both arguments, the reduction in the number of flops will be at least

’ 1/2
xt(s,ﬁi)—m(ﬁlfé(ﬁ)):2?(\@— q(\/ﬁ—b w—1> —;) (6.21)

which depends only on . Unlike in the Padé case, we cannot put a useful lower

bound on the decrease in flops resulting from an extra square root.

For both types of approximant we can perform a binary search to find the smallest

m* € [1,m] such that
Nog(1 — & . (T — 1)) = fum (=& o (T = 1))| < up(T), (6.22)

which requires the estimation of | X? H}/ P for no more than 2log, i — 1 values of p.

If the Frechét derivative is needed then each time a square root is taken the algo-
rithm solves an additional Sylvester equation, as detailed in [31, sec. 11.8]. Once the
optimal values for s and 71 have been found, in order to increase the accuracy the
algorithm recomputes the first superdiagonal of T from Ty, making use of the iden-
tity [33, eq. (5.6)], and then the main diagonal of T — I, by applying [1, Alg. 2] to the
diagonal of Typ. The algorithm can be easily adapted to compute the adjoint of the
Frechét derivative of A in the direction E, by replacing the increment E by E* and

returning Y* [4].

Algorithm 6.1 can be extended to compute an estimate of the 1-norm condition
number of the matrix logarithm, using the same approach as in [4, Alg. 4.1]. Since
in this case the Frechét derivative of the matrix logarithm of A and its adjoint need
to be computed in several directions, but neither s nor 1 depend on E, the algorithm
can be modified to store the matrix T after each square root is taken, and then use
it to solve several Sylvester cascades for different matrices E. If 5 is the number of
bits required to store a single entry of the matrix, then this modification increases
the memory requirement of the algorithm by about #(s — 1)n?/2 bits if the upper

triangular pattern is exploited.
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6.5 TRANSFORMATION-FREE ALGORITHM

Multiprecision computing environments often provide just a few linear algebra ker-
nels. For example, version 7.1 of the Symbolic Math Toolbox [48] does not support
the Schur decomposition in its variable precision arithmetic (VPA). In this section we
therefore present a version of Algorithm 6.1 that does not require the computation of
the Schur decomposition and builds solely on level 3 BLAS operations and multiple

right-hand side system solves.

The algorithm, whose pseudocode is given in Algorithm 6.2, builds on the trans-
formation-free algorithms [3, Alg. 5.2], [14, Alg. 7.1], and again makes use of the

improved forward error bound (6.11).

The algorithm starts by taking enough square roots to guarantee that the Padé or
Taylor approximants will produce a relative forward error below the unit roundoff
threshold. Since in this case the matrix is not triangular, to compute square roots
the algorithm employs the scaled Denman—Beavers iteration (in product form) [31,
eq. (6.29)], whose computational cost depends on the number of iterations and is thus
not known a priori. However, it has been observed [31, sec. 11.5.2] that in practice
up to ten iterations are typically required for the first few square roots, but just four
or five are enough in the later stages. Since the cost of one iteration is 41 flops, it is
customary to consider that the computation of a square root requires 16n° flops. On
the other hand, evaluating the diagonal Padé approximant in partial fraction form
requires 8mn3/3 if the matrix is not upper triangular. The cost of the algorithm is

Xr(s,m) flops, where
Xr(s,m) = <8;n + 163) n3,

and it can be readily seen that yx,(s,m) = x,(s +1,m —6), and thus an additional
square root is taken if (6.19) holds for f = r, T = A, and {(m) = m —7. Using
the Paterson-Stockmeyer scheme to evaluate the truncated Taylor expansion, we get

the asymptotic cost x:(s,m) = 4(y/m + 4s)n3. Since the cost function y; satisfies



Algorithm 6.2: Transformation-free matrix logarithm with Fréchet derivative.

S~ W N =)

o o NN o’

10

11

12

13

14
15
16

17
18
19

20

21
22
23
24
25
26

Given A € C"*" with no eigenvalues on IR~ this algorithm computes X = log A,
in floating point arithmetic with unit roundoff 1 using inverse scaling and squar-
ing with Padé approximation. smax is the maximum allowed number of square
roots and mmax the maximum allowed approximant degree. The logical param-
eter use_taylor determines whether a diagonal Padé approximation or a Taylor
approximation is to be used. {(X) provides an approximation to | log X|;.

if use_taylor then
‘ f =tand {(m) is defined as in (6.23).

else
szf’,g(m)‘_m_7
s<—20

Z — A-1I

P11

while | log(1—« f( D)= fn(—a (A I)|=up(A) and s <Smax or |Al1>1 do
L [A, P,s] < sQrtMDB(A, P, s)

il — min{im < Mmax : |log(1 — &,(A— - fm(—“f (A=D)| < up(A)}
while | log(1 — ocf( )(A—I)/2) feiin (—& (A 1)/2)] < up(A) and s < Smax
do
[A, P,s] < sQrtMDB(A, P, s)
it — min{m < i : |log(1 — &, (A=T)) — fuu(—Fh(A=T1))| < up(A)}
if s < 2 then
| Y A-I
else
| Y —2zp!
X — 2 f5(Y)
return X

function sQrTMDB(A € C"*", P € C"*",s € IN)
> Compute square root of A and update algorithmic parameters.
A — A2 using the iteration in [31, eq. (6.29)].
if s > 1 then
| P<—P(A+1I)
else
L return

A,P,s
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xe(s,m) = xi(s + 1, (v/m — 4)2), an additional square root will be worthwhile if (6.19)
holds for f =t, T = A, and

2
¢(m) = R\/E - 4) ] -1, (6.23)
which guarantees a reduction in the number of flops of at least

xt(s, 1) — xe(s + 1, {(1)) = 4n® (\/7?1 - ([(\/% - 4)1 - 1)1/2 - 4). (6.24)

To reduce the chances of numerical cancellation in the computation of A% — I, the
matrix form of [1, Alg. 2] is used, as in [3].

Note that Algorithm 6.2 is not suitable for the computation of the Fréchet derivative
of the matrix logarithm, nor for the estimation of its condition number. Standard
methods for the solution of Sylvester equations [7], [23] start by computing the Schur
decomposition of one or both the coefficients of the matrix equation, and are thus not
suitable for a framework where a multiprecision implementation of the QR algorithm
is not available. The alternative of converting the Sylvester equation to an n? x n?

structured linear system Ax = b and solving by Gaussian elimination has too high a

computational cost to be useful in this context.

6.6 NUMERICAL EXPERIMENTS

In this section we describe numerical tests with the new multiprecision algorithms for
the matrix logarithm. All the experiments were performed using the 64-bit version
of MATLAB 2017b on a machine equipped with an Intel I5-5287U processor running
at 2.90GHz. The collection of MATLAB scripts and functions that generate the test
matrices and produce the figures and tables in this section is available on GitHub,*
and the MATLAB functions implementing Algorithm 6.1 and Algorithm 6.2 can also

be retrieved on MATLAB Central.? For the underlying computations the implemen-

2 https://github.com/mfasi/mplogm.
3 https://uk.mathworks.com/matlabcentral/fileexchange/63841.
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tations exploit the overloaded methods from the Multiprecision Computing Toolbox
(version 4.3.2.12168) [45] to run in different precisions. The precision is specified in
terms of the number of decimal digits.

We test the following algorithms.

o logm_mct: the (overloaded) logm function from the Multiprecision Comput-
ing Toolbox, which implements a blocked version of the Schur—Parlett algo-
rithm [16]. After computing the complex Schur decomposition, a blocking of
the matrix is computed according to [16], [31, sec. 9.3]. For each diagonal block
T;; of the triangular Schur factor the algorithm repeatedly takes the square root
until the spectrum of T;; — I lies within the unit ball centered at 1. Then it
chooses the degree of the (diagonal) Padé approximant as the smallest m so
that the bound in (6.3) is less than the unit roundoff. Since this strategy does
not optimize the balance between the number of square roots and the Padé
degree it tends to choose higher degrees than our algorithm. The off-diagonal

blocks are obtained via the block Schur-Parlett recurrence.

¢ logm_agm: an algorithm for the computation of the matrix logarithm based on
the arithmetic-geometric mean iteration. In particular, we use [12, Thm. 8.2],
which gives the approximation log A ~ log(4/e)I — (77/2) AGM(eA)~!, where
e = /u/|A|r and AGM(A) is the arithmetic-geometric mean iteration, which
we compute by means of the stable double recursion [12, egs. (5.2), (5.3)] with
stopping criterion [P — I|r < u|Alr. We do not implement the optimization
in [12, sec. 7], because it is precision dependent and aimed at speed rather than

accuracy.

o logm_pade: the version of Algorithm 6.1 employing diagonal Padé approxi-

mants and relative error bounds, i.e. P(X) = | X — I|;.

» logm_pade_abs: the version of Algorithm 6.1 employing diagonal Padé approx-

imants and absolute error bounds, i.e. {(X) = 1.

¢ logm_tayl: the version of Algorithm 6.1 employing truncated Taylor approxi-

mants and relative error bounds, i.e. P(X) = || X — I||;.
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o logm_tayl_abs: the version of Algorithm 6.1 employing truncated Taylor ap-

proximants and absolute error bounds, i.e. {(X) = 1.

o logm_tfree_pade: the transformation-free Algorithm 6.2 employing diagonal

Padé approximants and relative error bounds, i.e. (X) = | X — I|;.

o logm_tfree_tayl: the transformation-free Algorithm 6.2 employing truncated

Taylor approximants and relative error bounds, i.e. (X) = | X — I|;.

¢ logm: the built-in MATLAB function that implements the algorithms for real

and complex matrices from [3], [4] and is designed for double precision only.

In the implementations, Mmax and smax are set to 200 and 100, for diagonal Padé
approximants, and to 400 and 100, for truncated Taylor series, respectively.

The Gauss-Legendre nodes and weights in (6.17) are computed by means of the
GaussLegendre method of the mp class provided by the Multiprecision Computing
Toolbox. This algorithm is based on Newton root-finding [22], which computes the
nodes and weights of the quadrature formula of order m in O(m) flops. This is more
efficient than the Golub—Welsh algorithm [24], which is based on the computation of
the eigensystem of a tridiagonal matrix and costs O(m?) flops. The Schur decompo-
sition is computed using the schur function of the mp class.

We note that version 7.1 of the Symbolic Math Toolbox provides an overloaded ver-
sion of the MATLAB function logm, but for several of our test matrices this function
either gives an error or fails to return an answer, so we exclude it from our tests.

We evaluate the forward errors |X — X I1/[1X]l1, where Xis a computed solution
and X ~ log A is a reference solution computed with logm_pade at a precision of 84
decimal significant digits, where d is the number of digits used for the computation
of X.

To gauge the forward stability of the algorithms we plot the quantity xjog(A)u,
where xjog(A) is the 1-norm condition number of the matrix logarithm of A estimated
using funm_condestl from the Matrix Function Toolbox [29], with the aid of the

Fréchet derivatives in Algorithm 6.1.
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Figure 6.2: Top: forward errors of logm_pade, logm_tfree_pade, and logm on the test set, all

running in IEEE double precision arithmetic. Bottom left: performance profile.
Bottom right: on the same test set, the number of square roots and multiple
right-hand side linear system solves for logm_pade divided by the corresponding
number for logm.

We use a test set of 64 matrices, of sizes ranging from 2 x 2 to 100 x 100, including

matrices from the literature of the matrix logarithm and from the MATLAB gallery

function.

6.6.1 Comparison with logm in double precision

Our first experiment compares logm_pade and logm_tfree_pade running in IEEE dou-

ble precision (1 = 27%3) with the built-in MATLAB function logm, in order to check

that the new algorithms perform well in double precision. Figure 6.2a shows the

forward errors sorted by decreasing condition number of the matrix logarithm. Fig-
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ure 6.2b reports the same data in the form of a performance profile [20], which we
compute with the MATLAB function perfprof described in [27, sec. 26.4]. Here, for
each method M the height of the line at 6 on the x-axis represents the fraction of ma-
trices in the test set for which the relative forward error of M is at most 6 times that
of the algorithm that delivers the most accurate result. In our performance profiles
we use the technique of Dingle and Higham [19] to rescale errors smaller than the
unit roundoff in order to avoid abnormally small errors skewing the profiles.

The results show that logm_pade and logm produce errors bounded approximately
by Kiog(A)u, that is, they behave in a forward stable manner. The same is true of
logm_tfree_pade except for one matrix, and this algorithm is most often the most
accurate, while also being the least reliable, as shown by the performance profile.

Figure 6.2c shows that the computational cost of logm_pade can be lower or (more
often) higher than that of logm, but overall is comparable with the state of the art. We
note that logm_pade computes more square roots than logm on 23% of the matrices in
our data set. On these matrices, logm requires between 9% and 33% (with an average
of almost 22%) fewer square roots, but logm_pade typically compensates for this by
evaluating a Padé approximant of lower degree.

As a further experiment we sought to maximize the ratios between the forward
errors of logm and logm_pade, using the multidirectional search method of Dennis
and Torczon [17], implemented in the mdsmax function in the Matrix Computation
Toolbox [28]. Initializing that method with random 10 x 10 matrices with no positive
real eigenvalues we have not been able to find a matrix for which either ratio of
errors exceeds 1.4. This provides further evidence that the two algorithms deliver

similar accuracy.

6.6.2 Relative and absolute error

Now we show the importance of using a relative error bound as opposed to an ab-
solute bound, as was used in earlier algorithms intended for double precision [13],

[14], [18], [40]. Figure 6.3 reports how the relative forward error to unit roundoff
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Figure 6.3: Forward error divided by unit roundoff u = 2l10g2(10")1 where the number of
decimal significant digits d is shown on the x-axis, for three matrices in the test
set.

ratio varies, as the precision increases, for logm_pade, logm_pade_abs, logm_tayl and
logm_tayl_abs, on three of our test matrices.

The ratio for logm_pade and logm_tayl is influenced by the conditioning of the
problem, which is below 100 for these matrices, but tends to remain stable as the
working precision increase. The ratio for the algorithms based on an absolute er-
ror bounds, on the other hand, grows exponentially, and we can conclude that

logm_pade_abs and logm_tayl_abs are unstable.

6.6.3 Experiments at higher precisions

Now we compare the accuracy of Algorithm 6.1, Algorithm 6.2, and several com-
peting methods at four different precisions. Figure 6.4a plots, for the matrices in
our test set sorted by decreasing condition number, the relative forward errors of
logm_mct, Logm_agm, logm_tayl, logm_tfree_tayl, logm_pade, and logm_tfree_pade
against Ko (A)u. If the forward error of an algorithm falls outside the range reported
in the graph, we put the corresponding marker on the nearest edge (top or bottom)
of the plot. The right-hand column of Figure 6.4 reports the same data in the form of
performance profiles.

For a working precision of 16 digits (the results for which are not shown here), the
six algorithms exhibit a similar behaviour. As illustrated in Figure 6.4c and 6.4¢, as

the precision 1 becomes smaller logm_mct loses accuracy on almost 40 percent of the
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Table 6.1: Execution time breakdown of logm_tayl and logm_pade, run with u = 271701 on
three matrices of increasing size. The table reports, for each algorithm, the number
of square roots (s), the degree of the Padé approximant (i), the total execution
time in seconds (Ty), and the percentage of time spent computing the Schur
decomposition (Ty;), taking the square roots (Tsgt), evaluating the scalar bound

6.6 NUMERICAL

EXPERIMENTS |

(Tyng), and evaluating the Taylor and Padé approximants (T,,).

logm_tayl logm_pade

n S m Tsch qurt Tbnd Temzl Tiot s m Tsch qurt Tbnd Tevul Tiot

A 10| 41 40 12% 46% 4% 37% 06| 19 37 9% 42% 19% 30% 0.6
20| 39 40 32% 35% 2% 32% 09| 18 36 25% 26% 16% 33% 1.1

50| 41 40 50% 32% 0% 18% 89| 18 38 53% 1% 2% 29% 8.5

100 | 41 40 56% 32% 0% 12% 625| 19 37 58% 16% 0% 25% 59.5
200 | 40 40 57% 33% 0% 10% 4580| 18 38 60% 16% 0% 24% 4324
500 | 41 40 43% 45% 0% 12% 5113.7| 19 37 47% 23% 0% 29% 4642.0

B 10| 45 40 14% 47% 4% 35% 04| 22 38 9% 47% 20% 24% 0.5
20| 45 40 30% 37% 1% 31% 1.0| 22 39 28% 33% 5% 34% 1.1

50| 46 40 44% 39% 0% 17% 82| 24 37 45% 23% 2% 30% 7.9

100 | 46 40 47% 40% 0% 13% 57.0| 24 38 50% 22% 0% 27% 54.0

200 | 47 40 47% 41% 0% 11% 4262 | 25 37 51% 24% 0% 25%  397.6
500 | 48 40 37% 51% 0% 12% 5283.2| 24 40 41% 28% 0% 31% 4784.2

C 10| 46 39 21% 42% 3% 35% 04| 24 36 11% 39% 26% 23% 0.6
20| 46 40 37% 34% 1% 27% 1.1 24 37 33% 20% 9% 29% 1.2

50| 47 40 52% 34% 0% 14% 96| 23 40 53% 19% 1% 27% 9.3

100 | 48 40 55% 34% 0% 10% 69.1| 25 38 58% 19% 0% 22% 65.6
200 | 49 40 55% 36% 0% 9% 5114 | 26 38 58% 20% 0% 21% 4815
500 | 52 40 48% 43% 0% 9% 67977 28 38 52% 25% 0% 23% 6234.3

matrices, and the accuracy of the solution degrades quickly with respect to Ko (A)u.
The loss of accuracy of logm_agm is not as severe, but it affects the entire dataset and

is particularly noticeable for well-conditioned matrices.

The new algorithms show a forward stable behavior, since the forward error re-
mains less than or only slightly larger than xj,(A)u as the precision u becomes
smaller. On our test set, Algorithm 6.1 is more accurate than Algorithm 6.2, and the
performance of logm_tayl and logm_pade is almost identical while logm_tfree_tayl

is more accurate than logm_tfree_pade and often provides the most accurate result

on the best-conditioned of the test matrices.

6.6.4 Code profiling

Table 6.1 compares the execution times of our implementations of logm_tayl and

logm_pade, profiling the four main operations performed by the algorithms: Schur
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decomposition, square roots, evaluation of the bound to determine the degree of the
Padé approximant to be used (which includes computation of the norm estimates

used in forming the «,), and evaluation of the approximant itself. We consider the

matrices

A = expm(gallery('chebvand’, n))
B = expm(gallery(’'randsvd’, n))
C = expm(gallery(’'chow’, n))

1701

The unit roundoff is 27*", which roughly gives 512 decimal significant digits.

In both cases, evaluating the scalar bound (T3,,) is relatively expensive for small
matrices, but its impact drops as the size of the matrices increases and it is typically
negligible for matrices of size larger than 100. We can see that logm_tayl needs
approximately twice as many square roots as logm_pade on these matrices, and that
while the evaluation time (T,,,;) is larger for logm_pade this algorithm is slightly faster

in most cases.

6.7 CONCLUSIONS

The state of the art inverse scaling and squaring algorithms for the matrix logarithm
and the matrix exponential, implemented in the MATLAB functions logm and expm,
are tuned specifically for double or single precision arithmetic, via the use of pre-
computed constants obtained from backward error bounds. This approach does not
extend in any convenient way to a multiprecision computing environment. Here
we have shown that by using forward error bounds we can obtain algorithms for
the matrix logarithm that perform in a forward stable way across a wide range of
precisions. The Schur-based algorithms, based on Algorithm 6.1, are competitive
with logm when run in double precision and are superior to existing algorithms at
higher precisions. For computing environments lacking a variable precision Schur

decomposition we recommend the transformation-free Algorithm 6.2.
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The algorithms rely on three innovations. First, we have derived a new sharper
version of the forward error bound of Kenney and Laub [41] that can be much smaller
for nonnormal matrices. Second, we have implemented the bound in the form of
a relative error bound, as we found that the absolute error bounds used in some
previous algorithms yield poor results at high precision due to the need for X in the
approximations to log(I + X) to have a small norm. Third, we have devised a new
strategy for choosing the degree of the approximants and the number of square roots.
We investigated both Padé approximants and Taylor approximants and found that

there is very little to choose between them in speed or accuracy.
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7 COMPUTING THE WEIGHTED GEOMETRIC
MEAN OF TWO LARGE-SCALE MATRICES
AND ITS INVERSE TIMES A VECTOR

Abstract. ~ We investigate different approaches for computing the action of the
weighted geometric mean of two large-scale positive definite matrices on a vector.
We derive and analyze several algorithms, based on numerical quadrature and on
the Krylov subspace, and compare them in terms of convergence speed and execu-
tion time. By exploiting an algebraic relation between the weighted geometric mean
and its inverse, we show how these methods can be used to efficiently solve large
linear systems whose coefficient matrix is a weighted geometric mean. According
to our experiments, some of the algorithms proposed in both families are suitable

choices for black-box implementations.

Keywords: matrix weighted geometric mean, Krylov subspace methods, Gaussian

quadrature, matrix functions.

2010 MSC: 15A16, 15A22, 65D32, 47A56.

7.1 INTRODUCTION

The weighted geometric mean of parameter ¢ of two positive numbers, say a4 and

b, is defined as a'~'b' for any t € [0,1]. This definition covers as a special case the

standard geometric mean vab, arising for t = 1/2. The extension of this concept to
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positive definite matrices is not trivial, but there is large agreement that the right

generalization, for A, B € C"*" (Hermitian) positive definite and ¢ € [0, 1], is

A#,B = A(A7'B)! = A(B71A), (7.1)

which turns out to be positive definite and is called the matrix weighted geometric mean
of A and B. The reasons behind this choice and the properties of the matrix weighted
geometric mean are discussed by Bhatia [11, Chap. 4] and Lawson and Lim [41]. Rele-
vant applications of the weighted geometric mean of two dense matrices of moderate

size, along with algorithms for its computations, can be found in the survey [35].

Here we are interested in the approximation of (A#;B)v and (A#;B)~'v, where
v € C" and A, B are large and sparse. These problems arise in a preconditioning
techniques for some domain decomposition methods and in methods for the bihar-
monic equation [4], [5], [6], and in the clustering of signed complex networks [44].

The geometric mean of large-scale matrices appears also in image processing [22].

In particular, we want to avoid the explicit computation of the matrix function
A#:B, which may be unduly slow or even practically infeasible, for A and B large
enough. We explore two classes of methods to achieve this goal, namely numerical
quadrature of certain integral representations of the matrix function Z “tforte 0,1),
and Krylov subspace methods for computing the product of a matrix function and a

vector.

It is well known that the geometric mean A#B := A#;,B [2], [3], [12], [46] (the
weighted geometric mean with weight ¢ = 1/2) has several nice integral representa-

tions (see [37] and the references therein). In particular, the formula

-1
dz,

L (1 B l4+(1-2)A"1
A#B:ZJ (A+2)B 1 +(1-2)A")
TJ1 V1—2z2
is well suited for Gaussian quadrature with respect to the weight function (1 —2z2)~/2,
and is considered in comparison with other algorithms for A#B by lannazzo [35]. We

generalize this approach to the matrix weighted geometric mean.
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Quadrature formulae are particularly attractive in the large-scale case, since they

produce an approximation of the form
N
(A#;B)v ~ Z w;A(r;A +5,B)"'Bo, (7.2)
i=0

where the w;’s are the weights of the quadrature and the r;’s and the s;’s are pa-
rameters obtained from the nodes of the quadrature. By exploiting the identity
(A#;B)~! = B~1(B#A)A~!, a similar approximation for the inverse of the geomet-

ric mean, namely

(A#:B) [(riB+s;A)” (7.3)

I Mz

can be easily derived. The problem is thus reduced to the solution of linear systems
and the evaluation of matrix-vector products. Moreover, if r; and s; are positive for
all i, then the matrix coefficients of these linear systems are positive definite, being
convex combinations of the positive definite matrices A and B, and we say that the

quadrature formula preserves the positivity structure of the problem.

We consider and analyze three quadrature formulae for A#:B. The first two are
obtained from integral representations of the inverse of real powers [14], [23], by
exploiting the fact that A#;B = A(B~!A)~!. The third is based on a clever confor-
mal mapping [30], which achieves fast convergence speed but does not preserve the

positivity structure of the problem for ¢ # 1/2.

Regarding Krylov subspace methods, we adapt to our problem standard tech-
niques for the approximation of f(Z~'Y)v, where Z and Y are large-scale matrices.
In this case, the usual way to proceed is to consider a projection of the matrix onto
a small Krylov subspace and thereby reduce the original problem to a small sized
one. Since (A#;B)v = A(B~!A)~'v, the computation of (A#:B)v reduces to that of
(B~1A)~*v, which is well suited to the aforementioned techniques. For instance,
when approximating (B~!A) v by means of the Arnoldi method, we get the gen-
eralized Lanczos method [45, Chap. 15], which has been considered for (A#;B)v in

previous work [4], [5]. We revise the generalized Lanczos method and then investi-
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gate some more powerful Krylov subspace techniques such as the extended Krylov
subspace method [21] and the rational Krylov subspace methods [48], [49], [50], with
poles chosen according to the adaptive strategy by Giittel and Knizhnerman [29] or
the rational Krylov fitting by Berljafa and Giittel [8]. We show that these methods, in
most cases, outperform the generalized Lanczos algorithm. Prior to our work, ratio-
nal Krylov methods have been considered for the computation of (A#B)v, where the

implementations are meant for and tested on sparse matrices of moderate size [15].

For the sake of generality, in describing the Krylov subspace techniques, we work
with the more general problem Af(A~!B)v, where A is positive definite, B is Hermi-
tian and f is the matrix extension of a real positive function. Our implementations,
tailored for the function f(z) = z~f, are well suited to the computation of (A#:B) 1o,

and could, in principle, be used for any choice of the function f.

The paper is organized as follows. In the next section we give some notation
and preliminary results. Quadrature methods for the weighted geometric mean are
discussed in section 7.3, while section 7.4 is devoted to Krylov subspace methods.
The application of these techniques to the solution of the linear system (A#:B)y = v
is discussed in section 7.5, and an experimental comparison is provided in section 7.6.

In the final section, we draw the conclusions.

7.2 NOTATION AND PRELIMINARIES

Throughout the paper we denote by I, the identity matrix of size n, omitting the
size when there is no ambiguity. The set R* will denote the positive real numbers,
while R = R U {£o0}. We will denote by o(A) the spectrum of the square matrix
A. Throughout the paper, we consider the spectral norm |A| = maxy|,—1 |Ax]2. For
x1,...,%, € C, we denote by diag(x;, ..., x,) the n x n diagonal matrix with xy,...,x,
on the main diagonal. Let V < C" be a subspace, and A € C"*", by AV we denote

the subspace {Av : ve V}.
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Let A € C"*" be diagonalizable with eigenvalues in (2 c C and let f : 2 — C. If
M~1AM = diag(Ay,...,Ay), then f(A) := Mdiag(f(A1),..., f(A,))M~L. Note that if
A is Hermitian, then f(A) is Hermitian as well. This definition can be extended to
nondiagonalizable matrices [33, Def. 1.2], and is independent of the choice of M.

We have the similarity invariance of matrix functions, that is, if f(A) is well defined,
then f(KAK™1) = Kf(A)K1, for any invertible K. We now give a well-known prop-
erty regarding an expression commonly encountered when dealing with functions of

Hermitian matrices.

Lemma 7.1. Let f : U — R*, with U subset of R. For any A € C"*" positive definite and
B € C*" Hermitian, such that c(A~'B) < U, the matrix Af(A~'B) is Hermitian positive

definite.

Proof. Note that f(A~!B) is well defined, since A~!B is diagonalizable with spec-
trum in U. Because of the similarity invariance of matrix functions, we have that
Af(A71B) = AV2f(A"12BA~1/2) A2, The matrix A~/2BA~1/2 is Hermitian, thus
T = f(A"Y2BA~1?2) is Hermitian with positive eigenvalues and the same holds for

Af(A~1B), which is obtained from T through a congruence. O

If A and B are positive definite, then 0(A7'B) ¢ R*. Thus, the previous lemma,
applied to f(z) = z!, with & = R*, shows that A#;B = A(A~'B)" is positive defi-
nite. Using other properties of matrix functions one obtains the following equivalent

expressions:

A#B = A(A7'B)! = A(B71A)~" = B(A"!B)!""! = B(B~1A)},

(7-4)
= (BAT)'A=(AB"))'A=(BA)""'B=(AB"")!"'B.
Another useful property of the weighted geometric mean is
(A#,B)~! = B"Y(B#A)A7Y, (7.5)

which follows from an algebraic manipulation of the formulae in (7.4)

(A#B)™' = (BA™1'"'B) ' = B"Y(BA))!*AA~" = B (B#A) AL,
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7.3 QUADRATURE METHODS

In this section, we exploit the formula A#;B = A(B~1A)~! to obtain three quadrature
formulae for A#;B from the corresponding quadrature formulae for the inverse real
power function z .

In the next subsection we describe and analyze two integral representations for
z~! and in sections 7.3.2 and 7.3.3 we discuss their application to the matrix weighted

geometric mean. Finally, in section 7.3.4 we adapt an algorithm based on a conformal

map transformation to the matrix weighted geometric mean.

7.3.1 Integral representations for z

Since A#;B = A(B~1A)~!, useful integral representations of the matrix weighted geo-
metric mean can be obtained from the representations of the fractional inverse power
function. The function C\[—0,0] 3 z — z ™! for t € (0,1) is a Markov function [10, p.

116], which can be written as

_y _ sin(rtt) J“C dx
z ' = p= . Txt2) O0<t<l (7.6)

To rewrite this integral in a more practical form, we exploit the Cayley transform

C(x) = L‘r—z, which sends the positive real numbers to the interval (—1,1).

The variable transformation s = C(x) gives

i 1
o~ = 2ot L“ =971+ g jsa To)z 77

On the other hand, by applying the transformation s = —C(x'~") to the integral in

(7.6), we obtain

L 2sin(r(1—p) (1 e ds 8
z ) Jl( ®) (1+8)7 +(1—s)z 7

which has been considered in a similar form in order to compute the pth root [14].
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Both (7.7) and (7.8) are integrals of the form

Jl (1—8)"(1+5)Pf(s)ds,
-1

with (a, B) = (—t,t — 1) and (a, B) = (4=},0), respectively. These integrals, for a, f >

—1, can be approximated by using Gaussian quadrature with respect to the weight

wep(s) = (1—35)"(1+ s)ﬁ, se[-1,1]. (7.9)

These formulae are known as the Gauss—Jacobi quadrature formulae [47, Sec. 4.8].
A nice feature of the Gauss—Jacobi quadrature applied to the integral (7.7) is that

the function to be integrated with respect to the weighted measure, namely

1
S 1-s+(1+5)z

f1,2(s) , (7.10)

is analytic on [—1, 1], for any z € C\(—0,0), and thus the convergence of the quadra-
ture formulae is exponential.

In particular, given a function f analytic on the interval [—1, 1], for the error of the
Gaussian quadrature with nodes s; and weights w; for i = 0,..., N —1, we have the

estimate [25], [53]

1 N-1 1 p2
Ru(Hl =| | S@w@dy— 3 wif(s) < 4oy () max|f@l - an
- i=0

where o = Sil w(x)dx and the curve I is an ellipse with foci —1 and 1 and sum of
the semimajor and semiminor axes p, entirely enclosed (with its interior part) in the
domain of analyticity of f.

When f is analytic on [—1,1], we may assume that p > 1. Hence, for any ellipse
contained in the region of analyticity corresponding to p, the convergence of the
quadrature formula is exponential with rate -y such that 1/p?> < ¢ < 1. On the other

hand, for the integral (7.8), the integrand is

fo.(s) = , (7.12)

1
(1 +s)ﬁ +(1 —s)ﬁz
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which is analytic on [—1,1] for any z € C\(—,0) only if f is of the form (p —1)/p,
with p € N. When 1/(1 —f) is not an integer, the integrand (7.12) has two branch
points at —1 and 1, which makes the use of this second quadrature method less
attractive for our purposes. Nevertheless, in some cases the Gauss—Jacobi quadrature
applied to (7.8) converges faster than the same method applied to (7.7).

We analyze the convergence just for z € R", because we want to apply the formu-
lae to diagonalizable matrices having positive real eigenvalues and, in this case, the
convergence of the quadrature formulae for the matrix follows from that of the same

formulae for its eigenvalues.

Convergence for the integrand f; .(s). Let us start by considering the quadrature
formula for fi.(s), which has only one pole at { = 1/C(z). The function 1/C(z) maps
the half line (0, 0) to R\[—1,1], thus we are guaranteed that the pole lies outside the
interval [—1,1] for any z > 0 and that the convergence result for analytic functions
applies.

If z € (0,00), then it is easy to identify the smallest ellipse not contained in the
domain of analyticity of fi.(s) as the one passing through . The real semiaxis of
such an ellipse has length |{| and its imaginary semiaxis has length 1/¢% — 1, thus,

the sums of its semiaxes is

M (5) = 2 1=} -
P (z) |€|+\/€71 c&)ﬁ\/? (7.13)

14zl +2vz 1+yz 1
I N T VE R I VE T

and hence a lower bound for the rate of convergence is |C(1/z)|*.

Convergence for the integrand f,.(s).  The convergence analysis for f,.(s) is
more problematic, since the function lacks analyticity at 1 and —1 when 1/(1 —¢) ¢ IN.
For t = (p —1)/p, with p € N, the function f,,(s) is rational and its poles are given

by the solutions of the equation

1+0P+(1-0"2=0,
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which are the p distinct points
1/p Lim(2e+1
g = —C(zV/Pei ( )), 0=0,...,p—1. (7.14)

Since none of them lies on the interval [—1, 1], the integrand is analytic there.

In order to get the rate of convergence of the quadrature formula, we consider the

sum of the semiaxes of the smallest ellipse not contained in the domain of analyticity

of f2-(s).

Proposition 7.2. For any positive integer p, the smallest ellipse not contained in the domain
of analyticity of f.(s) (defined in (7.12)), with t = (p —1)/p, passes through (o (defined in

(7.14)) and the sum of its semiaxes is

O (z) - 1427 + \/221/17(1 — cos(n/p))‘

- (7.15)
\/1 + 22/P 4 22V/P cos(7t/p)

1 20+1 i

Proof. We know that the poles of f,4(z) are {y = —C(G;) with §, = zre » 7, for
{=0,...,p—1.

We want to find the smallest sum of the semiaxes of an ellipse not including the
points {{,} in its interior part, and with foci 1 and —1. If we denote by x the length
of the major semiaxis of such an ellipse, then the sum of the length of the semiaxes
isp=x+vx2-1.

We know that the sum of the distances between a point of the ellipse and the foci is

twice the major semiaxis. To find the major semiaxis of the ellipse passing through ¢,

we can use the fact that
|Co =1+ [Ze + 1] = 2xy,

which readily gives x, and thus p,.

Since {; = —C({y), we have

2¢, -2

Cel +1
7 _1: 7 =
Cr+1 Ce Cr+1

xo = 508+ 1 +18-1) = 2,

Cr+1=
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from which, by using |&| = z/P and (|&| + 1) — |¢ + 1> = 2|¢| — 2re{, we get

+ 144208 —2red; 1427 +/22UP(1 — cos(®
o= x4+ /x%—lz‘gd Gl —2redy 14z /2217 (1 — cos( g))’

6 +1 14227+ 227 cos(8y)

where ¢) = MTHH. Now observe that p; decreases as cos(¢,) grows, and thus that the

closer &, is to a multiple of 27, the smaller is the value of p,. Noting that & is the

nearest such value concludes the proof. O

Hence, for t = (p —1)/p, we have a lower bound for the rate of convergence, namely
(1/p? (z))2. For t # (p—1)/p, by lack of analyticity of the integrand, we cannot
use these asymptotic results to study the convergence of the quadrature formula
involving f».(s). Nonetheless, it appears that the formula converges also for values

of t not of the type (p —1)/p.

Comparison. We can compare the bounds for the rates of convergence of the
two quadrature formulae, namely (1 /p(l)(z))z, with p()(z) defined as in (7.13); and
(1/0@(2))?, with p?(z) given by (7.15), just for t = (p—1)/p. Since p(1/z) = pV(2)
and p®(1/z) = p(z), we can restrict our attention to z > 1.

In a neighborhood of 1, the quadrature formula using f.(s) works better since
1/0M(1) = 0, while 1/0® (1) > 0.

On the other hand, as z — o0, we have

_ (pu}(z)>2 ~ 427%, 1— <p(2)1(z)>2 ~ 2\/2(1 — COS(T[/p))Z_ﬁ_ (7.16)

and thus the second formula works better for large values of z.

Gauss—Jacobi quadrature and Padé approximation. Quadrature on Markov func-
tions is related to Padé approximation. In particular, applying the Gauss—Jacobi
quadrature to the integral in (7.7) yields the [N — 1/N] Padé approximant to z~*
at 1. We give a short proof of this property (see also that given by Frommer, Giittel,

and Schweitzer [23]).
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Theorem 7.3. The N-node Gauss—Jacobi quadrature of (7.7) coincides with the [N —1/N]

Padé approximant to z~" at 1.

Proof. The Gaussian quadrature formula with N nodes, say Jn(z), is a rational func-
tion of z whose numerator and denominator have degree at most N — 1 and exactly
N, respectively.

We have that fl(];) (s) = (=1)*k!(z — 1)k k+1( ) for k > 0. From the latter and using
standard results on the remainder of Gaussian quadrature we have that there exists

¢ =¢(z) € (—1,1) such that

. (2N)
_ 2sin (7tt) f1, *(S) (=t1—t) (—t1-t) (z—1)2N
P = = Py, Py =
z InGz) s (2N)! (P "N ’ C”(z—l)§+(z+l)’
where PI(\’;( #) is the Nth Jacobi polynomial, (-, -) is the scalar product with respect to

the weight (7.9) and ¢, is a constant independent of z.
As z — 1 we get that 2! — Jn(z) = O((z — 1)?) and thus Jn(z) is the [N — 1, N]

Padé approximant to zF. O

7.3.2 Integral representations of A#:B

The integral representations in section 7.3.1 for z™! readily yield analogous represen-
tations for the matrix weighted geometric mean (through A#:B = A(B~1A)™).

From the formula (7.7) we obtain

A#B = 1A f (1—s) (1481 =s)+(1+s)BLA)"
-1

ds (7.17)
1

= clAl/ZJ (1—8) " (1+5) "1 (1 =) + (1+5)AV2B 1 AV2) s . A2
-1

= A f_ll(l —s) "1+ ((1-s)B+(1+ s)A)leds,

with ¢; = 25“;1( Y and the corresponding quadrature formula on N + 1 nodes gives
2sin(7tt)
A#B ~ S| = TZ w;iA((1—5)B+ (1+s)A)"'B, (7.18)

i=0
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where the w;s are the weights of the Gauss-Jacobi quadrature formula with N +1
nodes and s;s are the nodes, which belong to the interval [—1,1]. Therefore, for

i=0,...,N, the matrix (1 —s;)B + (1 + ;) A is positive definite.

On the other hand, from (7.8) we have

1 —
A#B = czAf (1-s)1 (1+ )T+ (1— s)%B’lA) “1ds (7.19)
-1
1
= A1 f (1)1 (1+5)771 + (1 —s) 77 AV2 BT A1) g5 . A1/2
—1

1 o
ICzAJ (1—5)%((1+s)ﬁB+(1—s)HA)_1Bds,
-1

with ¢, = %, and the corresponding quadrature formula with N + 1 nodes

gives

2sin(7r(1—t)) 1
A#B~ SO = a7 Zw, (1+8)™B+(1—s)™=A)"'B. (7.20)

Even in this case the matrices to be inverted, for i = 0,..., N, are positive definite.

7.3.3 Matrix convergence

In order to analyze the convergence of quadrature formulae for the matrix weighted
geometric mean, we consider the convergence of the quadrature formulae for (7.7)
and (7.8) when applied to a Hermitian positive definite matrix C. In this case, the

functions to be integrated are
fie(s) =((1=s)I+(1+5)C) " and foc(s) = (1 + s)% I+(1- s)ﬁ )4,

whose domain of analyticity is the intersection of the domain of analyticity of the

corresponding function applied to all the eigenvalues of C.
1% g pPp g
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If Q*CQ = diag(A4,...,Au), with Q unitary, and the function to be integrated is
analytic on [—1,1], then the error in the quadrature formulae with N nodes defined

in (7.11), in the spectral norm, is

IRN(fic ()] = | diag (R (fion, ()] = Dax {IRn(fir, (DI}, k=12,

and is ruled by the eigenvalue whose corresponding pole gives the smallest ellipse

with foci 1 and —1, enclosed in the domain of analyticity.

Convergence for the integrand f; c(s). Let the eigenvalues of C be ordered so that
0<Am=A1 <Ay <...<Ayq1 <Ay = Ay The infimum of the acceptable values for
o (the ellipse parameter) is now obtained by minimizing the function || + /72 — 1
for ¢ € 0(C), where ¢(C) denotes the spectrum of C, so that the bound on the rate of

convergence, in view of (7.13), is

o :mX71 = max 2 = max 2 2
€)= max s = mas ICVAR = max{C/ ) 1€V )

since the function |C(+v/A)| is monotonically decreasing in (0,1) and monotonically
increasing in (1, ).
Since C is positive definite, its 2-norm condition number, denoted by « := 12(C),

is Ap/Am. If we further assume that AyA,, = 1, then x = A%\/I = 1/A2, and since

IC(vAm)| = [C(+/A)], we have
t0(C) = [C(v/Am)I2 = C(¥x).

Expanding (V) as ¥ — oo, we get

TM(C) = <$; 1)2 = (1 — \4/%2+ 1)2 ~1-— \:/t? ~ exp(—4/v/x). (7.21)

Note that the condition ApA,, = 1 is not restrictive, since any positive definite matrix
verifies it up to scaling, but can significantly accelerate the convergence of these

quadrature algorithms for matrices such that ApA,, is far from 1.
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Convergence for the integrand f, c(s) and comparison. As before, for a positive
definite matrix C, a bound for the rate of convergence of the matrix quadrature for-
mula is given by the largest bound on the rate of convergence of the scalar formula

applied to the eigenvalues of C.

Since the scalar convergence is complicated by the branch points at 1 and —1 and
by the presence of a possibly large number of poles in certain cases, also the matrix

convergence is hardly predictable.
Nevertheless, if AyA,, = 1, then for t = 1/2 we can get an asymptotic estimate as

K — o0, which is

7@)(C) = max 5
A60(C) (p@)(A))

1 VE+T N2 242
_(\4/%+1+ﬁ\8/%) ~ 1 T (7.22)

For t = 1/2, it can be shown, moreover, that the Gauss-Jacobi quadrature of (7.8) is

better than that of (7.7) for

\z\elR\[é,C], E=2+5+2¢/2++5~ 835,

and this is confirmed by the results of Test 1 in section 7.6. Thus, for a positive definite
matrix and for t = 1/2, unless the matrix is very well conditioned/preconditioned

(x2(C) < 70), the method based on (7.19) is preferable.

Application to the weighted geometric mean. In the case of the weighted geo-
metric mean, in view of equations (7.17) and (7.19), the functions to be integrated are
fic(s) and foc(s), with C = AYV2B~1A1/2, 5o that the previous analysis for a positive

definite matrix C can be applied.

Let Ay and A, be the largest and smallest eigenvalues of A/2B~1 A2 (or of the
pencil A — AB), respectively. A scaling of A and/or B would change the weighted

geometric mean in a simple, predictable way, since [41]

(xA)#(BB) = «' !B (A#B).
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Thus, we may assume that ApA,, = 1 and replace the pair (A, B) with (A, §), where
A = A/\/ApAn and B = B.

The quadrature formulae Sﬁ) of (7.18) converges at least linearly to A#tﬁ, and we

get the following estimate
|A#B — S| = O(e*N/¥X); (7.23)

while we have that Sﬁ) of (7.20), for t = 1/2, converges at least linearly to A#l /2§, and

we get the estimate

~ ~ _ 8
| At B — SQ| = O(e72V2N/ V), (7.24)

7.3.4 An alternative quadrature formula

Another powerful quadrature formula for real matrix powers has been obtained
in [30] by applying a few variable substitutions on the Cauchy formula for z~*.
Without giving any further details, we report the results of interest from the origi-
nal paper [30], referring the reader to it for a complete explanation. Let the function
f :C\ (—00,0] — C be analytic and let us assume that (—0,0) is a branch cut for f
and that 0 is the only singularity, if any. Under these assumptions, the approximation
of f(Z), where Z is a real square matrix with positive eigenvalues, using a quadrature

formula with N nodes is given by

—8K(K)ZV/ Autu | (i f(w(t)?) en(t;) dn(; )(w(t]-)zl—Z)_1>, (7.25)

TNk (t])(k 1 _sn(t ]))2

where A, and Ay are the minimum and maximum of the spectrum, respectively,

k= —C(/Am/Am), K(0) is the complete elliptic integral associated with ¢ [30],

w(t) = mw t = —K(k?) + G P

k=1 —sn(t)’ 2 (kz)'

N
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for 1 < j < N and cn(-),dn(-) and sn(-) are Jacobi elliptic functions in standard
notation (see [1]). The theoretical aspects of these functions can be found in the book

by Driscoll and Trefethen [20].

This method can be easily adapted for computing Af(A~!B)v, when A~1B is real

with positive eigenvalues, without forming explicitly A~!, providing

—8K (k) AnAnt o (2 f(w(t)?) en(t;) dn(t;)

N2a_ n\ L
Nk =1 w(t])(k 1_sn( ])>2 (w(t]> A B) A)U, (7.26)

which does not require any matrix product or inversion if evaluated from right to

left.

Using the identity A#:B = A(A~!B)!, for the matrix geometric mean of real positive

definite matrices, one gets the approximation A#;B ~ 51(\3;) with

0 _ KU)WV 41 (i w(t)? ' en(t)) dn(t))

-1
N = Nk P (tj))z (w(t;)*A - B) )B. (7.27)

which is of the form (7.2) with r; = w(t;)?> and s; = —1. Unfortunately, for t # 1/2, the

matrices r;A + s;B can be complex and not positive definite, for some values of i.

The quadrature formula SS) of (7.27) converges linearly to A#:B, in particular the

following estimate can be deduced from [30, Thm. 3.1]
HA#tB o Sg\?)H _ O(efZHZN/(log(K)+6))’

where x = Ap/Ay, with Ay and Ay the smallest and largest eigenvalues of A-1B,
respectively. A comparison with the analogous results for the two quadrature formu-
lae of section 7.3.2, namely (7.21) and (7.22), suggests that this formula can converge
much faster when Ay1/A;; becomes very large and this is confirmed by the experi-

ments in section 7.6.
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7.4 KRYLOV SUBSPACE METHODS

In this section we address the problem of approximating (A#:B)v = A(A~!B)'v, using
methods based on Krylov subspaces. The approach is similar to the one used in
the well-developed problem of approximating f(C)v, where C is a large and sparse
matrix (see, for instance, [24, sect. 3] or [32, Chap. 13]). However, the fact that
C = A7!B, with A and B positive definite, requires certain additional subtleties, such
as the convenience of orthogonalizing with respect to a non-Euclidean scalar product.

We will refer to the resulting methods as generalized Krylov methods.

We will describe first the generalized Lanczos method in section 7.4.1, then the gen-
eralized Extended Krylov method in section 7.4.2 and finally the generalized rational
Krylov methods in section 7.4.3. Some convergence issues are addressed in section
7.4.4.

The algorithms are presented for the more general problem Af(A~!B)v, where
f:U — R*, with U/ an open subset of R, the matrix A is positive definite and B is

Hermitian, with c(A™'B) c U.

7.4.1 Generalized Arnoldi and Lanczos methods

Let A,M e C"*" be positive definite and let B € C"*" be Hermitian. The generalized
Arnoldi method generates a sequence of M-orthonormal vectors {vi};_; and a se-
quence of upper Hessenberg matrices { Hy};_; with Hy € C¥*k, such that the columns

of Vi := [v1]...|vx] € C"*F span an M-orthonormal basis of the Krylov subspace
Ki(A™1B,v) = span{v, (A~'B)v,...,(A71B)* 1o}, (7.28)

where v; = v/[v|m and the elements of Hy, defined by h;; = v¥ MA~!Boj, turn out
to be the coefficients of the Gram—-Schmidt orthogonalization process [27, sect. 9.4.1],
with respect to the scalar product defined by M. The algorithm has a breakdown

when, for some j < n, we have v; € span{vy,...,v;_1}.
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If no breakdown occurs, the matrices V;, and H, produced by the algorithm satisfy

ViMVv, =1,, BV, = AV,H,, and, for k < n,

BV, = AVka + ]’lk+1,kA'l)k+18z, (729)

where ¢, is the last column of I, € Ck*k,

It is well known [33, Chap. 13] that equation (7.29) can be readily exploited to
compute an approximation of f(A~'B)v. If QV; = ViU, where Q,U € C"*" and
V e C"*k, then, it can be proved that f(Q)Vi = Vif(U). Thus, by imposing that

BV ~ AV| H, we can write

fIAT'B)Vi ~ Vif(Hy),

and by observing that v = v1|v||pm = Vie1|v| s, we obtain that

Af(A™'B)o = Af(A7'B)Vier |0 m ~ AVif (Hi)er|o]m, (7.30)

a relation that is useful, in practice, only when the approximation is good for k much

smaller than n.

We discuss now the options for the matrix defining the inner product used in
the Arnoldi process. Following the recommendation of Parlett [45, Chap. 15], Arioli
and Loghin [5] develop an algorithm to approximate (A#;B)v using M = A. It is
immediate to see that, in this case, Hy is tridiagonal, in being both upper Hessenberg
and Hermitian, since Hy = V;*BV}. Thus, the generalized Arnoldi process becomes a
generalized Lanczos algorithm, which is superior for two main reasons. On the one
hand, the computation of each v requires a fixed number of arithmetic operations,
which considerably decreases the overall execution time of the algorithm, on the
other hand, the evaluation of f(Hj) becomes easier and can be accurately performed

by diagonalization, since Hy is normal.

If B is positive definite, then the generalized method for (A, B) admits a minor

variation: we can use the Arnoldi process to construct a basis of Kx(A~!B, v) of (7.28)
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which is B-orthonormal. In this case, we get BV,, = AV,,H with V7BV, = I,, and the
matrices Hy = Vk*BA_lB Vi turn out to be tridiagonal.

In principle, any scalar product associated to a positive definite matrix M could be
used in the Arnoldi process to construct a basis of ICk(A_lB, v), and the sequence of
upper Hessenberg matrices Hy. However, if we want Hy to be tridiagonal, we must

restrict the choice for M as in the following.

Proposition 7.4. Let A,M e C"*" be positive definite and B € C"*"* be Hermitian, and
assume that the Arnoldi process applied to A~'B with starting vector v and orthogonalization
with respect to the scalar product induced by M can be applied with no breakdown. Then for
k =1,...,n, the Hessenberg matrix Hy is Hermitian (and thus tridiagonal) if and only if
MA™'B=BA M.

Proof. From H; = Vk*MA_lBVk, we get that Hy = Hj for each k, if and only if
MA~'B=BA"'M. 0

The previous result shows that, for the problem Af(A~!B)v, the customary or-
thogonalization procedure, that corresponds to the choice M = I, can cause loss of

structure since Hy is nonsymmetric if A and B do not commute.

7.4.2 Generalized Extended Krylov subspace method

The standard extended Krylov methods [21], [51] can be easily generalized to build

an M-orthonormal basis of the extended Krylov subspace

k
kg

Ex(A7B,v) = span{o, A"'Bo, B~ Ao, (A'B)’v,.., (BT A) o, (A1B) 0},

if k is even and
k=1

Ex(A™'B,v) = span{v, A"'Bo, B~ Av, (A7'B)’v,..., (A7'B) T v, (B71A4) 7 0},

if k is odd.
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As it is the case for the standard Arnoldi algorithm, the extended Krylov algo-
rithm generates a sequence of M-orthonormal vectors {v;};_; and a sequence of
Hessenberg matrices with an additional subdiagonal {Hy};_; with Hy € C**k. We
stress that, in this case, Hy does not contain the orthogonalization coefficients of
the Gram-Schmidt process applied to the set {vy,...,v}. The interplay between or-
thogonalization coefficients and Hj, for the extended Krylov subspace methods, are

discussed by Simoncini [51] and Jagels and Reichel [38], [39].

If we define Vi = [0v1]---|vg] as the M-orthonormal basis of £&(A~!B,v), then the
matrices produced by the algorithm, if no breakdown occurs, verify BV, = AV, H,

and V)MV, = I,, while for k even and k < n
BVi = AViHj + A [0x41|vk12] HEg, (7-31)

where Hj € C%, H = [v,1|vks0]* MA™'B [vp_1|vk] € €2*2, E; € C¥*¥ contains the
last two rows of the identity matrix I; and V; € C"*F is the M-orthonormal basis of

the extended Krylov subspace at step k.

As in the previous section, we can conclude that Hy = Vk*MAleVk and thus
that Proposition 7.4 remains valid for the extended method. The choice M = A, is
again the most natural. Moreover, for any k < n the function Af(A~!B)v can be

approximated by means of
Af(AT'B)o ~ AVif(Hyer|[o] am, (7.32)
where Vi and Hj are the matrices produced by the extended algorithm.
We wish to point out that the Arnoldi decomposition (7.31) is specific to the basis

computation approach that adds two vectors at each step [51]. Using the approach of

[38, 39], one would have to add to AVyHj only one non-zero column rather than two.
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7.4.3 Generalized rational Krylov subspace methods

The rational Arnoldi algorithm [48], [50] can be adapted to our problem. Starting
with a vector v, a positive definite matrix M, and poles ¢y, ..., € C U {oo} such that

& ¢ 0(A71B) U {0}, we can construct a basis of the rational Krylov subspaces (we set

1/00 = 0)

k—1
Qx(A™'B,v) : H(I ——A 13) span{v, A"'Bo,...,(A"'B)* 1o},
j=1

by considering v; = v/|v|ym and then M-orthogonalizing the vector
wj = (A — B/gj)_lB’()j,

with respect to vy, ..., vj, obtaining

hij = w}kMUi, ﬁ] = wj— Z hijvj, hja,j = HZF/'HM, Uj+1 = wj/hj-&-l,j'
i=1

Notice that a breakdown can occur if ZE]' =0, that is, w; € span{vy, ..., vj}.
In this way, if no breakdown occurs, we get the rational Arnoldi decomposition

Ly
K By 16 = AViHy + hyyp1 pAvgyaef, (7.33)

BVk(Ik + Hka) +
Ck

where Dy = diag(1/¢1,...,1/8), Hi is the matrix containing the entries h;; and
Vi = [v1] - - |vg] is an M-orthogonal basis of Qx(A~!B,v). Note that we do not al-
low o to be a pole just for ease of exposition; it is possible to build a rational Arnoldi

decomposition with a pole at o, by using a slightly different definition [8, sect. 3].
If the last pole is at infinity, then (7.33) simplifies to

BVk(Ik + Hka) ~ AV Hj
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and we get the approximation
Af(A™'Byv ~ AVif (He(Ix + HiDy) Ver|o] - (7.34)

Notice that in this case Hi(I; + HyDy) ™' = V*MA~!BV,, which is Hermitian if M
commutes with A~!B. Thus, the argument of f is normal and the evaluation can be

done by diagonalization.

The Krylov subspaces described in section 7.4.1 and section 7.4.2 are in fact rational
Krylov subspaces where the poles are chosen to be co or 0 and oo, respectively. In
order to achieve a convergence rate faster than that of the previous two algorithms,
the choice of poles is crucial, but there is no general recipe. In section 7.6 we use two

black-box heuristics which are well-suited to the problem f(A)b.

7.4.4 Convergence of Krylov methods

Despite being rather impractical from a computational point of view, the identity
Af(A7'B)o = AV2f(A~12BA~1/2) AV?0 turns out to be very useful in the analysis of

the convergence of the Krylov methods, as we will see.

By exploiting the generalized Arnoldi method, we get an approximation of the

form (compare (7.30))

Af(A7'B)v ~ AVif(Hi)erom =: fi, (7.35)
where V; is an M-orthogonal basis of the Krylov subspace Ki(A~!B,v) defined
in (7.28) and Hy = Vk*MA_lBVk.

On the other hand, we can pick a positive definite matrix M and apply the gener-
alized Lanczos method to compute a matrix Wy € C"*k, with M—orthogonal columns

and span the Krylov subspace Ky(A~/2BA~1/2, A1/2p), obtaining the approximation

Af(A7'B)o = AV2f(ATV2BATVA) AM20 ~ AV2Wif (Hi)er | AV 5 =: &k (7.36)
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with Hy = WFMA~12BA-12W,.
We will prove that these two approximations are equal for a suitable choice of W

and M.

Proposition 7.5. Let A, B, M € C"*" be positive definite and let v € C". If the columns of
Vi € C"k span an M-orthogonal basis of Ky(A~'B,v), then those of Wy := AY2V; span an
M—orthogonal basis of KCp(A~Y2BA~Y2, AV?0), with M = A™Y2MA-Y2 gnd fr and gy,
defined in (7.35) and (7.36), respectively, are such that fi = g.

Proof. First, we observe that the columns of W, are M—orthogonal, since
WiEMW, = VEAV2ZMAY2V, = VEMV; = 1.

and that it is a basis of ICk(A_l/ZBA_l/Z, Al/zv), since for £ = 0,...,k —1 we have
that AYV2(A71B)'v = (A"1/2BA~12)!(A?v). By direct inspection, we can see that

HAl/ZUH%/I = v*AV2MAY2p = v* Mo = HUH%VI and
Hy = WfMA~'2BA='2W, = v AV2MAY2A~'BV, = V¥ MA~'BV; = H,,
from which we obtain

gk = AVPWif (Her|AY?0| 5 = AVif(Hi)er|olm = fr. O

Observe that for M = A, we have M = I, which gives yet another reason for
making this choice.

The previous equivalence is true also for rational Krylov subspaces (and in partic-
ular, for extended Krylov subspaces), because approximating (A#:B)v in the space
Q(A~1B,v) is equivalent to constructing a sequence of approximations to the same
quantity in Qi (A~Y2BA~1/2, A1/%p).

The equivalence of approximations allows one to estimate the convergence of
Krylov methods using the convergence results for functions of positive definite ma-

trices, which are simpler than those for general matrices.
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For instance, if fk is the approximation of (A#;B)v in the extended Krylov subspace

E(A™'B,v), using the error bound from [40], we obtain
|(A#:B)o — fi| = O(e™/¥F),

where « is the condition number of A~/2BA~1/2,

7.5 COMPUTING (A#:B) v

The methods for computing the product of the weighted geometric mean times a
vector, described in the previous sections, can be easily adapted for reducing the

linear system
(A#B) "o,

to the solution of a certain number of simpler linear systems.

Since (A#;B)~! = B~!(B#;A)A~!, the quadrature formulae of section 7.3 can still

be applied. From (7.18) we get the approximation

(A#B)"! ~ Zsin(rtt) i wi(1—s)B+(1+s)A)~"
t ~ T o, 1 1 1 ’

from (7.20) the approximation

_1 _ 2sin(7tt) N 1 Ay
(A#B) "~ = > wi((1—s) A+ (1+5)=B) ",
i=0

and from (7.27) the approximation

(A#tB)_l ~ _BK(kZ) \/4 Am/\M Im (i w(t]‘)Ztil Cn(t]) dn(t]) (w(t])ZB o A) —1)/

Nk S (s (y)’

when both A and B are real. The three quadrature formulae have exactly the same

convergence properties as the respective formulae for A#B.
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Regarding the Krylov methods of section 7.4, we can exploit the identity
(A#,B)"! = (A(A7B)Y L = (A71B)TA Y,

reducing the computation of (A#;B)~1v to that of (A~!B)~/(A~'v), which can be
performed by first computing w = A~!v and then approximating (A~!B)~fw with

any of the Krylov subspace methods described in section 7.4.

7.6 NUMERICAL TESTS

By means of numerical experiments, we illustrate the behavior of the methods pre-
sented in the paper for the computation of (A#;B)v and (A#;B)~'v, where A and B
are medium- to large-scale matrices.

The tests were performed using MATLAB R2017a (9.2) on a machine equipped
with an Intel i5-3570 Processor running at 3.40GHz and 8GB of dedicated RAM.

We compare the following methods:
1. The generalized Arnoldi algorithm [45, sect. 15.11] (Poly);
2. The extended Krylov subspace method [21] (Extended);

3. A rational Krylov subspace method, with poles chosen according to the adap-

tive strategy of Giittel and Knizhnermann [28] (RatAdapt);

4. A rational Krylov subspace method, where the choice of the poles is based
on the solution of the best rational approximation of an auxiliary problem [8]

(RatFit);
5. The quadrature formula (7.18) (Quadl);
6. The quadrature formula (7.20) (Quad2);

7. The quadrature formula (7.27) (Elliptic).



Krylov subspace methods. Our implementations of the Krylov subspace method
are based on the modified Gram-Schmidt procedure with reorthogonalization [26].
When approximating Af(A~!B)v, we can decide to use either the projection of A~!B
onto the Krylov subspace or the matrix containing the orthonormalization coefficients
used in the Gram-Schmidt process. When the Krylov subspace is enlarged, the pro-
jection does not have to be computed from scratch, but can be updated cheaply by
exploiting an suitable recurrence. This choice still leads to a larger computational
cost, due to one or more additional matrix-vector products and/or linear system
solves per step, but guarantees that the projected matrix is symmetric positive defi-
nite. The matrix obtained by the orthogonalization procedure, on the other hand, is
numerically not Hermitian, and it is not Hermitian when rational Arnoldi is used as

described in section 7.4.3.

In our implementations of Poly and Extended, we trade off maintaining the struc-
ture of the problem for efficiency, and use the orthonormalization coefficients to build
the reduced matrix. In this case the fractional power of a nonnormal matrix can be
computed by spectral decomposition or by using algorithms for the real power of
dense matrices [36], [34] (all these algorithms require O(¢3) ops for a matrix of size ).
We stress that, in our tests, this choice did not reduce the accuracy of the final result,

and only marginally affected the computational cost.

Rational Krylov methods, however, produce a pair of matrices from the orthonor-
malization coefficients, and it is not obvious how to combine them in order to obtain
an approximation of Af(A~!B)v. For that reason we resort to the slightly more ex-

pensive projections in RatAdapt and RatFit.

For the rational Krylov methods, the poles are chosen according to either the
adaptive strategy by Giittel and Knizhnerman [28] or the function rkfit from the
rktoolbox [7], based on an algorithm by Berljafa and Giittel [8], [9]. In our imple-
mentation, we get the poles by running rkfit on a surrogate problem of size 8oo

whose setup requires a rough estimate of the extrema of the spectrum of A~!B.
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Table 7.1: Comparison of the methods used in the numerical experiments in terms of knowl-
edge of the spectrum of A~!B or B~!A (spectrum), type of linear systems to be
solved (shifted systems, positive definite or not, or systems with the same left hand
side), and possibility to increase the number of nodes/enlarge the Krylov sub-
space (update) exploiting the previous computation without starting from scratch.

Method ‘ Spectrum ‘ Systems ‘ Update
Poly no same lhs yes
Extended no same lhs yes
RatAdapt no shifted pd yes
RatFit yes shifted pd yes
Quadl yes shifted pd no
Quad2 yes shifted pd no
Elliptic (f = 1/2) yes shifted pd no
Elliptic (f # 1/2) yes shifted no

As a stopping criterion for the Krylov subspace methods, we use the estimate [40]

[t =] Ome
[l 1=y

7

where | - | is the spectral norm, u = (A~!B)~'v, u,, is the approximation at step m
and 6y, is the norm of the relative difference between the approximation at the step
m and m + j, i.e. |ty — Upyj|/|um| where j is usually small and is set to 4 in our

experiments.

Quadrature methods. For quadrature methods related to the Gauss—Jacobi qua-
drature, namely (7.18) and (7.20), the nodes and the weights are generated using the
function jacpts of Chebfun [19], based on an algorithm by Hale and Townsend [31],
which requires O(N) operations to compute N nodes and weights of the quadrature.
The scaling technique described at the end of section 7.3.3 is used to accelerate the
convergence.

For Quad2 we use the quadrature formula (7.20) when t > 1/2, and if t < 1/2 we
exploit the identity A#;B = B#;_;A to reduce it to the former case.

In view of the remark at the end of section 7.3.3, the convergence in the matrix case
is exactly predicted by the scalar convergence on the extreme eigenvalues. Thus, the

number of nodes needed by Quadl and Quad2 to get the required approximation is
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estimated by applying its scalar counterpart, with a variable number of nodes and
weights, to the extreme eigenvalues of the matrix B~'A. These scalar problems are
much easier and marginally affect the total computational cost of the algorithms,
when dealing with large matrices.

Regarding the method described in section 7.3.4, we adapt the implementation
given by Hale, Higham, and Trefethen [30], which uses the routines ellipkjc and
ellipkkp from Driscoll’s Schwarz—Christoffel Toolbox [17], [18]. In this case, the num-
ber of nodes is estimated by applying the same method to a 2 x 2 matrix whose
eigenvalues are the extreme eigenvalues of A~!B. Since in all our tests we consider
only real matrices, the method of section 7.3.4, which is designed for real problems

only, can always be applied.

Linear systems and extreme eigenvalues. In both Krylov subspace methods and
quadrature methods, the problem is reduced to the solution of linear systems which
are solved by the MATLAB sparse linear solver, exploiting the band and the positive
definite structure. The linear systems to be solved by the method Elliptic are not
guaranteed to be positive definite for ¢ # 1/2 and this may considerably increase the
overall time required by the algorithm.

Finally, the extreme eigenvalues of A~'B (or B~'A), when needed, are approxi-
mated with two significant digits by calling the function eigs of MATLAB, with the
pair (B, A) (or (A, B)) as argument. In Table 7.1 we give a synoptic comparison of the

key features of the methods.

Test 1. In section 7.3, we considered two Gauss-Jacobi quadrature formulae for z

one based on (7.7), implemented by Quadl and one based on (7.8), implemented by
Quad2. We derived a bound on the rate of convergence of both formulae: |C(1/z)|?
with C(x) = L‘r—i for Quadl, and (1/p®)(2))? with p® as in (7.15) for Quad2. The latter
is valid just for t = 1/2.

We compare the experimental rate of convergence, which is the median of the error
reduction over a certain number of steps, with the predicted rate of convergence. The

results, for t = 1/2, are drawn in Figure 7.1. As one can see, the first quadrature
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Figure 7.1: Comparison of the parameters of convergence (on the y-axis) of the two Gaussian
quadrature formulae for z='/2 (on the semilogarithmic x-axis).

formula is more accurate for values of |z| close, in magnitude, to 1, while the second
gives better results for values of |z| far from 1.

If we consider a positive definite matrix A scaled so that ApA, = 1 (where Ay
and A, are the extreme eigenvalues of A), then the first formula seems to be more
convenient for well conditioned matrices, say with Aps/A,, < 70.

For t # 1/2 the bound for Quadl is still valid, as confirmed by numerical experi-
ments not reported here, while the bound for Quad?2 is less predictive, and does not
give any information for ¢t # 1/2. Nevertheless, the asymptotic expansion (7.16) sug-
gests a better convergence for Quad2 for t = (p —1)/p and the quadrature formula
shows an acceptable convergence rate even for values of t such that the integrand is
not analytic, provided that t > 1/2. By using the formula A#;B = B#;_;A we can

achieve similar convergence properties also for t < 1/2.

Test 2. Since the convergence of most of the methods depends on the conditioning
of the matrix A/2B~1A1/2 (that is Ap1/Ay, where Ay and Ay, are the largest and the
smallest, respectively, eigenvalues of the matrix), we generate two matrices A and B
such that A~'B (and thus AY/2B~!A1/?) has prescribed eigenvalues.

We consider matrices of size 1000, so that a reference value for w = (A#;B)v can be

computed by means of a reliable algorithm for the dense case, namely the Cholesky-
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Figure 7.2: Convergence of the methods in Table 7.1 for computing (A#B)v for t €
{1/2,3/4,1/10} and Apr/Ap € {10,100,1000}, where Ay and Ay, are the extreme
eigenvalues of A/2B~1A1/2, We consider on the x-axis the number of nodes for
quadrature methods and the dimension of the subspace for Krylov methods; and

on the y-axis the relative error with respect to a reference solution.

Schur algorithm described in [35, sect. 3], which is implemented by the sharp func-

tion of the Matrix Means Toolbox [13].

For each method, the relative forward error of the computed value w with respect

to the reference value, namely

is measured in the spectral norm for a variable number of nodes of the quadrature

methods and for a variable size of the Krylov subspace.
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The results are drawn in Figure 7.2. The tests confirm the predicted dependence of
the convergence on the conditioning of A/2B~1A1/2. The final accuracy of all meth-
ods is comparable, while we observe a different convergence behavior for t = 1/2 and

for t # 1/2, for the methods Quad2 and Elliptic.

For t = 1/2, Elliptic generates the best rational relative minimax approximation

~1/2 on the interval [Am, Aum] [30]. This is the reason why it converges

of the function z
faster than the other methods, which produce different rational approximations to
z71/2. We note that RatFit converges in a similar number of steps and that Quad2
converges much faster than Quadl as Ap1/A,, grows, as predicted in (7.23). Regarding
the Krylov subspace methods, we observe linear convergence which is very slow for
the Arnoldi method and it is quite fast when the adaptive strategy is used in the
rational Krylov method.

For t # 1/2, Krylov methods and Quadl have the same behavior they have for
t = 1/2. The Elliptic method does not produce the best rational approximation
anymore, and although A and B are real, it may require the solution of complex
linear systems. However, despite in this case it need not be the fastest method, it
still shows a remarkably fast convergence. The behavior of Quad2 degrades fast as ¢

gets far from t = 1/2, a partial explanation for this is given in section 7.3. The fastest

convergence for t # 1/2 is usually achieved by RatFit.

Test 3. In order to illustrate the behavior of the methods when dealing with large-
scale matrices, we consider four pairs of conformable symmetric positive definite
matrices from the University of Florida Sparse Matrix Collection [16].

The four choices considered in our experiments are described in Table 7.2. In
the case of dataset 3, due to the extreme ill-conditioning of one of the two matri-
ces (whose 1-norm condition number is approximatively 3 -10'%) and the large rate
Am/Am ~ 1018 (where Ap1/A, is the conditioning of the matrix AY2B1AY/2) we were
not able to get any result. Since this dataset is interesting being the only one with
non-banded matrices, we tamed the conditioning of the data, without affecting the

nonzero structure, by adding the matrix 10731 to both matrices.
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Table 7.2: ID in the University of Florida Sparse Matrix Collection, size and sparsity pattern
of the matrices used in the experiments on large-scale matrices. In dataset 3, the
asterisk means that a small multiple of the identity has been added to the two
matrices.

Dataset Ap /Ay IDsin UFsmc  Size  Pattern

1 71.1 1312 & 1314 40000 E E
2 75 1275 & 1276 90 449 N E
3 299.5 2257* & 2258* 102158 E E
4 1.2 942 & 946 504855 E E

Table 7.3: Comparison of the algorithms presented in the paper, when applied to large-scale
matrices, in terms of CPU time (in seconds) and number of linear systems to be
solved (between parentheses). We do not report any data for methods that require
more than 1000 system solves to achieve the required accuracy.

t | Poly Extended RatAdapt RatFit |  Quadl Quad? Elliptic

1 0.50 1.6 (50) 1.0 (32) 1.6 (21) 1.7 (11) 2.1 (20) 2.1 (20) 1.6 (11)
0.75 1.3 (45) 1.0 (32) 1.6 (21) 1.7 (11) 2.1 (20) 3.0 (35) 3.8 (13)

0.10 1.6 (54) 1.0 (32) 1.4 (18) 1.6 (10) 2.0 (19) 6.1 (82) 3.8 (13)

2 0.50 7.7 (13) 6.8 (16) 10.0 (11) 18.8 (07) 21.1 (11) 26.0 (17) 18.6 (07)
0.75 7.2 (12) 6.8 (16) 10.0 (11) 18.8 (07) 20.3 (10) 40.6 (35) 70.5 (11)
0.10 7.2 (12) 6.8 (16) 8.1 (09) 18.8 (07) 20.2 (10) 80.6 (83) 65.2 (10)

3 0.50 - 17.8 (106) 15.0 (40) 10.0 (18) - 16.5 (44) 8.9 (19)
0.75 - 21.0 (118) 17.6 (46) 9.5 (17) - 14.0 (36) 20.3 (19)
0.10 - 10.2 (74) 8.9 (25) 10.4 (19) - 22.4 (63) 22.2 (21)

4 os50| 189(07) 254 (12) 283(07)  69.6(03) | 723(04) 1159 (16) 75.1 (04)
0.75 19.0 (07) 23.1 (12) 28.3 (07) 69.5 (03) 72.2 (04) 185.4 (35) 192.9 (06)
0.10 17.1 (06) 19.3 (10) 24.1 (06) 69.5 (03) 72.3 (04) 364.8 (83) 192.5 (06)

In order to test the methods in Table 7.1, we compare the CPU time required, for
t=1/2,t =3/4and t = 1/10, to fulfill the stopping criterion. We do not report the
CPU time if the corresponding algorithm does not achieve the accuracy threshold

after building a Krylov space of dimension 1000 or using 1000 quadrature nodes.

The results, given in Table 7.3, show that the convergence speed is dictated by the
ratio Apr/Ay, as predicted, while the CPU time is not necessarily related to the num-
ber of linear system solves (between parentheses). Indeed, some methods require
spectral information (see Table 7.1) and this task turns out to be costly, when the
methods for computing the extreme eigenvalues converge very slowly (datasets 1, 2,
and 4), while it does not influence dramatically the computational cost when it con-

verges quickly (dataset 3). In particular, in dataset 3, if we denote by A1 > ... > A,
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the eigenvalues of A~1B, where n is the size of A, then the parameters that deter-
mine the convergence of the power and inverse power methods, say y; = A2/A; and
Y2 = An/An—1, are bounded by 0.981, so that the extreme eigenvalues are computed

very efficiently and the methods requiring the spectrum perform relatively well.

The Arnoldi and the extended Krylov subspace methods require no spectral infor-
mation and the solution of linear systems with the same left hand side. In our code,
we exploit this fact and begin by finding the Cholesky factorization of A and B and
use it to solve efficiently all subsequent linear systems. To cope with sparse non-
banded matrices and avoid excessive fill-in, we reorder the rows and columns of the
matrix by applying an approximate symmetric minimum degree permutation, which
we compute by means of the MATLAB symamd function. Notice that Poly gives good
results for the dataset 4, where Ay;/A,, is exceptionally small; when Apy/A,, grows,
the fastest convergence of other Krylov methods makes them preferable. Extended
and RatAdapt are good options if nothing is known about the problem, but when
AM/Am is large (and an approximation of the spectrum can be reasonably computed)

as in dataset 3, they may be overtaken by RatFit or by the quadrature methods.

On the other hand, the methods based on quadrature do not seem to be com-
petitive for t # 1/2. While Quadl converges too slowly, and this results in a large
computational cost, the convergence of Quad2 is fast for t = 1/2, but its performance
degrades rapidly as t approaches 0 or 1. Finally, the method based on the conformal
transformation (E1liptic) requires a very small number of linear system to be solved,
but these systems, for t # 1/2, are not positive definite and this results in a generally

larger computational cost.

Finally, we wish to point out that in the dataset 4, the reason for the overhead of
RatFit, among Krylov methods is related to the cost of the approximation of the
spectrum of A~!B. The big difference between the overall cost of Quadl and Quad2,
with respect to the number of linear system solves, depends on the fact that, in
our implementation, Quadl spends most of the time trying to compute the extreme
eigenvalues of A~!B. On the contrary, in the dataset 3, the conditioning is high, thus

the convergence of the methods is slow, but the convergence of the power and inverse
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(a) Clustering for t = 0.35. (b) Clustering for t = 1/2.

Figure 7.3: The two figures report positive (blue, top left) and negative (red, bottom left) ad-
jacency matrices of the Wikipedia RfA signed network. The rows and columns
are reordered according to a clustering of the eigenvectors corresponding to
the smallest 30 eigenvalues of Wt#y35 W~ (Figure 7.3a) and Wt#, /2 W~ (Fig-
ure 7.3b). The right columns shows a detail of the last rows and columns of the
corresponding matrix on the left.

power methods is fast, and the extreme eigenvalues are computed very efficiently
and the fastest methods are among those requiring the spectrum (i.e., RatFit and
Elliptic).

It is worth stressing that our results are just indicative and do not represent exactly

what would happen if high performance implementations were used.

Test 4. The weighted geometric mean (with t = 1/2) is considered by Mercado, Tud-
isco, and Hein [44] as a tool for clustering signed networks, that is, networks that
model both attractive and repulsive relationships by means of positive and negative
(weighted) edges, respectively. It is customary to assign to these networks two dis-
tinct adjacency matrices, A*, for positive edges, and A~, for negative ones.

The clustering process consists of several steps. After preprocessing the data by
discarding all the rows and columns that do not belong to the largest connected
component of the undirected graph of the network, the algorithm constructs W+, the
normalized signed Laplacian of A™, and W, the normalized signless Laplacian [43]

of A~. The rows (and columns) of the matrix are divided into k communities by
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performing a k-means clustering of the eigenvectors of W# W~ corresponding to
the k smallest (in magnitude) eigenvalues. In [44], the eigenpairs of WT# W~ are
computed by means of the inverse power method [52, Lect. 27], where each linear
system of the form (W™# W~)~ v is solved by constructing an Extended Krylov

subspace.

We test the methods discussed here on the Wikipedia Request for Adminship
signed network [54], which is available as part of the Stanford Large Network Dataset
Collection (SNAP) [42]. The matrices in this dataset have size 8297, and Wt and W~
have density (number of nonzero entries divided by the total number of elements)
410 x 1073 and 9.98 x 104, respectively. After the preprocessing stage, the size re-
duces to 6186 and the density to 1.20 x 1073 and 4.30 x 10~3, which makes them large

and sparse enough to benefit from sparse matrix techniques.

First, we observe that with a similar computational effort, one can obtain a clus-
tering using a weighted geometric mean with t # 1/2. Figure 7.3, compares the
reordering obtained using k = 30 eigenvectors for t = 0.35 and t = 1/2. A quantita-
tive comparison of the two results is not possible, since there is no widely accepted
metric for measuring the quality of the clustering of a signed network. We point
out, however, that the reordering for t = 0.35 shows a k-balanced behavior: after the
reordering, the nonzeros of A* tend to appear in blocks along the diagonal, whereas

those of A~ are localized in non-diagonal blocks.

Suitable clusterings are provided by using different values of . An interesting open
problem could be to identify the value of t providing the clustering more adherent to

the model problem.

In Figure 7.4 we show how the parameter ¢ influences the CPU time needed by
the methods to solve the linear system (W*#W~)~1ov. Most methods perform better
for values of t larger than 1/2, the execution time of Quadl does not seem to depend
on t and that of Quad2 is symmetric with respect to 1/2. For this network, the best

methods, with a comparable CPU time, are Poly and Extended.
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Figure 7.4: CPU time needed by the various methods for computing (A#;B)~'v with respect
to t.

7.7 CONCLUSIONS

We consider several numerical algorithms for the approximation of (A#:B)v and
(A#;B)1v for t € (0,1). These methods exploit rational approximation of the func-
tion z~! by either performing numerical quadrature or building a Krylov subspace.
In both cases the problem is reduced to the solution of a certain number of linear sys-
tems, and thus assessing the performance of any of the algorithms discussed through-
out the paper amounts to estimating the number and nature of linear systems to be

solved.

The number of linear systems depends on the degree of the quadrature formula, for
quadrature methods, and on the dimension of the constructed subspace, for Krylov
methods. Note that this number can be efficiently estimated a priori in the former case,
by applying the method to either a scalar or a 2 x 2 case, but cannot be predicted so

easily in the latter.

On the other hand, the performance is influenced by the kind of linear system to be
solved. For instance, when t # 1/2 the method Elliptic is quasi-optimal with respect
to the convergence, being not far from the rational minimax approximation, but it
requires the solution of complex linear systems with non-positive definite coefficient,
which results in a sensible increase in terms of computational cost. Another example

is represented by the extended Krylov subspace method (Extended), which despite
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requiring more linear systems than the other two rational Krylov methods considered
in the paper (RatAdapt and RatFit), is faster when the subspace need to be large. The
reason behind this is that since Extended solves linear systems all having the same
coefficient matrices, it is usually worth computing a factorization, at the price of a
usually negligible overhead, in order to make the solution of the successive linear

systems faster. The larger the space is, the more this approach pays off.

According to the experimental results in section 7.6, the choice of the method
should be dictated by the spread of the eigenvalues of the matrix A~!B and the
structure of A and B. In extremely well-conditioned cases, we expect all the methods
to converge in very few iterations, and it is enough to build a polynomial Krylov
space to approximate the solution. For mildly ill-conditioned matrices, Extended gen-
erates a Krylov subspace which is not too large, and the overhead introduced by the

factorization is balanced by the reduction in execution time of the single iterations.

For severely ill-conditioned matrices a general recipe cannot be given, but, in this
case, the quadrature methods become competitive. In particular, when t = 1/2 or
close to 0 and 1, Elliptic seems to be the best choice, whereas for intermediate
values of t Quad2 is very effective. The convergence of Quadl is considerably slowed
down and this method is totally impractical in this case. Krylov methods loose their
supremacy because of the growth of the space, which implies a massive overhead due
to the Gram-Schmidt orthogonalization of the basis. In principle, this problem could
be alleviated by making use of suitable restarting techniques during the construction
of the Krylov space. This optimization is currently under investigation and will be

the subject of future work.
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CONCLUSIONS

In arbitrary precision arithmetic, not all functions of matrices are equal. In some
cases only little or no modification to fixed precision algorithms is needed to obtain
accurate and efficient precision-oblivious methods. For many functions, however,
state-of-the-art algorithms rely on a certain amount of precision-dependent computa-
tion that would be too expensive to perform in a multiprecision environment, where
the precision at which the computation is performed becomes known only at run-
time. Extending these algorithms to arbitrary precision environments poses several
nontrivial challenges that need to be addressed.

In this thesis we considered methods based on Padé approximation, which belong
to this second class. We showed how the scaling and squaring and inverse scaling and
squaring algorithms can be adapted to multiprecision in order to compute the matrix
exponential and the matrix logarithm, respectively. We achieved this by combining
new bounds on the forward error of Padé approximation that are cheap to compute
at runtime with new strategies for selecting the algorithmic parameters which, in
principle, can deal with approximants of arbitrarily large degree.

Our techniques generalize to other matrix functions. For instance, the state-of-the-
art algorithms for computing fractional matrix powers [5], [6] and inverse trigono-
metric and inverse hyperbolic matrix functions [2] rely on the inverse scaling and
squaring approach based on a bound on the forward error of the Padé approximation.
These algorithms can readily be adapted to multiprecision by using the techniques
we developed for the matrix logarithm [3]. Techniques similar to those used for the
computation of the matrix exponential in high precision can be used for evaluating
the matrix sine and cosine [1], [4], [7] in arbitrary precision arithmetic.

Many open problems still remain, however. When developing our algorithms, we

mostly focused on precision higher than double. In many cases, algorithms we ob-
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tained perform well in lower precision as well, but this is not the case, for instance, for
the scaling and squaring algorithm presented in Chapter 5. The algorithms discussed
there perform poorly in IEEE single and especially half precision arithmetic, as the
matrix exponential—and the exponential function itself—is prone to underflow and
overflow due to the limited range of these floating point number systems. We be-
lieve that scaling the matrix beforehand might help developing robust algorithms for
computing the exponential of a matrix in low precision, but finding a scaling strategy

that guarantees an accurate result remains an open problem.

Additional evidence of the fact that computing matrix functions in arbitrary preci-
sion arithmetic is not yet fully understood is given by Conjecture 5.2. This conjecture
would have important implications not only in the development of an efficient algo-
rithm for evaluating the matrix exponential in high precision by using diagonal Padé
approximants: proving the conjecture would allow us to develop new algorithms for
computing the matrix logarithm in multiprecision by applying the algorithms for the
solution of rational equations discussed in Chapter 4 to the matrix equation eX = A.

This is an exciting question that will, in all likelihood, be the subject of future work.
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