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Abstract 

Patient records offer a very useful resource that can be used for many purposes, including 
advancement of clinical research and development of future health initiatives. The number of 
resources that provide access to patient data generated within primary care settings has 
recently seen a significant increase. Medical databases, such as the Clinical Practice Research 
Datalink (CPRD), were established to make access to and usage of patient records in research 
more efficient. As patient data become more available to researchers, this has the potential to 
drive further advancement in the medical field. In interrogating such data, researchers normally 
use specific a priori defined hypotheses. Conversely, other unexplored, yet equally important, 
areas may exist beyond these structured hypotheses, and therefore, this practice may reduce 
the impact of the data due to inadvertently missing relevant hypotheses. Therefore, advanced 
methods to generate hypotheses are vital to open such unexplored areas for research. This 
should assist in increasing the effectiveness of studies in elucidating underlying disease 
processes and potential outcomes of healthcare interventions. 

There is a lot of interest in applying machine learning data mining techniques for discovering 
patterns and correlations in large-scale datasets. Analysis of patient record data using such 
techniques could improve our understanding of the information included in these records. 
However, the representation of the data, bags of diagnostic codes using medical terminology, is 
not amenable to directly apply existing machine learning or data mining tools. The size of the 
datasets can also become an obstacle to applying such tools.  

In addressing these issues, this thesis undertakes the challenge of developing strategies for 
data exploration and hypothesis formulation from such resources. This thesis describes novel 
strategies that map electronic patient records from CPRD datasets into appropriate and 
informative low-dimensional vector spaces. Considering the high dimensionality and complexity 
of the data, we characterise the problem through developing a method that allows us to 
determine a minimal subset of patients that can be used to adequately represent all the dataset. 
Then, the methodology involves using this subset and employing analysis of semantic similarity 
between patients, principal components analysis (PCA) and clustering in order to provide 
effective representation of patient records. This assists in identifying unusual and interesting 
patterns at the subgroup level in order to investigate the different risks associated with different 
groups. In the final stage, a two-hit based strategy, which incorporates a temporal dimension, is 
used to explore combinations of risk factors most associated with increased risk of disease.  

The usefulness of this methodology was demonstrated mainly in assessing risk factors related 
falls in older adults as an exemplar case study. Patients experiencing falls provided a 
particularly rich dataset for this study. It is a diagnosis that is relatively common in a population 
that has significant contact with general practitioners (older patients), making it a suitable case 
study to test the methodology. A fundamental outcome of this study was the wealth of data that 
could be produced from such analysis. The machine learning strategy for agnostic hypothesis 
formulation successfully identified new hypotheses for factors associated with falls. These 
hypotheses were then examined based on existing literature and expert review to determine 
whether such data driven methodologies can provide new insights into risk factors associated 
with falls.  

In conclusion, we suggest that the strategies developed in this work would make available 
patient record data more amenable to analysis through traditional data mining strategies as well 
as allow a much more straightforward environment for agnostic hypothesis generation in this 
area of research. Furthermore, there is no aspect of these strategies that restricts it to falls. The 
same methodology could equally be applied to many other disease states extracted from any 
medical database using terms from taxonomies or ontologies. 
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Rationale of Format 

This research has produced significant strategies for exploring data and formulating hypotheses 

from large medical datasets. The successful development of these strategies was possible 

because of collaboration with other research groups at the University of Manchester, such as 

the Text Mining group, the Heath eResearch Centre (HeRC) and the Healthy Ageing research 

group. In this context, the alternative format allows the inclusion of collaborative research, and 

reduces potential intellectual property conflict. In addition, the strategies developed in this 

project can contribute to a number of issues related to analysing patient records. Therefore, this 

format can provide a better approach to the preparation of journal papers and further 

applications. Considering all the above reasons, the alternative format becomes appropriate for 

this thesis. The thesis is submitted in the alternative format with the approval of the supervisory 

team. Consequently, the main chapters within the thesis are organised into the structure of 

research papers.  
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1 Chapter One: Introduction  

1.1 Motivation 

It is common in medicine to analyse a disease process by assessing biomedical or behavioural 

data at a population level, which are collected by following a well-defined research plan or 

protocol [1]. These studies can be effectively conducted to discover differences between 

disease symptoms or outcomes by applying clinical indicators in a set of individuals with a view 

to recognising a range of characteristics from the state of being healthy to advanced disease 

stages [2]. They can also be used to identify patients’ responses to new therapeutic treatments, 

such as vaccines and medication, as well as any associated side effects [3]. However, given the 

number of parameters that can be measured, there is a risk that a study might show a 

statistically significant signal by chance – a well-characterised problem with multiple hypothesis 

testing. 

To avoid these dangers, it is typical for a medical study to start by clearly defining the 

hypothesis that the researchers are looking to examine in the study. Typically these hypotheses 

are developed based on the detailed knowledge that the researcher might have about the 

disease area, or through results obtained from other studies. A detailed experimental design is 

then developed to test the developed hypothesis – typically intended for running a study or 

clinical trial. The results of the study will determine whether the hypothesis can be accepted or 

refuted. This traditional methodology has served fairly well over time, and there is a very 

significant body of knowledge that has developed for designing and running clinical trials – often 

seen as the “gold standard” of evidence-based medicine.  

However, the significant increase in medical data generated from patient records, the traditional 

process of generating a new hypothesis has become a prohibitively complex task for 
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researchers to work with efficiently. There is also the issue that the types of hypotheses that are 

being tested are restricted to insights that are close to established understanding. The new, 

larger and more complex datasets we have available could provide a lot more useful insights 

into health and disease than are currently being explored. There is a danger that traditional 

“clinical trial” methodologies are not delivering all the information that we could get from large 

and rich health data sets. Therefore, developing new methods suitable for exploring large-scale 

datasets – based on the ideas of big data and machine learning – has the potential to discover 

hidden and important insights that might be of diagnostic or therapeutic relevance. 

 An example of the type of data resource that could be used to explore such ideas is the Clinical 

Practice Research Datalink (CPRD, https://www.cprd.com) [4]. This database is the largest 

longitudinal and anonymised clinical research database comprising electronic medical records 

from primary care in the UK [5]. This database has been used to publish more than 1850 

studies [4], which cover different medical research areas, such as medicine, pharmacology and 

public health [6]. The majority of these studies constitute hypothesis-driven research in which 

researchers test a priori defined hypotheses to within this dataset. Specifically, the data is being 

to ask the question: “Can the CPRD data be used to test whether condition x is associated with 

a particular health outcome y”.  

As an example, “Risk of stroke in patients with idiopathic Parkinson disease” [7] is a research 

study that that used CPRD datasets to estimate the risk of a first diagnosis of idiopathic 

Parkinson’s disease and stroke and to quantify the prevalence of stroke in Parkinson’s disease 

patients. In this study, a population-based assessment was conducted on Parkinson’s disease 

patients aged 40 years or above. The study window covered the period from January 1994 to 

December 2005. Each Parkinson’s disease patient was matched to a control patient based on 

age, sex and general practice. The prevalence of diagnosed stroke prior to Parkinson’s disease 

was assessed and compared with the control group. Odds ratios (ORs) were calculated, with a 

95% confidence interval (CI), for being diagnosed with a stroke followed by Parkinson’s 

disease, adjusting for certain characteristics and comorbidities, such as body mass index, 

smoking status, asthma, hypertension, and somatoform disorders. The results of the study 

https://www.cprd.com/
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showed significant association between stroke and Parkinson’s disease (adjusted OR = 1.65, 

95% CI 1.47-2.00).  

This and many other similar studies used standard statistical techniques to test medical 

hypotheses; however, little has been done to explore strategies for generating hypotheses in 

the first place. The ability to develop effective computational strategies to allow generating new 

relevant hypotheses in an automated manner would assist in enhancing the effectiveness of 

investigations into elucidating underlying disease processes and their treatment outcomes.  

In the biomedical domain, data mining methods have become important for discovering patterns 

and clues in large-scale patient record datasets. Hence, interpreting patient records using such 

techniques would provide better understanding of the information included in these records.  

There is already a great number of works that have been conducted to explore data mining 

techniques in different areas in the medical domain [8]–[12]. Most of these studies are cross-

sectional studies carried out to understand the relationships between two or more diseases or 

variables. Although these cross-sectional studies provide a snapshot of the disease process, 

they do not enable modelling of the temporal nature of disease, which is important for 

generating more detailed predictions. On the other hand, longitudinal studies will focus on 

incorporating the temporal dimension into the study design, which might provide useful insights 

into missed opportunities in detecting, risk modelling and understanding of a disease.  

Therefore, can such data from longitudinal studies be used to understand, and ultimately 

predict, certain disease patterns in defined patient populations, such as the risk of falls in an 

elderly population? In order to answer such a question, high quality data representation is 

needed, and ideally appropriate mapping to a more convenient space is also required. 

However, in dealing with big data, there is no easy way to visualise large numbers of patient 

records. The nature of these records, in terms of complexity and high dimensionality, makes it a 

real challenge to efficiently analyse and visualise the records using existing data mining 

methods [13], [14]. 

Therefore, it is essential to develop strategies that map electronic patient records into an 

appropriate and informative low-dimensional space. This mapping should have the potential to 
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support data exploration and hypothesis formulation from such resources in an effective 

manner. The generated hypotheses should provide a better understanding of the risk of a 

disease, and therefore, would help in generating countermeasures to reduce the incidence of 

such disease among patients. 

1.2 Research aim and objectives  

The overall aim of this research is to develop novel computational strategies that map patient 

records into low-dimensional vector space in order to provide effective representation of patient 

records. The ability to present data in this manner should make data more amenable to analysis 

through traditional data mining strategies and allow a much more straightforward environment 

for agnostic hypothesis generation in this area of research. Falls as a health complication was 

used in this thesis as an exemplar since falls in older people represent a serious health issue 

worldwide [15], [16]. Falls provide a particularly rich dataset as it is a diagnosis that is relatively 

common in older patients who are significantly monitored by general practitioners (GPs) [17], 

making this area a suitable case study to test the developed methodology. Machine learning 

and data mining strategies will be applied to assist in generating testable hypotheses relevant to 

the risk of falls and to uncover important signals in fall trajectories in relation to other diagnoses. 

To achieve this aim, the objectives of this research are set out as follows. 

1.2.1 Objectives 

1. To investigate current machine learning strategies used on the CPRD database to 

analyse patient records and the purpose of their use. This objective is addressed in 

Chapter Four by systematically reviewing the research reports that used the CPRD 

database.  

2. To adopt a method that allows determination of a subset of patients that can be used to 

represent all patients in a certain dataset in order to address the challenge of the size of 

data. This objective is addressed in Chapter Five by developing a cover set algorithm 

that simplifies the analysis tasks of working with and analysing population level health 

data as a way of reducing the scale of the computational task by generating a 

representative patient set. 
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3. To explore a strategy for seeking unusual and interesting patterns in the elderly at a 

subgroup level in order to investigate the different risks associated with different groups. 

This objective is addressed in Chapter Six by developing a mapping methodology for 

characterising and stratifying patients suffering from falls at the subgroup level in order 

to distinguish which diseases may be more closely associated with the risk of falls in 

patients. 

4. To develop an approach that incorporates the temporal dimension into study design, 

which might provide useful insights into missed opportunities in the detection, risk 

modelling and understanding of a certain disease. This objective is addressed in 

Chapter Seven by developing novel methodologies that explore patient records to find 

sequential diagnostic associations or patterns in a dataset that can predict which people 

are most likely to have significant falls. 

1.3 Thesis structure 

The structure of this thesis is organised as follows: 

 Chapter Two provides the required clinical background for this thesis. This chapter also 

provides a review of falls in older adults, covering different aspects, along with statistics 

of the risk of falls based on the CPRD database. 

 Chapter Three focuses on a variety of key concepts of the strategies used to analyse 

patient records, including semantic similarity, dimensionality reduction, covering set and 

clustering techniques.   

 Chapter Four is a systematic review that investigates the range of machine learning 

algorithms used to analyse the data available in the CPRD database. Gaps in this 

research area are also identified, some of which form the basis of the objectives of this 

thesis.   
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 Chapter Five introduces the first novel strategy that determines subsets of patients that 

best represent all of the available data in order to reduce the computational cost of the 

analyses of patient records. 

 Chapter Six provides details of a novel mapping methodology, representing a 

combination of methods, to identify useful and distinct characteristics of patients 

suffering from falls at the population level and the subgroup level.  

 Based on the mapping methodology, Chapter Seven presents strategies to identify 

novel trajectories, which systematically use temporal analysis applied to a population-

based data of falls to generate hypotheses which include useful sequential diagnostic 

associations. 

 Chapter Eight summaries and discusses the achievements and the contributions 

towards the specified objectives of this research project and provides some final 

concluding remarks. Research limitations are discussed and possible extensions are 

highlighted for further work in this area of research.  
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2 Chapter Two: Background of Medical Research  

2.1 Introduction 

Humanity has always had an interest in understanding the issues of health and disease. There 

is a significant research community concerned with evaluating the effects of therapeutic 

interventions and determining the health outcomes from the intervention. Many different 

research strategies have been employed to explore cause-and-effect relationships in relation to 

disease and therapy. Examples of such include epidemiological studies, clinical trials and 

quality of life investigations [18].  

The evolution of medical research has a long and a fascinating history [19]. From the past 

through to modern medicine, the history of medical research covers a great range of 

challenges, which can be scientific, ethical or regulatory [19].  The recorded history of medical 

research goes back at least 4000 years to the ancient Babylonians (ca. 2000 years B.C.) and 

ancient Egyptians (ca. 1700 years B.C.) [20]. In Greece, Hippocrates [Greek: Ἱπποκράτης] 

(460–370 B.C.), a physician regarded as the father of medicine, made contributions that 

outlined basic knowledge of medicine [21]. He is considered as the first scientist who examined 

the relationship between a condition and environmental effects [22]. In his more than 70 books, 

he described many conditions and their treatments after careful observation conducted in a 

scientific manner [23]. He also formulated early standards of the ethical principles to be followed 

by medical professionals [24]. His work pushed the boundaries of medical research, leading to 

significant progress and improvement. Galenos [Greek: Γαληνός] (129–210 A.D.) further 

improved and updated scientific methods by structuring Hippocrates medicine into a large 

source of scientific knowledge [25]. In addition, he translated all Hippocrates scripts into Latin. 

Later, all of Galenos notes were collected and translated into Arabic within a book entitled 
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“Alexandrian Summaries” [Arabic: الإسكندرانيين جوامع ] to support education in medical schools in 

Alexandria, Egypt [26].  

This work had a great influence on the study of medicine in the Golden Age of Islam. Scholars 

and philosophers of the Islamic World also translated large Greek medical scripts into Arabic 

and Persian [27]. These contributions of Muslim scientists to preserve science were valuable 

and took place especially between the 8th and 16th century. They also contributed new medical 

knowledge based on methods by Greek and Roman scholars, especially Galenos and 

Hippocrates, as well as Greek scholars in Alexandria. Muslim scholars organised Greek medical 

knowledge in a more understandable and systematic way by writing encyclopaedias and 

summaries [26]. For example, Abu Ali Al Husain Ibn Sina [Known as Avicenna] (980–1037 A.D.) 

is one of the most influential philosophers and scientists who had significant contributions to 

modern medical knowledge. His book, the “The Canon of Medicine” [Arabic: الطب في القانون  ], is an 

encyclopaedia of medicine, presented as an organised summary of all medical knowledge 

available at that time. The book was written in Arabic and completed in 1025 A.D. and then 

translated to Latin and several other languages [28]. Copies of the book spread over Europe 

and became the standard medical textbook for European and Arab physicians until the 16th 

century. Arabs also transferred their medical knowledge and contributions to the West through 

the Middle East and the East Mediterranean areas spreading East to Bukhara and Samarkand 

in central Asia [24].  

This Greco-Arabic medicine movement also had a great impact on European Medicine 

development. In European Renaissance, medical knowledge of Greek, Roman and Muslim 

scholars gained considerable traction among European scientists. During the period of rapid 

development of European society, covering between the 14th and 17th century, medical 

research activity and interest in medicine increased due to the increase in population and 

urbanisation of the area [29]. European scholars, such as Hildegard of Bingen and Paracelsus, 

further developed medieval medical knowledge. Hildegard von Bingen (1098–1179 A.D.), a 

German scholar, contributed to understanding skin diseases and their treatment. In her book, 

she introduced a number of remedies using herbal recipes for different diseases, both topical 

and internal. It has now been shown that her recipes contained anti-inflammatory and antibiotic 
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agents [30]. Paracelsus (1493–1541 A.D.), a Swiss German physician, attempted to use 

scientific methods and chemistry for medical research as part of his new philosophy of medicine 

[31]. He is considered the founder of modern toxicology largely due to his contributions to 

biology and chemistry.  

In the seventeenth century the practice of science started to change. Physicians began 

documenting symptoms and disease observations in a much more systematic way. These 

observations, coupled with rapid advances in understanding the scientific method and changes 

in the practice of medicine, led to significant insights into health and disease. Physicians 

therefore started to undertake a more systematic analysis of disease using detailed empirical 

observations. This practice then drove an interest into capturing health data in much more 

organised and comprehensive ways to support new epidemiological strategies.  

2.2 Recording patient information  

Epidemiology is the study of the incidence and patterns of disease in populations. Disease 

incidence and spread is measured and assessed in relation to different factors of the patients 

and their environments [32]. Investigating these patterns is not new knowledge. For a long time, 

clinical studies were exclusively performed by a few dedicated physicians. However, in the 16th 

century, the Great Plague caused the death of 25% of the population of London, which made 

authorities introduce the “Bills of Mortality”. These bills were recordings of death in order to keep 

records of the population [32]. The bills were used by John Graunt (1620–1674) to publish his 

book entitled “Natural and Political Observations Made upon the Bills of Mortality”. He analysed 

the bills to identify the different factors related to death based on sex, age, residence and 

season [22]. This work was the beginning of a major statistical area in medicine and the 

foundation of modern epidemiology. 

After basic methods in epidemiology were described by Graunt, efforts were made to refine the 

design statistical approaches of epidemiological studies. These were followed by changes in 

regulatory and ethical requirements. During the 18
th
 and 19

th
 century, there was a prompt 

growth in economic and industrial activities, which led to a significant transformation in 

healthcare. These changes in economic conditions resulted in developments in the identification 
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and prevention of diseases, which included changes in epidemiological concepts, data analysis 

and approaches to measure exposure [33]. For example, William Farr (1807–1883) provided an 

extension to Graunt’s ideas and contributed better descriptions of epidemiological concepts and 

methods [34]. Notably, he developed a new system for the classification of diseases (i.e. 

nosology) based on patients’ cause of death, and introduced methods for patient data collection 

and analysis [35]. Disease classification provided comprehensive records, which allowed for 

more precise analysis of the factors causing death within the population. This work influenced a 

number of medical scientists in the 19
th
 century, such as John Simon,  Florence Nightingale and 

Edwin Snow [36]. For these contributions, Farr is recognised as arguably the most influential 

epidemiologist in the public health field of the Victorian era  [35], [37].  

As the bills of mortality were presented in the form of tables, the interpretation of such statistical 

data became very difficult. Consequently, Florence Nightingale (1820–1910) focused on 

application of information design and statistics to medical information. In 48, following her 

service in the Crimean War (1854–1856) as the director of nurses, she applied the power of 

visual rhetoric to data from the war by designing rose diagrams in order to offer better 

illustration of mortality information [38], [39]. By visualising these trends, she uncovered the real 

causes of mortality, which were mainly fever, diarrhoea and scurvy, along with other 

preventable conditions [40]. Florence also contributed to improvement of data quality and public 

policy by developing an early version of bar charts to highlight key features of a disease 

incidence rates under certain conditions [41]–[43].  

This work has shown that collection of routine medical data moved from being used to 

statistically record history to making changes in medicine which leads to health improvements 

and better understanding of disease. However, with the increase of recording patients’ data, it 

became an obstacle to store and visualise such large data manually. There was therefore an 

interest in capturing health data in a more automatic way and to a higher level of detail. 

2.2.1 Electronic patient records 

There has been a significant increase in computerisation in almost every major industry, and 

particularly in healthcare systems, this was seen in the form of health informatics [44]. In the 
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1960s, the British Health and Social Security Department started to investigate the use of 

technology in primary care and launched two research centres. As a result, the use of 

computers increased notably from 10% to around 80% between 1987 and 1993 [45], [46]. The 

use of computers for managing health care in the UK is one of the highest worldwide as the 

National Health Service (NHS) provides national coverage of GPs for all of the UK population 

[47], with more than 40,000 GPs based in around 8,000 general practices in England in 2014 

[48]. The aim of using computers was initially to create unique records for patients, which were 

stored centrally by the healthcare provider and accessed by all general practitioners and 

clinicians to easily review patients’ medical history. These electronic health records (EHRs) 

resulted in a revolution in taking and storing patient records. EHRs are defined as “a longitudinal 

electronic record of patient health information generated by one or more encounters in any care 

delivery setting. Included in this information are patient demographics, progress notes, 

problems, medications, vital signs, past medical history, immunisations, laboratory data, and 

radiology reports” [49]. EHRs are used to provide legible, accessible and organised records for 

ease of access to and use of medical information about patients [50].  

EHRs have mostly replaced existing paper-based medical records [49]. This traditional way of 

recording medical data had been used for centuries, and over this time, records consumed 

huge amounts of space and made access very slow and difficult [51]. Recently, virtually every 

healthcare stakeholder in the world has changed its system from traditional paper-based 

records to utilising and storing data electronically in databases. These electronic records enable 

patients’ medical data to be instantly available to all providers in the healthcare sector and help 

in providing coherent care [52]. Digitised medical records are considered a possible solution for 

improving the efficiency and quality of medical records by enabling more efficient data storage, 

faster retrieval, ease of sharing with third parties, and remote data access [53]. There is 

significant evidence that involvement of government initiatives and health schemes has 

increased the use of electronic health records in general practice settings, possibly leading to 

improved healthcare delivery [54].  

The medical concepts and terms used in EHRs, such as the diagnosis, treatment and 

medications, are continuously expanding [55]. The high acceptance of electronic services and 
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EHRs illustrates the promising future of electronic healthcare systems [56]. However, the 

absence of standard terminology for diagnostic and treatment practices has led to lack of clarity 

in records [57]. For example, to identify patients who were diagnosed with ‘falls’, a user 

searching patients’ records with the term ‘falls’ would probably succeed in most cases; however, 

some patients can be diagnosed with the same condition but recorded using different terms, 

such as ‘collapse’ and ‘falling’. Therefore, conducting a search using the term ‘falls’ can 

probably lead to missing certain patients relevant to the diagnosis. Thus, there is an extreme 

need for coding systems as the data is being used by machines as well as people. 

2.2.2 Medical terminology and classification 

In order to resolve the problem of classification and facilitate searching for a specific concept or 

term, it is important for healthcare providers to be able to classify medical terms, including those 

used for conditions and procedures, into categories. This should provide a structured taxonomy 

which defines and stores all concepts and definitions in a specific and consistent manner based 

on attributes and properties [58]. This medical coding system should be comprehensive 

classifications of symptoms, diseases, treatments, complaints, abnormal findings and social 

circumstances. The structure of the codes should be based on a hierarchy of the main 

categories, followed by sub-categories [59]. This type of unified format is used in healthcare 

systems for a wide variety of purposes, including improvement of the quality of healthcare 

services, patient safety, research and statistical analysis, and data integration. One of the key 

elements of using a standard classification is to ensure that medical data are transferred without 

loss of accuracy.  

For these reasons, a number of international classification systems are currently used 

worldwide, such as the International Classification of Disease (ICD), which was later extended 

to the International Classification of Disease - Clinical Modification (ICD CM) [60]; Systematised 

Nomenclature of Medicine - Clinical Terms (SNOMED CT) [61]; Logical Observation Identifiers 

Names and Codes (LOINC) [62]; Digital Imaging and Communication in Medicine (DICOM) [63]; 

and Read Codes [64]. 
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2.2.3 Healthcare coding system in the UK (Read codes) 

Read codes are an extensive and structured standard clinical vocabulary, which consists of 

more than 220,000 concepts in a specific hierarchy [64], [65]. Read code classification is a part 

of the mandatory medical coding system that is used in UK primary and secondary care [66]. Its 

concepts are uniquely specified by codes and labelled by clinical terms in a clear way [64]. Each 

Read code consists of four or five characters, depending on the version of the code. The first 

character of the code indicates the disease area, such as infectious or parasitic diseases, and 

the following characters provide more specific details [67]. The structure of Read codes is 

based on a one-to-one relationship between a code and its pre-coordinated terms in the 

taxonomy [64]. Table 2.1 illustrates an example of a Read code for a very specific disease of 

the circulatory system and a description of the root of this disease. 

Table  2.1 An example of Read codes with different levels of detail 

 

 

 

 

The Read code belongs to three versions, each with a different level of complexity [68]. The first 

version was released in 1983 by Dr James Read, a general practitioner, and has since become 

the national standard in the UK [69]. It was also known as the 4-byte set due to the fact that it 

used four characters including letters and numbers in order to determine each term’s position in 

the hierarchy. The limitations imposed by using only four levels led to the development of Read 

codes version 2, or a 5-byte set, which expands the number of terms and concepts. The 4-byte 

set and the 5-byte set versions are hierarchical and use the same technical properties. 

However, case sensitivity was added to Read code version 2. This means in the newer version, 

a lower case letter (a to z), an upper case letter (A to Z) or a number (0 to 9) can be at any level 

of the code [70]. The Read codes chapters are presented in Table 2.2. The Joint Computing 

Group of the British Medical Association, Royal College of General Practitioners and Primary 

Health Care Specialist Group have strongly recommended the use of Read code version 2 [69]. 

Level of hierarchy Read code Title 

1 

2 

3 

4 

5 

G.... 

G2... 

G24.. 

G240. 

G2400 

Circulatory system diseases 

Hypertensive disease 

Secondary hypertension 

Secondary malignant hypertension 

Secondary malignant renovascular hypertension 
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In 1994, Read code version 3, or Clinical Terms version 3 (CTv3), was developed in order to 

address several issues in the previous versions. This version includes both general practice and 

specialist practice. All the concepts included in this version have semantic definitions, which 

makes them machine-readable, with the advantage of self-validation [64]. However, only a small 

number of GPs in the UK currently use the Clinical Terms version 3. Diagnosis, drug and 

treatment codes are updated periodically based on requests from clinicians, software suppliers 

and healthcare professionals. However, having three different versions with different structures 

that remain in active use makes the update process difficult [68]. 

In UK general practice, each patient has a record, which can be considered as a bag of Read 

codes entered into the system over a period of time. A patient’s bag of codes refers to the 

medical history of the patients. The record is described as a bag rather than a set, as a single 

code can be recorded more than once over time. An example of a record of a patient can be 

represented as 𝑝 = {𝑇𝐶 … , 14𝑂𝐶. , 1𝐹71. , 𝐾190. , 𝑏𝑑3𝑗. }, the description of these codes are 

shown in Table 2.3. 
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Table  2.2 The Read code chapters for the following: (a) procedures of care, (b) diagnosis, and (c) 

medications. These codes are taken from the Read code system provided by the UK Terminology Centre 
in the Health & Social Care Information Centre (HSCIC) 

A. Read code chapters related to processes of care 

Chapter Contents 

0 Occupations 
1 History and symptoms 
2 Examinations and signs 
3 Diagnostic procedures 
4 Laboratory procedures 
5 Radiology 
6 Preventative procedures 
7 Operative procedures 
8 Other therapeutic procedures 
9 Administration   

B. Read code chapters related to diagnoses 

Chapter Contents 

A Infectious and parasitic diseases 
B Neoplasms 
C Endocrine, nutritional, metabolic or immunity disorder 
D Diseases of blood and blood-forming organs 
E Mental disorders 
F Nervous system and sense organ diseases 
G Cardiovascular system diseases 
H Respiratory system diseases 
J Digestive system diseases 
K Genitourinary system diseases 
L Pregnancy, childbirth and puerperal disorders 
M Skin and subcutaneous tissue diseases 
N Musculoskeletal and connective tissue diseases 
P Congenital anomalies 
Q Perinatal conditions 
R Symptoms, signs and ill-defined conditions 
S Injury and poisoning 
T Causes of Injury and poisoning 
U External causes of morbidity and mortality 
Z Unspecified conditions 

C. Read code chapters related to medications 

Chapter Contents 

a Gastro-intestinal system  drugs 
b Cardiovascular system drugs 
c Respiratory system drugs 
d Central nervous system drugs 
e Drugs for infectious diseases 
f Endocrine drugs 
g Obstetric / gynaecological / urinary drugs 
h Malignant & immunosuppressant drugs 
i Nutrition and blood drugs 
j Musculoskeletal & joint drugs  
k Eye drugs 
l Ear, nose & oropharynx drugs 
m Skin drugs 
n Immunology drugs & vaccine 
o Anaesthetics 
p Appliances & reagents 
q Incontinence appliances 
s Stoma appliances 
u Contrast media 
y Drug release administration 
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Table  2.3 A bag of Read codes presenting a patient record; a patient may have more than one type of 

codes. Some codes might also appear in patient encounters more than once based on their condition 

 

 

 

 

2.3 Clinical Practice Research Datalink (CPRD): UK primary care data 

Most patients’ experience of the health care in the UK is centred on care provided by GPs. GPs 

account over 80% of all National Health Service (NHS) care. More than 98% of the UK 

population are registered with these practices [71]. The number of interactions between patients 

and GPs is reported to be around 1 million free consultations every day across around 8000 

general practices [72]. Patient data are routinely entered onto the system by GPs or the practice 

staff and patients are identified by their NHS number. The data generated by the GPs is 

considered large-scale, population-based data. Patient records are stored in a structured 

format, which significantly affects the accessibility and quality of the data. The ability to 

effectively manage patient records can have a great impact on the health care system [73]. The 

NHS invested a huge amount of resources to promote health care and support informed 

decision making in health care services [74], [75].   

The data contained within patient records can be used for clinical, administrative and financial 

purposes. The pharmaceutical industry realise the importance of patient records in market 

research. In 1987, Value Added Medical Products Ltd. (VAMP Health), based in London, 

provided GPs with computerised systems to provide patients’ records of medication 

prescriptions and their side effects, with the purpose of creating a database of such records. 

The aim was to sell the data to other Pharmaceutical companies [71]. In 1993, the company 

was acquired by Reuters Health Care, who has given the database to the UK Department of 

Health. The database was then named the General Practice Research Database (GPRD) [71], 

Read code Title 

TC… 

14OC. 

1F71. 

K190. 

Bd3j. 

Accidental falls 

At risk of falls 

Strict vegetarian 

Urinary tract infection 

Prescription of “Atenolol 25 mg tablets” 
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[76], [77]. In 2009, a new online version of the system was launched. This system was improved 

in many aspects, such as performance, scalability and data extraction [77].  

In 2012, the Clinical Practice Research Datalink (CPRD) was launched based on the GPRD.  It 

represents the UK’s largest longitudinal and anonymised clinical research database comprising 

electronic medical records from primary care in the UK [78]. The CPRD database is funded by 

the Department of Health and managed by the National Institute for Health Research (NIHR) 

and the Medicines and Healthcare products Regulatory Authority (MHRA) [79]. Records of 

around 14 million patients from about 700 primary care practices in the UK are currently 

included in the database [80]. The data include demographic information, clinical information, 

medical history (including diagnosis, treatment and medications), prescriptions, referrals, 

laboratory results and hospital admissions. The medical history information in the CPRD is 

recorded using the Read coding system [5]. 

2.4 Epidemiological studies using electronic patient records 

Data derived from patient records represent a relatively rich resource for clinical research due to 

the large number of patient cohorts and long observation periods. The data contained within 

patient records in general practice can be used for many purposes, including planning future 

health requirements as well as clinical research and development. These data could potentially 

be used for epidemiological research to facilitate new medical discoveries and investigate 

patterns of morbidity. As patient records represent population-based data, they can be used to 

rapidly produce large samples of patients and easily matched controls.  

Patient records are not limited to diagnoses and medications only but also contain description of 

the patients’ information, which includes: 

 Demographics, including age, sex and marital status 

 Medical diagnosis in the form of codes and free text 

 Medications – all prescriptions (dose and duration) and immunisations 

 Referrals to secondary care 
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 Treatment outcomes and laboratory results 

2.4.1 Types of epidemiological studies 

Different types of patient information can be used to conduct different types of observational 

studies quickly and efficiently. This offers unique opportunities for researchers who experience 

difficulties in collecting clinical data with such features, especially for rare conditions. Clinical 

studies using patient records can be conducted faster and with larger sample sizes than 

traditional methods for data collection from patients [81], [82]. Each study that uses 

observational data follows a specific and appropriate study design that addresses the study’s 

research question. The study design can be categorised as descriptive or analytical [83]. 

Descriptive studies have no outcome of interest. Researchers conduct descriptive studies to 

deal with the frequency and the natural history of a disease [84]. The results of these studies 

describe the characteristics of the disease and the effected patients. This leads to generating 

hypotheses, which can then be assessed by more detailed clinical research, as this type of 

research does not have a control group and does not assess associations [85]. 

Analytical study design is usually used to test hypotheses about associations between 

diseases, missed opportunities and disease risk modelling. This type of studies can be divided 

further into three main types based on the direction of the associations [86]. First, cohort studies 

proceed from exposure to outcome, and researchers identify two groups of patients: those who 

have the disease (exposed group) and those who do not have the disease (control group). Both 

groups are followed to identify the outcomes; if the exposed group develop a significantly higher 

frequency of the outcome than the controls, exposure is positively associated with the outcome 

[87]. Second, case-control studies look backwards, where the study design starts with the 

outcome and goes backward towards the conditions that might lead to the outcome. This helps 

to identify the conditions and patterns which happen before the outcome. This type of study 

consists of two groups: patients with the outcome (case) and patients without the outcome 

(control). As with cohort studies, the groups are compared in order to detect the relationship 

between the exposure and the outcome. Case-control studies are widely used in rare conditions 

or ones that take a long time to develop and progress in order to provide useful insights into 

missed opportunities detection [83]. Lastly, cross-sectional studies are based on the presence 
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or absence of the exposure and outcome at a particular point of time. In this type of studies, the 

correlation between diseases is assessed. However, as the diseases are ascertained at the 

same time, the direction of the correlation might be unclear. For example, suppose a study 

measures the association between falls and obesity, the question that can be proposed can be 

whether the extra weight is the cause of falls or the way round. These questions can be 

addressed in cross-sectional studies. 

2.5 Characterising falls in the elderly population: descriptive assessment 

using CPRD 

2.5.1 Background 

Falls in older people are a serious health issue worldwide and can lead to a number of major 

health problems, including injury, disability, and even mortality [15], [16]. According to World 

Health Organisation (WHO) statistics, 28–35% of people aged above 65 fall every year, while 

those aged above 70 have an increased rate of falls ranging from 32–42% [88]. Around 25–50% 

of patients with falls experience multiple falls per year. Although most falls do not cause death, 

about 5–10% of falls cause serious injuries, such as hip fractures and head injuries [89]. Falls 

represent a key public health problem in terms of serious health complications and cost to 

healthcare and social services [90].   

Falls have a serious impact on the quality of life of the elderly population. In recent years, many 

studies have examined the epidemiology of falls, with the factors associated falls generally 

classified as intrinsic or extrinsic. Extrinsic factors deal with environmental conditions, 

hazardous activities and use of medication. Intrinsic factors generally include issues pertaining 

to chronic diseases, balance disorders and cognitive impairment [91]. Dykes et al. [92] argued 

that biological changes that come with age are the major cause of falls and other injuries related 

to falls. 

The consequences of falls are serious and usually result in the need for intensive medical 

attention and admission to hospital. Falls represent one of the most common incidents (30–

40%) that have been reported for inpatients [93]. A recent study indicated that the estimated 



37 

 

annual cost incurred by the UK NHS because of falls is over £2.3 billion [94]. Evidence of 

increasing costs affecting national budgets and deaths caused by falls has been at the forefront 

for some time, leading to recognition of the requirement for establishing mechanisms to detect 

and prevent falls. It is predicted that if no measures are put in place, injuries caused by falls are 

likely to increase at a very high rate, and therefore, reducing the health impact of falls on people 

and the cost they impose on the health budget is a necessity that requires understanding the 

risk factors associated with falls. 

Due to the impact of falls and their complications in the elderly population, several studies have 

been performed to examine methods of detecting and preventing falls [95]. This review of the 

literature concentrates on three main points in relation to falls: the different ways of defining and 

classifying falls within the healthcare system, the most common risk factors and consequences 

of falls in the elderly population, and statistics related to falls, including their prevalence and 

most common co-morbidities. 

2.5.2 Definition of falls 

The prediction and prevention of falls has become a public health concern in many countries 

worldwide, with aspects associated with economic and health costs [96], [97]. The first step of 

any epidemiological study is to provide a clear definition of the phenomenon that is the focus of 

the research. Although the term ‘falls’ may be intuitively understood, it is essential to carefully 

consider its definition beyond a simple description as a slip or trip [97]. Several studies, with the 

common objective of investigating fall prevention, provided a wide variety of definitions and 

classifications of falls [97]. Since there is a large level of heterogeneity between these 

definitions, there is a need for a single common description of falls that can be considered a 

standard definition [98]. 

One of the earliest definitions of falls states that a fall occurs “when the vertical line which 

passes through the centre of mass of the human body comes to lie beyond the support base 

and correction does not take place in time” [99]. However, this only explains the mechanical 

process during a fall, and the definition we seek should be a practical one, which can be used in 

epidemiological studies [90]. Most epidemiological studies define a fall as an unintentional 
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action that involves contact of the person who falls with the ground [90]. Different measures 

have been used to define falls, with topographical, biomechanical, and behavioural 

components, which vary between studies. Therefore, a preferable definition of a fall should be 

general, as exemplified by a description proposed by the ProFaNE group, which states that a 

fall is “an unexpected event in which the participant comes to rest on the ground, floor, or lower 

level” [97]. 

2.5.3 Classification and reporting of falls in healthcare systems 

Improving the services for the elderly population requires careful consideration of the 

classification used for diseases. Disease classification provides exhaustive records, which allow 

for more precise analysis of the factors causing such diseases within the population. Falls are 

classified according to the factors that cause falling, which are either intrinsic or extrinsic. These 

events are recorded differently in many classification systems. In ICD-10 classification, fall 

codes range between W00 and W19, while in Read codes, falls are classified under the chapter 

‘causes of injury/poisoning”.  The ‘TC…’ code in the Read code structure represents the root of 

all fall codes, and the characters that appear after the letters TC reveals more detail about the 

event of the fall.  

The diversity of fall codes can offer precise and detailed description of the fall event. Capturing 

specific Read codes of falls and other diseases from patients’ records helps to come up with all 

possible fall-associated diseases. Although there are different codes for falls within the Read 

code, general practitioners (GPs) usually encode a fall using the general code for falls, (“TC…” 

or Accidental Falls), which may not reveal the cause of the falls. Based on our analysis of the 

CPRD database for older patients (aged over 60 years) as recorded in 2011, around 98% of fall 

codes were either accidental or geriatric fall, estimated at 93% and 5%, respectively.  

Furthermore, there is evidence that suggests that falls are under-reported, particularly falls that 

do not cause injury [100]. This happens because many barriers to incident reporting exist, 

including patients’ and GPs’ failure to perceive falls as a condition, or they consider it an 

unavoidable part of the ageing process. In addition, it is known that there are significant 
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differences between GP practices in the ways EHRs are recorded; some GPs might record the 

consequences of falls, such as pain in a limb or hip fracture, without recording the fall code.  

2.5.4 Epidemiology of falls 

 Every year, the elderly population tend to suffer from falls that can cause death and other 

serious health effects to victims. The reasons for these falls are due to multi-factorial conditions.  

For  treatment  to  be  administered  following  a  fall,  the involvement of professionals who 

understand various medical  disciplines should be sought in  order  to effectively manage  the 

injuries and determine means by which future falls can be prevented [101]. Due to the 

consequences of falls that affect both individuals and healthcare systems, several studies were 

conducted with the aim of developing methods for prediction and prevention of falls [102]. This 

section aims to provide a review of epidemiological findings in relation to prediction of falls and 

the clinical research questions concerning fall reduction. This will help to determine what 

questions should be formulated in future research in the area of falls. 

To identify review articles and summarise the key findings concerning this topic, two systematic 

search strategies were applied to provide a deeper insight into the research question. First, we 

performed a PubMed search of articles published in the period from January 2000 to April 2014. 

Medical Subject Headings (MeSH) were used to select search terms, including “Accidental 

Falls”, “Aged”, and “Risk”. The methodological filters used  included:  age  more  than  65  years  

old,  English language  and  humans. The key terms of this search included: old adults, fall 

detection, accidental falls, accidental falls/statistics, numerical data and review. Then, the 

reference lists of all selected articles were reviewed to identify other relevant articles.   

The PubMed search provided about 3,000 articles. After applying the restrictions listed above, 

this list was reduced to 94 articles. Eleven articles were discarded because the full text was not 

available. Then, abstracts were reviewed to find articles with different respondents ranging from 

professionals to patients who were sampled and asked questions concerning falls and how to 

prevent them as well as other issues concerning fall detection. The challenges, trends and 

issues that arose from the research were reported in the various responses. The results of this 
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review process and the identified strategies to prevent falls are outlined below. Finally, we 

chose a number of studies that we believed would be sufficient for purpose of the review. 

2.5.4.1 Risk factors associated with falls 

Although these studies recognised hundreds of possible risk factors for falls [90], the causes of 

falls in the elderly population can classified into three main categories: medical conditions, the 

use of medications and the nutritional state of the patient. Medical conditions include all 

diagnoses, which can cause falls and the changes associated with ageing. An individual’s 

diagnosis is highly associated with falls in people with cardiovascular diseases (e.g. congestive 

heart failure, strokes and cerebrovascular accidents) [103]–[105], musculoskeletal diseases 

(e.g. osteoporosis, pain in a limb and acute back pain) [16], [106], [107], and infections (e.g. 

respiratory tract infections and urinary tract infections) [108]–[111]. It is recommended that 

individuals with these diseases should have increased attention from their GPs who should 

monitor them continuously. A person with an altered mental state is also at a higher risk of 

falling because of confusion and disorientation. This includes senile confusion [112], [113] and 

depressive symptoms [114]–[116]. Furthermore, people with a history of falling are also at a 

high risk of recurrence of falls [117]. 

Due to the changes associated with ageing, about 75% of patients aged above 60 years take at 

least one medication [118]. The medication a person is taking can cause an increased risk of 

falls, especially with medications affecting the nervous system, including sedatives and 

tranquilizers. Beta-blockers and statins are two types of medications for cardiovascular 

diseases [119], [120], and adverse reaction to these medications have strong connections with 

falls in the elderly [121], [122]. In addition, the number of medications taken per day increases 

the risk of falling [107].  

Nutrition plays an important role in fall prevention. Malnutrition among older adults is increasing, 

which harmfully impacts their bodies’ ability to function independently. Nutritional deficiency is 

an independent risk factor of falls in the elderly [123]. Several studies report that vitamin B12 

deficiency increases the risk of fall-related deaths [124]–[126]. Also, hyponatremia and  

hypokalaemia are considered as independent cause of falling [127]. Vitamin D deficiency 
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causes muscle weakness of the lower limbs, which are vital for balance while moving, and 

therefore can lead to falls [128]. 

2.5.4.2 Impact of falls 

Falls have a wide range of outcomes from minor injuries to death. According to Oliver et al. 

[129], most fallers are unable to get up without support for some time, which increases the  

chance of suffering from pressure sores, hypothermia, bronchopneumonia and dehydration, 

especially when an individual falls and loses consciousness. More than 20% of patients who are 

admitted to hospitals for falls have remained on the floor for more than one hour without help. In 

addition, these patients are most likely to have had very high morbidity rates prior to the fall 

incident [130]. Around 50% of falls in the elderly lead to minor injuries, while 10% result in major 

injuries, including fractures [90]. The injuries caused by falls range from head injury, leg bruises 

to hip fracture [131]–[142]. These injuries usually lead to long-term institutional care and are 

among the most common causes of death in the elderly population [143].  

Apart from the physical injury that the fallers suffer, they may suffer from other risks associated 

with falling. For example, according to Brownsell and Hawley [144], the factors causing falls  

can  affect  the  faller  psychologically, and for this reason, management should be tailored for 

treating the factors that caused the fall, along with treating the consequences of falling. 

2.5.4.3 Interventions for fall prevention 

The reviewed studies indicated that there are several aspects that must be considered to 

ensure that fall prevention efforts succeed. These efforts should be balanced with the priorities 

of the admitted patient because, if a fall occurs, it can prolong the hospital stay. Cameron et al. 

[130] argued that there should be a balance between urging patients to move from one place  to  

another and leaving patients in their beds for rest; leaving  patients may help avoid further falls  

but may also cause complications due to prolonged bed rest. Additionally, the methods of 

preventing falls should be customised because different patients have different preferences.  

A sample population of healthcare providers were asked to express their views on how to 

prevent falls [117]. They suggested some measures that needed to be followed, including 
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teamwork, better patient reports, more involvement of family members and better examination 

the environment. Nurses  identified  that  a  verbal  exchange  with  patients  was  the  most 

appropriate method to have an idea about the level of risk the individual has for falling. The 

reporting on the patient’s condition varied from person to person and the attention offered 

depended on the nature of the information received. For example, patients with signs of having 

a risk of falling were recommended to undergo sight testing to determine their sight capability 

[117]. This assessment showed that poor vision was among the causes of falls. A patient’s 

vision is normally reduced with age, and a prevention strategy can be to recommend the use of 

devices that enhance their vision.   

There are also calls for regular exercise by the elderly to ensure their bodies’ stability. Exercise 

can tone muscles so that a patient’s gait and balance are restored. Patients should be 

encouraged to participate in group and individual exercise at home and in other places of 

residence. Group fitness exercise programs aimed at preventing falls are normally conducted 

two to three times a week for an average of one hour. These classes are managed and 

supervised by a physical therapist. The exercises include a combination of activities that 

improve balance, flexibility, aerobic conditioning and strength development.   

According to Dykes et al. [92], there is a need for multiple interventions based on a patient’s 

case and personality. The risk of falling should be assessed and the appropriate program 

should be put in place. Programs should be aimed at assessing a patient’s fall risk to 

incorporate an effective intervention mechanism. Pesanka et al. [145] further argued that as an  

individual’s risk of falling increases, more interventions should be employed to safeguard them.   

According to Neiman et al. [146], educational sessions are the most widely used mechanism of  

fall prevention. Staff is trained to raise their awareness about identifying high risk patients and 

the methods that can be adopted to prevent falls. Additionally, patients and their families should 

informed about safety issues, the risk of falling and limitations to activities in which the patient 

can be involved [147]. Furthermore, other instructions include teaching patients how to change 

positions swiftly to maintain balance, orienting patients in relation to the bed area, showing them 

how to find assistance and giving information about the ward facilities. 
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Wayland et al. [148] examined environmental factors that need to be discussed with the patients 

to guarantee that the environment is safe and does not cause further falls by reducing 

environmental risks. Some of the suggestions included information on bed slides and obstacles, 

maintaining night lights in the toilets and rooms, and the fitting of vertical grab bars. Potential 

hazards should be identified and removed from the environment. Others advocated having 

efficient lighting, installing handrails in the halls, ensuring spilled liquids on floors are cleaned 

immediately, and fitting beds at an appropriate height for patients in their rooms.  

Evaluation of patient’s past record is another method suggested by Hempel et al. [117] to 

understand risk levels. Previous falls that have occurred to patients should be analysed to 

determine any persistent trends. High risk individuals should be given more attention according 

to the frequency in which they tended to fall. If somebody has previously collapsed, they 

normally tend to develop a fear of falling, which increases the chances of falling again. 

2.5.5 Statistics related to falls 

2.5.5.1 CPRD patient dataset 

The CPRD dataset used in this study consisted of anonymised patient records from 2011. In 

this year, there were 72,928,339 medical records for a total of 4,491,207 patients. The medical 

records were described using the Read codes system and included codes related to prescribed 

drugs, laboratory results and diagnoses. For the purpose of this study, only records with Read 

codes corresponding to diagnosis codes (codes starting with capital letters A-Z) were included. 

This subset contained 2,754,367 patients with 7,408,369 diagnosis entries. Other information 

about patients, such as age, gender, GP practice and entry date, was also provided. Ethical 

approval for the study was provided by the Independent Scientific Advisory Committee of the 

Medicines and Healthcare products Regulatory Agency (ISAC-MHRA), reference number 

16_078R.  

We split the dataset into groups based on age and gender. There were 16 age groups each for 

male and female patients. This provided a total of 32 patient groups. The age groups were 

defined based on five-year age intervals, except for the first group, which contained patients 

aged between 0 and 17 years, and the last group, which contained patients aged 90 years or 
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above. Table 2.4 presents the distribution of patients across the 32 groups as well as the 

number of records in each group. Splitting the dataset into different age/gender groups helped 

us to compare the results between different groups (e.g. comparing common disease patterns 

between male and female children). 

Table  2.4 A summary of the study dataset. The dataset consisted of anonymised patient records from the 

CPRD database. The records were registered in 2011. The data contained 7,408,369 records for a total of 
2,754,367 patients. The data were divided into 32 groups based on the age and gender of patients.  

Patient gender Age 
Number of 
patients 
(N = 2,754,367) 

(%) 
Number of 
records 
(N = 7,408,369) 

(%) 
Records/patient 
(Average = 
2.87) 

Male patients Birth-17 270,334 (22.31) 616,723 (20.18) 2.28 
 18-24 88,927 (7.34) 173,595 (5.68) 1.95 

 25-29 62,428 (5.15) 127,102 (4.16) 2.04 

 30-34 65,022 (5.37) 137,862 (4.51) 2.12 

 35-39 69,824 (5.76) 153,929 (5.04) 2.20 

 40-44 79,956 (6.60) 183,634 (6.01) 2.30 

 45-49 84,105 (6.94) 199,218 (6.52) 2.37 

 50-54 79,656 (6.57) 200,268 (6.55) 2.51 

 55-59 74,293 (6.13) 197,084 (6.45) 2.65 

 60-64 82,505 (6.81) 231,228 (7.57) 2.80 

 65-69 75,733 (6.25) 224,815 (7.36) 2.97 

 70-74 59,795 (4.93) 189,241 (6.19) 3.16 

 75-79 50,942 (4.20) 174,032 (5.69) 3.42 

 80-84 36,730 (3.03) 131,662 (4.31) 3.58 

 85-89 21,571 (1.78) 79,444 (2.60) 3.68 

 ≥ 90 9,932 (0.82) 36,064 (1.18) 3.63 

Female patients Birth-17  270,733  (17.55)  622,191  (14.30) 2.30 
 18-24  134,561  (8.72)  333,667  (7.67) 2.48 

 25-29  99,765  (6.47)  259,538  (5.96) 2.60 

 30-34  100,566  (6.52)  267,074  (6.14) 2.66 

 35-39  98,656  (6.40)  266,430  (6.12) 2.70 

 40-44  107,625  (6.98)  294,573  (6.77) 2.74 

 45-49  110,807  (7.18)  312,626  (7.18) 2.82 

 50-54  101,275  (6.57)  292,589  (6.72) 2.89 

 55-59  89,854  (5.82)  264,115  (6.07) 2.94 

 60-64  94,306  (6.11)  284,283  (6.53) 3.01 

 65-69  85,381  (5.53)  270,808  (6.22) 3.17 

 70-74  69,938  (4.53)  236,014  (5.42) 3.37 

 75-79  62,849  (4.07)  226,957  (5.21) 3.61 

 80-84  53,002  (3.44)  193,480  (4.45) 3.65 

 85-89  37,647  (2.44)  137,524  (3.16) 3.65 

 ≥ 90  25,649  (1.66)  90,599  (2.08) 3.53 

2.5.5.2 Prevalence of falls 

The distribution of patients based on age and sex was calculated to identify the changes of falls 

in different age groups and whether there is any sex-related difference. Age and sex were 
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considered to be the main modifiers in disease and medication risk and subsequent treatment 

[149]. A total of 7,408,369 patient records from 2,754,367 patients were analysed. Among 

these, 46,055 patients reported one or more falls. 

Figure 2.1 shows the distribution of falls in all patients analysed based on age and sex. From 

the population distribution, falls were divided into three main stages: childhood (aged from birth 

to 17 years old), adulthood (aged 18-64 years), and geriatric (above 64 years) falls. In 

childhood, 0.86% of men and 0.79% of women experienced falls. In early adulthood (18-24 

years), the proportions of patients with falls dropped to 0.42% for men and 0.48% for women. 

For adults between 18 to 49 years, a similar increase was observed for the two sexes between 

age groups. Nevertheless, there was no significant age difference found for men and women 

(maximum difference 0.12%). For adults aged between 50 to 64 years, the proportion of falls in 

female age groups started to increase rapidly. The proportion of falls was slightly smaller in men 

than women over the adulthood groups. 

Geriatric falls were remarkably high as more falls were reported than those in children and 

adults. More than 57% of patients with falls were above 64 years of age. The rate of falls 

increased with age, particularly for patients aged 80 years or above. In men aged 85-89 years, 

7.07% experienced falls, while men 90 years or above experienced a rise to 10.13%. The 

results of geriatric falls showed more sex-related differences than in adults. The prevalence of 

geriatric falls was higher for women (mean 5.97%; SD 3.59) than for men (mean 4.55%; SD 

3.48). 

In this large population-based study of patients in the national UK general practice, the 

distribution of the dataset suggested that while falls were not a serious condition for children 

and adults, they represented a serious health risk for elderly patients. These results are also 

supported in the clinical literature [15], [16]. As a results, the proposed methodology developed 

in this thesis will be applied to CPRD elderly patients (aged 64 years or above). 

At the age of menopause, falls started increasing rapidly for women, whereas in men this 

increase started at 65 years. The results of geriatric falls showed more important sex and age 
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differences than in adults, where rates were higher in women and in older age groups. This 

finding is similar to some of the results reported by a previous study [150] 

 

 

Figure  2.1 The distribution of falls in the study dataset based on age and sex of patients 

  

2.5.5.3 Specific co-morbidities with falls 

It is clear from the previous section that older patients tend to have more than one disease co-

existing with falls. Here, we present estimates of falls along several major co-morbidities 

(Figure 2.2). For each of the listed diseases, the estimates of prevalence with falls in different 

age and sex groups are shown. For example, of female patients aged 90 years or above with a 

diagnosis of falls, 18% also presented a urinary tract infection (UTI). Almost across all groups, 

the prevalence of falls with pain in a limb reflected the highest proportions found in this dataset 

(mean 23%; SD 5.02). Interestingly, the prevalence of chest infection was among the highest 

within patients experiencing falls across all different age and sex groups. 
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Figure  2.2 The prevalence of specified additional major diseases co-existing with falls in older patients by 

sex and age groups in UK general practice records in 2011  

 

2.5.6 Recommendations 

The findings and analysis above provide ample views and observations for parties interested in 

causes of falls, prevention mechanisms currently in place and the basis for implementing new 

and advanced methods to improve areas and practices not yet fully adopted. For example, the 

safety of patients in hospitals should be given priority to reduce deaths and the costs that come 

with falls [151].   

There are several factors that contribute to falling, with ageing and mental health issues being a 

major cause of falls in the elderly. Preventing falls requires a wide understanding of the patient’s 

condition and analysis of their previous history of falls to put in place the necessary measures 

that can be successful. To ensure successful measures in fall prevention, research involving 

clinical attendants investigated many questions in relation to methods of predicting and 

preventing falls and factors that should be incorporated in fall prevention measures.   

Hempel et al. suggested that evaluation of patient’s past record is an effective method to 

understand and evaluate risk levels [117]. Consequently, the use of a UK national population 
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database is advantageous in ongoing efforts to support and improve clinical practice. Several 

publications have used the CPRD database in order to address the challenges associated with 

clinical research. However, to the best of our knowledge, the studies that have been published 

to date using the CPRD database are related to the association between two diseases or 

conditions, such as studying the link between falls and mortality using statistical methods [152]. 

In this thesis, we attempted to identify the possible associations between diseases and falls in a 

dataset of older adults as a population and at the stratified level. 
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3 Chapter Three: Technical Background 

3.1 Semantic Similarity 

Comparing two items is an important procedure in information retrieval systems [153]. An 

appropriate approach is required to be applied to compare items for distance or similarity [157, 

158]. Mathematical ideas of distance and similarity are used to measure an estimation of the 

difference and similarity, respectively, between two items [155]. The similarity shows how two 

items are close to each other. The higher the similarity score, the closer the items are to each 

other, and vice versa. The difference between items is called distance, where lower distance 

scores between items mean these items are similar.  

The notions of distance and similarity have been used in a wide range of scientific and business 

studies to assess the likeness or relatedness of the meaning or content of a set of concepts 

[156]. The ability to assess the relatedness between concepts is vital in various research areas. 

For instance, in the medical domain, this can be beneficial for identifying patients with similar 

diseases, which can facilitate applying existing data mining approaches to extract useful 

information [157].   

Concepts, in many scientific areas, are organised in a hierarchical way using a directed acyclic 

graph (DAG) in the form of taxonomies and ontologies [158]–[160]. DAGs produce a 

standardised structure for representing concepts in a certain domain. The ability to build 

structures for concepts helps in measuring the relatedness between concepts. Semantic 

similarity is a method used to calculate the topological similarity between taxonomical or 

ontological concepts [161]. Many types of relations can be considered in semantic similarity, 

such as hierarchal relations (is–a, part-whole, etc.), associative, equivalence and so on [153]. 
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The “is – a” relations are used to identify concepts with common characteristics [157]. The main 

goal is to provide a precise estimation of relatedness of concepts similar to human judgement.  

The concept of semantic similarity has been a part of information retrieval and Natural 

Language Processing [153]. It has been applied in a great number of different applications. One 

of these areas is to identify the synonymous characteristics in words within language lexicons, 

for example, WordNet, which is an English lexical database. WordNet consists of all word forms 

in the English language (nouns, verbs, adjectives and adverbs) [162]. The words are compiled 

into sets of synonyms [163].  Visualisation and clustering techniques also depend on semantic 

similarity in grouping objects with similar textual features [164]. Semantic similarity can support 

information extraction by detecting concepts that can be similar to already obtained ones. 

Ontology learning also relies on semantic similarity. One example is gene ontology (GO), which 

contains descriptions of genes across all species. The genes can be compared using the 

similarity of their functions [165]. Also word-sense disambiguation [166], [167], automatic 

hyperlinking [168], spelling error detection [169] and many other areas [164], [170]–[172] can 

benefit from the accuracy of similarity estimation. 

In the last decade, a huge amount of medical data, including patients’ records, have been 

electronically available and have become valuable resources for medical research [173]. 

However, most of this information is shown in heterogeneous textual formats. Semantic 

similarity can play a significant role in the integration and classification processes of such data 

and improve the performance and accuracy of information retrieval [157]. For example, using 

patient records in searching for patients with a specific symptom requires one to exploit a 

number of different medical concepts, including diagnoses, treatments, medications, and 

symptoms very similar to that symptom. Using automated semantic similarity measures to group 

related clinical concepts might have a beneficial effect in enhancing the query process of patient 

records [161]. 

Due to the fact that concepts in the clinical domain use taxonomies (e.g. Read codes, ICD and 

SNOMED CT) as knowledge bases, the hierarchal relation has most often been used to 

determine the score of similarity between concepts. As a result, semantic similarity indicates the 

taxonomical proximity and the shared information between concepts. For example, the similarity 
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between flu and bronchitis, with Read codes ‘H27..’ and ‘H31..’, is very high because they share 

some characteristics of their meaning: that both are disorders of the respiratory system (Read 

code: ‘H….’). 

A number of semantic similarity measures have been developed in the last few years in order to 

calculate the semantic similarity score of either two concepts or two sets of concepts. These 

measures can be divided into two groups: node-based (or information content-based) and edge-

based (or thesaurus-based) which are illustrated in the following section. 

3.1.1 Semantic Similarity measures between concepts 

There are two types of measures for semantic similarity between two concepts: node-based, 

which relies on the information content and the properties of the compared concepts; and edge-

based, which uses the distance between the concepts [153]. 

The node-based measures depend on comparing the properties of the concepts and even the 

properties of their ancestors and descendants. One of the most widely used node-based 

approaches to find the conceptual similarity is Information Content (IC), where the calculation of 

semantic similarity relies on how much information the compared concepts have in common. 

The Information Content (IC) of a specific concept can be obtained by estimating the probability 

of frequency of a concept in a given dataset, which is illustrated in the following equation: 

𝐼𝐶 (𝑐) =  𝑙𝑜𝑔−1  𝑝(𝑐) 

Where p(c) is the probability of frequency of concept c. P(c) can be calculated as follows: 

𝑝(𝑐) =  
∑ 𝑐𝑜𝑢𝑛𝑡(𝑤)𝑤∈𝑤(𝑐)

𝑁
 

W(c) is the set of concepts in the dataset annotated to c or c’s descendent concepts. A higher 

value of IC for a concept means that the concept is very specific; a lower value shows that the 

concept is more general. In order to measure the semantic similarity of concepts, IC can be 

applied to the common ancestor of the concepts with the highest IC score, which is called the 

most informative common ancestor (MICA). The general notion of node-based techniques is 

shown in Figure 3.1. 
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Figure  3.1 The general notion of node-based measures using information content (IC) and the Most 

Informative Common Ancestor for two concepts (T1 and T2).  

 

Many node-based approaches have been proposed and the most common ones are those of 

Resnik [174], Lin [172], Jiang and Conrath [153] and Schlicker et al. [175], which have been 

originally developed for specific applications, such as WordNet and GO. Some of these 

approaches are briefly described below. 

 Resnik’s measure 

Resnik’s measure calculates the semantic similarity scores based on the IC of the most 

informative common ancestor (MICA) of the compared concepts [174], which can be defined as 

follows: 

𝑠𝑖𝑚𝑅𝑒𝑠  (𝑐1, 𝑐2) = 𝐼𝐶(𝑐𝑀𝐼𝐶𝐴) 

Resnik’s measure is efficient in finding shared information between two concepts; however, it 

does not show the distance between the concepts. Another problem of this measure is that if 

the concepts share the same MICA, then they will have the same similarity score.  
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 Lin’s measure 

To address the problems of Resnik’s measure, Lin developed a similarity measure based on the 

information content of both the MICA of the concepts and each concept alone [172]. The 

similarity score in this measure is between 0 and 1. The similarity score can be evaluated using 

the following formula: 

𝑠𝑖𝑚𝐿𝑖𝑛 (𝑐1, 𝑐2) =  
2 × 𝐼𝐶(𝑐𝑀𝐼𝐶𝐴)

𝐼𝐶(𝑐1) + 𝐼𝐶(𝑐2)

 

 Jiang and Conrath’s measure 

Jiang and Conrath developed an approach which is similar to the principle of Lin’s measure; 

however, it starts the process with a calculation of the distance between concepts [153], which 

is illustrated in the equation: 

𝑑𝑖𝑠𝐽&𝐶 (𝑐1, 𝑐2) = (𝐼𝐶(𝑐1) + 𝐼𝐶(𝑐2)) − 2 × 𝐼𝐶(𝑐𝑀𝐼𝐶𝐴) 

In this case, the distance is the opposite of concepts similarity. Obviously, the higher the value 

of distance between concepts, the less similar they are. The similarity between concepts can be 

quantified using Jiang and Conrath’s measure as follows: 

𝑠𝑖𝑚𝐽&𝐶(𝑐1, 𝑐2) = 1 −  𝐼𝐶(𝑐1) + 𝐼𝐶(𝑐2) − 2 × 𝐼𝐶(𝑐𝑀𝐼𝐶𝐴) 

 Zhang’s measure 

Zhang measure, however,  allows information content measures to take into account more than 

one common ancestor that are likely inherited by either concept [176].  This measure is based 

on exclusively inherited shared information in order to solve the problem of multiple inheritance 

in Gene ontology (GO) concepts.  

 

By contrast, edge-based measures are more direct than node-based measures in calculating 

semantic similarity in a hierarchy. Edge-based approaches rely mainly on the distance or path, 

which can be assessed by counting the edges between the concepts (Figure 3.2). Once the 
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distance is evaluated, it can be easily translated into a similarity score. The shorter the path 

between the concepts being compared, the higher the similarity score they will have. A number 

of measures based on the depth of the concepts have been developed in previous years; some 

of them are explained below. 

 

Figure  3.2 The concept of Edge-based similarity measures between two concepts (T1 and T2). 

 

 Rada’s measure 

Rada proposed a measure to calculate the shortest path possible connecting two concepts 

[177], as given in the equation: 

𝑑𝑖𝑠𝑅𝑎(𝑐1, 𝑐2) = |min_𝑝𝑎𝑡ℎ(𝑐1, 𝑐2)| 

 Pekar and Staab’s measure 

In Pekar and Staab’s measure, we calculate the shortest path between the concepts as well as 

their Least Common Subsumer (LCS) [178], which can be illustrated as follows: 
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𝑠𝑖𝑚𝑃&𝑆  (𝑐1, 𝑐2) =  
𝛿(𝑟𝑜𝑜𝑡, 𝐿𝐶𝑆(𝑐1, 𝑐2))

𝛿(𝑐1, 𝐿𝐶𝑆(𝑐1, 𝑐2)) +  𝛿(𝑐2, 𝐿𝐶𝑆(𝑐1, 𝑐2)) +  𝛿(𝑟𝑜𝑜𝑡, 𝐿𝐶𝑆(𝑐1, 𝑐2))
 

Where 𝛿(𝑎, 𝑏) stands for the number of edges in the shortest path between the concepts a and 

b. The similarity score in this measure is between 0 and 1, where 0 is the minimum similarity 

score and 1 is the maximum.  

 Wu and Palmer’s measure 

Wu and Palmer also considered the path between the two concepts in the hierarchy, but using 

the depth of LCS [179]. Using LCS in this measure relies on the supposition that the lower 

concepts in a hierarchy are less differentiated than the higher ones. The similarity score in this 

measure is between 0 and 1. The similarity between concepts can be quantified using Wu and 

Palmer’s measure as follows: 

𝑠𝑖𝑚𝑊&𝑃  (𝑐1, 𝑐2) =  
 2 ×  𝑑𝑒𝑝𝑡ℎ(𝐿𝐶𝑆(𝑐1, 𝑐2)) 

|min _𝑝𝑎𝑡ℎ(𝑐1, 𝑐2)| + 2 ×  𝑑𝑒𝑝𝑡ℎ(𝐿𝐶𝑆(𝑐1, 𝑐2))
 

 Leacock and Chodorow’s measure 

This measure calculates the shortest path between the two compared concepts by counting 

also the two concepts, which is the minimum path plus one [180]. Also the maximum depth of 

the hierarchy is calculated. The expression of this measure can be simplified as: 

𝑠𝑖𝑚𝐿&𝐶  (𝑐1, 𝑐2) =  −𝑙𝑜𝑔 
|min_𝑝𝑎𝑡ℎ(𝑐1, 𝑐2)| + 1

2 ×  max_𝑑𝑒𝑝𝑡ℎ
 

Simplicity is the main feature of edge-based measures. They only rely on the structure of the 

hierarchy by counting the nodes between the concepts being compared, which only requires 

low computational costs when we deal with large datasets. However, many limitations have 

been raised regarding the accuracy of the similarity score because the measures just take the 

shortest path without any consideration to other paths in the hierarchy [157]. 
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3.1.2 Semantic Similarity measures between sets of concepts 

In general, entities in biomedicine are annotated with a number of terms and concepts. As a 

result, there is a need to rely on sets of concepts instead of single concepts [157]. There are 

two primary types of measures, which can be used for semantic similarity between sets of 

concepts: pairwise and groupwise. In pairwise measures, the lists of concepts are compared 

individually by calculating semantic similarity between the concepts in the first set and the 

concepts in the second, using one of the measures for single concepts explained in the 

previous section. Then, the similarity scores between the concepts are combined in order to 

obtain the final semantic similarity score between these two sets. The most widely used 

pairwise approaches are: average, maximum and minimum, which are explained in detail below 

[181]. Groupwise measures do not depend on the individual concepts’ calculations of the sets 

being compared, but directly calculate the score using one of the three existing approaches: set, 

graph and vector.  

Owing to the fact that groupwise approaches are not common and many studies have proven 

that the pairwise approaches performed much better than the groupwise approaches [157], we 

will only explain a number of approaches for pairwise. 

 Average approach 

This approach can be obtained by calculating the average similarity between each concept in 

the two compared sets (X, Y), which is shown in the following formula: 

𝑠𝑖𝑚𝐴𝑉𝐺(𝑋,𝑌) = 𝐴𝑉𝐺𝑐1 ∈𝑋,𝑐2 ∈𝑌 (𝑠𝑖𝑚(𝑐1, 𝑐2)) 

Where 𝑠𝑖𝑚(𝑐1, 𝑐2) is the semantic similarity score between the two concepts using one of the 

semantic similarity measures among concepts illustrated earlier.  

 Maximum approach 

In this approach, we calculate the maximum similarity between each concept in both sets (X, Y), 

as defined in the next equation: 

𝑠𝑖𝑚𝑀𝐴𝑋(𝑋,𝑌) = 𝑀𝐴𝑋𝑐1 ∈𝑋,𝑐2 ∈𝑌  (𝑠𝑖𝑚(𝑐1, 𝑐2)) 
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 Minimum approach 

Similar to average and maximum approaches, this approach calculates the minimum similarity 

score between each concept in the two compared sets, which can be illustrated as follows: 

𝑠𝑖𝑚𝑀𝐼𝑁(𝑋,𝑌) = 𝑀𝐼𝑁𝑐1 ∈𝑋,𝑐2 ∈𝑌 (𝑠𝑖𝑚(𝑐1, 𝑐2)) 

In short, many studies that intend to apply semantic similarity in their work face difficulty in 

choosing the appropriate measure because each area has its own requirements. 

3.1.3 Semantic similarity and relatedness in the biomedical domain 

Recently, there has been a rapid increase in the use of semantic similarity in the biomedical 

field. Many studies have tested their biomedical datasets using a wide variety of measures 

[161]. According to Guo et al. and other studies [182]–[188], after testing a great number of 

semantic similarity measures among concepts and sets of concepts on medical datasets, their 

results show that node-based and pairwise approaches are more suitable and reliable for 

biomedical datasets due to the fact that edge-based measures suppose that relations of 

concepts in a dataset either have equal distances or a distance as function of the depth. This is 

not true for the existing datasets in biomedicine. In addition, the most common node-based 

measures which have been successfully applied in some biomedical domains are pairwise 

approaches based on Resnik’s measure, which have the best performance and provide 

similarity scores very close to physicians’ judgment [182]. 

Semantic similarity measures are used to provide a precise estimation of similarity between 

entities. This will help in grouping entities that are similar, close to each other, which then can 

reduce the number of processes on visualising the data. However, if the dataset being analysed 

is a very large one, then the visualisation and clustering of such data is still challenging. 

Consequently, a dimension-reduction process must be performed in order to provide more 

precise visualisations.   



58 

 

3.2 Dimensionality reduction using Principal Component Analysis (PCA) 

There are many datasets that can be considered as large matrices in high-dimensional spaces. 

Dealing with such data is a time-consuming and complex process. Therefore, one of the critical 

problems in machine learning is how to develop reasonable representations for such complex 

data in order to facilitate the process of analysis and visualisation of this data [189]. As a result, 

there is a need for an intermediate process in data analysis when the number of variables in the 

data is overly large for useful analysis. An effective way to deal with these data requires a 

dimension-reduction process to map distances of points in data in high dimension spaces into 

low dimension spaces. 

Principal component analysis (PCA) is one of the most popular dimension reduction techniques 

and is used in many scientific disciplines [190]. PCA can be defined as a non-parametric 

technique used for extracting important information from such complex data in order to present 

this information as a set of new orthogonal variables called principal components [190], [191]. 

The main purpose of applying PCA is to identify the most meaningful features of the dataset by 

finding the directions (component) which maximise the variance of the data in order to simplify 

the data by reducing the dimensions with minimal loss of information [192]. 

A study by Wood [190] illustrated the processes of how to transform a high-dimensional matrix 

(X) into a low-dimensional matrix (Y) by calculating the principal components (PCs) of a dataset. 

Take the vector X shown as X= {x1, x2, x3, ….., Xn} with d dimensions. The first process is to 

centralise the data by computing the mean of X and then subtract the mean from all X values 

which can be summarised by the following equation: 

For all X values:   𝑥 − �̅� 

𝑤ℎ𝑒𝑟𝑒 �̅� =    1
𝑁⁄  ∑ 𝑥𝑖

𝑁

𝑖=1
 

This step produces a dataset with a value of zero for the mean. The subtracting step makes the 

calculation process of variance and covariance easier without affecting their values. The 

calculation of covariance matrix (C) is illustrated as follows: 
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𝐶𝑖,𝑗 = 1
𝑁 − 1⁄  ∑ 𝑋𝑞,𝑖  .  𝑋𝑞,𝑗

𝑁

𝑞=1
 

Once the covariance matrix is achieved, the next step is to compute eigenvectors and its 

corresponding eigenvalues as explained below: 

𝐴𝑣 =  𝜆𝑣 

Where A is a square matrix, v is the eigenvector (non-zero vector) and λ is the eigenvalue. 

The first principal component of the dataset will be the eigenvector with the highest eigenvalue. 

The next process is to place the components in significance order by sorting the eigenvectors 

by eigenvalues, highest to lowest. A matrix (Y) will be generated with m dimensions. The 

number of dimensions in X is as same as Y, which means that there is no loss of information. 

Lastly, it can be decided to ignore less significant components, resulting in a loss of some 

information but without too much importance. 

Although PCA presents datasets in simple and reduced forms, it still has some limitations such 

as being able to reduce the dimensions only if the original variables are correlated. However, 

this problem can be addressed by using some extended PCA algorithms, such as kernel PCA 

or independent component analysis (ICA). 

There are also a number of nonlinear dimensionality reduction techniques; for example, 

autoencoders have been proposed in order to overcome the limitations of the most commonly 

used  linear technique (PCA) [193]. Autoencoders artificial neural network [194] is an 

unsupervised learning algorithm that applies backpropagation by using the inputs as learning 

targets. Recently, autoencoders have become more widely used in deep neural networks [195]–

[197]. In addition, Isomap is another nonlinear dimensionality reduction technique based on the 

spectral theory which attempts to preserve the curvilinear distances in the lower dimension 

[198]. The curvilinear distances represent the distance between two points measured over the 

manifold. Isomap starts by constructing a neighbourhood graph, which is then applied to 

approximate the curvilinear distance between all pairs of points [193]. 
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3.3 Selecting the representative set of patients 

The time needed to process large scale datasets is expensive owing to the computational 

complexity of semantic similarity and principal component analysis. Calculating semantic 

similarity between patients helps representing each patient as a vector of similarity to all 

patients in the similarity space. However, when analysing patient data at this scale, the 

transformation process can become overwhelming. Performed in this simplistic manner the 

analysis scales as N
2
 where N is the number of patients in the population, a population that 

could reach many millions. Therefore, there is a standard way of solving such a problem. This 

can be achieved using the notion of a “covering set”, where we define a subset of patients 

called “representative patients”. If we could find a subset of Nc patients that adequately 

describes the full dataset, we could calculate the similarity between each patient and this 

covering set of patients and use that as the basis for constructing the similarity matrix. The 

analysis task would then scale as N – making the whole analysis much more tractable. The 

minimal covering set is the smallest subset of all patients where every patient in the whole 

dataset is covered and represented by at least one patient in the covering set group. There is 

no complete way to achieve a minimal covering set as finding covering sets is a NP-complete 

problem.  

A covering set is a well-defined algorithm in computer science for finding a group of points that 

can be used to cover a certain space. As there are various applications of a covering set used 

in many areas, several algorithms have been developed [199]–[203]. The concept has been 

used widely in domains such as bioinformatics. For example, it has been used by CLASS, a 

bioinformatics program that maps RNA sequence data into transcripts [204]. It has also been 

used to predict the interaction between proteins [205]. Borneman [206] applied a covering set to 

minimise the number of oligonucleotide probes needed to analyse real rDNA data.  

In terms of studies that utilised patient records, to our knowledge, only one work done by 

Kalankesha [207] proposed an algorithm to find a subset of patients from a study population 

that could help to overcome the problem of analysing large patient data. The idea of this work is 

based on finding a covering set of patients who can be used in the analysis rather than using 

the whole set of patients. This subset of patients was called “representative patients” as they 
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are being selected to represent the other patients in the data. Similarly, the choice of 

representative patients in this study is based on how patients are similar to each other in terms 

of their diseases. This work is presented in more detail in Chapter Five. 

3.4 Visualisation and Clustering  

Visualisation and clustering is considered to be an essential step of any exploratory data 

analysis strategy [208]. In medicine, sensible visualisation and clustering of the data facilitates 

the analysis and validation processes of disease patterns. In general, cluster analysis is a 

multivariate method that aims to group objects into different groups or clusters based on some 

measured variables such that similar objects are placed close to each other. In contrast to 

classification where each object belongs to one group and the objective is to predict the group 

that a new object belongs to, clustering aims to find out the number and composition of the 

groups. 

Cluster analysis embraces a number of algorithms. Therefore, there is a need to investigate a 

number of clustering algorithms to scale and speed up the clustering process and at the same 

time maintain good clustering quality. One of the simplest clustering methods is the k-means 

algorithm, which aims to divide the data into 𝑘 number of clusters, where 𝑘 is defined by the 

user [209], [210]. One of the weaknesses of k-means is that the number of clusters has to be 

defined by the user beforehand [211]. As the number of patients is large, we needed an 

algorithm that allows automatic generation of clustering. Also k-means is also less accurate 

when handling a large amount of outliers [211]. Moreover, the efficiency of this clustering 

algorithm is low when there are a large number of clusters in the data [212]. 

Another clustering algorithm is expectation maximisation (EM). This algorithm performs 

maximum likelihood estimation for samples in the mixture model by calculating the cluster 

probabilities in terms of mean and standard deviation for the numeric attributes and value 

counts [213], [214]. This clustering algorithm has a straightforward implementation and can be 

easily run on the data. However, this algorithm does not work properly on large scale datasets 

because of complexity and computational costs of the data [211], [212], [215], [216]. 
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Consequently, researchers have always targeted the scalability and the speed of clustering 

algorithms, which has resulted in the devolvement of a number of big data clustering 

techniques, such as sampling-based, hierarchical and density-based algorithms. Big data 

sampling-based algorithms such as CLARNS (Clustering Large Applications based on 

Randomised Search) [217] and BIRCH (Balanced Iterative Reducing and Clustering using 

Hierarchies) [218] perform clustering on a data sample and then use iterative control strategies 

to optimise an objective function. Such algorithms make clustering more effective and efficient 

than traditional techniques. However, the run time is unreasonable for large databases with a 

huge number of objects [219]. Hierarchal clustering techniques build a hierarchical 

decomposition of the objects, represented by a dendrogram. In the hierarchy, each node 

represents a cluster of the datasets. Hierarchical clustering does not require the number of 

clusters 𝑘 as an input, but a termination condition should be defined to identify when the merge 

process should be finished. The main challenge with this type of clustering is the difficulty of 

obtaining suitable parameters for a termination condition [219]. 

Another algorithm that may work effectively on large datasets is DBSCAN (Density-Based 

Spatial Clustering of Applications with Noise) [219]. DBSCAN is a typical density-based 

clustering technique that has been adopted in a number of applications in different areas [220]. 

In DBSCAN algorithm, the density associated with a point is obtained by counting the number of 

points in a region with a specified radius. Points with a density above the specified threshold are 

constructed into clusters, while points with a low density are marked as outliers.  

DBSCAN requires two parameters: epsilon (eps) and the minimum number of points (minPts) 

required to form a dense region [219]. As the size of patient records increases, using DBSCAN 

to cluster such large datasets is suitable [220]. One feature of the DBSCAN that made it 

beneficial to our analysis is the ability to discover clusters with arbitrary shape, such as linear, 

concave or oval [220]. Moreover, to test and evaluate the clustering produced by the DBSCAN 

algorithm, the Silhouette coefficient measure is a good measure to be used [221]. The 

Silhouette measure is used to assess the parameters used to perform the clustering. It 

measures the distance between the resulting clusters, where a higher Silhouette score relates 
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to a model with better defined clusters, and lower scores indicate that the model has too many 

or too few clusters. Silhouette scores range between -1 and 1. 

Fuzzy clustering algorithms have been proposed recently in order to effectively and efficiently 

deal with big data. Fuzzy clustering is a type of clustering where each point can belong to one 

or more clusters [222]. Clustering of generalized hesitant fuzzy data (GHFHC) is a recent fuzzy 

clustering approach, which represents a new hierarchical algorithm for clustering of generalized 

hesitant fuzzy information based on Atanassov's intuitionistic fuzzy set theory [223]. Son and 

Hai proposed a multiple fuzzy clustering algorithm based on internal clustering validation 

measures with gradient descent. This algorithm uses the membership matrices gained from 

different single fuzzy clustering techniques to generate similarity matrices [224].  
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Abstract  

Background The Clinical Practice Research Datalink (CPRD) is a large database of patient 

records from general practice. This database also offers a record of all published studies that 

make use of the patient record data. The standard usage of this data has been for 

epidemiological research; however, there is now an increasing interest in the use of machine 

learning to analyse and interpret large scale health data. The aim of this systematic review is to 

investigate and examine the ways in which machine learning methods are currently used with 

large scale data from general practice.   

Methods A systematic review was performed on literature published between January 2012 

and February 2018 that which used data from the CPRD database. A novel text mining strategy 

was used to determine which of these studies made use of machine learning methodologies. 

These reports were then investigated in detail to determine the purpose of using machine 

learning.  

Results Of the 923 papers retrieved, only 6 were found to use machine learning methodologies. 

The machine learning algorithms were used for disease identification, treatment analysis and 

cost management.     

Conclusion The systematic review of the CPRD literature showed that the use of machine 

learning strategies for analysis of medical records is very limited. The majority of published 

studies are still focussed on using traditional epidemiology strategies. This would suggest that 

there is significant scope for increasing the use of machine learning to improve the knowledge 

that can be gained from this significant database.  
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4.1 Introduction 

Primary care practices generate and store large amounts of patient information [9]. Currently in 

the UK, there are a number of anonymised patient record databases used for biomedical 

research [225]. Notably, the Clinical Practice Research Datalink (CPRD) is the world’s largest 

longitudinal and anonymised clinical research database, comprising electronic medical records 

from UK primary healthcare [78]. In 2013, over 11 million patients from about 700 primary care 

practices were included in this database [226], with medical history information being recorded 

using a Read coding system [5]. 

This database represents a very useful resource, comprising a widely used collection of clinical 

studies in primary care [71]. The structure of the database makes it easy for researchers to 

address very specific questions; it separates patient information into clinical, consultation, 

immunisation, referral, tests and therapy entries, along with events and system dates and other 

related information. The data included in the CPRD are of reliable research standard, and have 

been used in approximately 3000 studies, many of which have had a great impact in health 

literature [227]. These studies covered a wide range of major areas in clinical research, 

including pharmacology and pharmacy, comparative effectiveness research, environmental and 

occupational health, health services research, risk factor epidemiology and randomised 

controlled trials [227], [228]. As a result, CPRD is considered as a major factor in the growing 

output of medical research in the UK [76].  

As available clinical datasets have become larger and better defined, there has been an on-

going effort to adopt machine learning approaches in data analysis to explore more detailed 

questions. Machine learning is a major field of artificial intelligence [229], with a variety of 

algorithms used to extract valuable and meaningful information from large, rapidly evolving and 

variable datasets. Therefore, machine learning can be useful for analysing clinical data in an 

effective and automated manner in many applications. For example, various machine learning, 

data mining and rule-based techniques have been widely used for clustering, dimensionality 

reduction, classification and interpretation of clinical data [230]. These approaches have been 

applied in many areas of medical research, including prediction of disease development, patient 

stratification, risk modelling, detection of missed opportunities, and understanding of disease. 
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Much research effort has been directed to analysing UK patient records, and thus far, there has 

not been a systematic and comprehensive review of these studies. Here, we report a systematic 

review of the literature with the aim of investigating the range of machine learning algorithms 

used to analyse data in the CRPD database, summarising their findings and assessing the 

approaches used and their applications 

4.2 Methods 

4.2.1 Search strategy 

This systematic review followed the Preferred Reporting Items for Systematic Reviews and 

Meta-analyses (PRISMA) framework guidelines [231]. We searched the bibliography of the 

CPRD, which is available online
1
 and is updated regularly by the Medicines and Healthcare 

products Regulatory Agency (MHRA). This systematic review included all studies that reported 

the use of CPRD data and were published between 01/01/2012 and 20/02/2018 (the last day of 

search update). No publication status restrictions were imposed in this search. As this study 

was a systematic review, no ethical review board approval was required. 

4.2.2 Study identification 

We manually collected the CPRD studies PMIDs, which represent the identifiers used by the 

PubMed literature database. After removal of duplicated PMIDs, the studies’ metadata were 

automatically collected from PubMed. We then applied two different search methods to the 

collected studies to select reports that were eligible for manual screening. The first method was 

to search the metadata by using the search query: ''Machine Learning''[MeSH] OR "Machine 

Learning"[Title/Abstract]. The second method was an automated retrieval pipeline reported by 

Aldera et al. [232]. In their report, Aldera et al. investigated the MeSH indexing recall, as a 

standard retrieval method, and found that the recall was poor when the literature is 

multidisciplinary literature. While the recall was 100% with single discipline literature retrieving – 

diabetes and asthma - it was only 45% with medical machine learning literature. They 

concluded that the complexity of such multidisciplinary literature would lead to such poor 

                                                      
1
 https://www.cprd.com/Bibliography 
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retrieval by standard methods. As a result, they built a machine learning (ML) based retrieval 

pipeline to retrieve what it could be missed with MeSH indexing retrieval method. They 

transformed the text to three different representations. The first representation was Term 

Frequency Inverse Document Frequency (TFIDF) method based where the words here are 

represented by considering their frequencies - locally (single document) and globally (all 

documents). The more frequent the word W in document D, the less frequent the word W in 

corpus C, the more valued word in the document D vector. The second representation was 

Doc2vec [233] method which is a deep learning method using neural network to learn 

documents words vectors. The word vectors are the results of words contexts: a specific 

window size quantifying the number of left and right words surrounding the word. The third 

representation was produced by the Latent Dirichlet Allocation (LDA) [234] method which is a 

topic modelling method. It is a generative statistical model capturing hidden topics in a given 

corpus so every document will have a topics distribution and every topic is explained by its set 

of words. They used the three different representations with two learning algorithms, Support 

Vector Machine (SVM) and Random Forests (RF), which are commonly used in information 

retrieval. They validated their pipeline for automatic screening of multidisciplinary literature – 

medical machine learning literature - and achieved 100% recall with TFIDF-SVM path. In our 

study, we reproduced the pipeline data representation and classification as applied on our 

literature space with four different paths; TFIDF-SVM, TFIDF-RF, LDA-SVM, and LDA-RF, 

where the aim was to have different retrieving experiences in order to increase the recall even 

when loss of retrieval precision is incurred. All the retrieved studies by the search query and the 

automated retrieval methods were manually screened, starting with the title and abstract to 

further filter the results, and ending with reviewing the full text for final assessment of relevance. 

This strategy was able to effectively identify eligible studies. 

4.2.3 Data collection  

Data were retrieved from the selected studies by two analysts using a standardised data 

extraction sheet. The aim of using a data extraction sheet was to identify which of the research 

questions was addressed by each study in a consistent manner. A summary for each study 

included the names of the authors, details of the dataset used, the assessed independent 
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variables and the machine learning techniques employed. Table 4.1 presents five research 

questions addressed in this systematic review.  

Table  4.1 The research questions addressed in this systematic review 

RQ# Research questions  Motivation 

 1 Which machine learning algorithms were 
used? 

 To identify commonly used algorithms to 
analyse CPRD data 

 2 What was the purpose of using machine 
learning algorithms? 

 To determine the problems and areas of 
research for which algorithms were used 

 3 Which performance metric was used for 
evaluation?  

 To investigate performance assessment and 
identify the appropriate metrics for CPRD data 

 4 What was the overall performance of the 
machine learning algorithms? 

 To assess the performance of the algorithms  

 5 What were the strengths and weaknesses of 
the machine learning algorithms?  

 To investigate suitability of the algorithms 

 

4.3 Results 

Figure 4.1 shows the results of the collection and identification of CPRD studies in this review. 

By applying the search strategy, 923 PMIDs were collected for all studies on the CRPD website 

published between 2012 and 2018. Subsequently, 868 text files of metadata (title, abstract, 

indexing terms) relevant to 868 studies were automatically retrieved after removal of 49 

duplicates. Additionally, 6 studies without existing metadata were transferred directly to the 

manual screening phase. Using the search query-based method, only two from the 868 

collected studies were retrieved, of which only one study was indexed with the Machine 

Learning MeSH term. By contrast, using the machine learning-based method, 76 studies were 

retrieved as possibly relevant by the four different representation-classification paths. 76 studies 

was the total number of all possible relevant studies; the four representation-classification 

options included all studies retrieved by the search query option. After manual screening of the 

76 titles and abstracts, 24 studies were selected for full text screening. Finally, 6 studies were 

identified as eligible studies for the scope of the systematic review. All excluded studies by the 

manual screening were not relevant to machine learning as they deployed a machine learning 

relevant language; such as prediction and algorithm; which were used to show notions and 

applications in other disciplines. Table 4.2 summarises the studies based on general 

description, their purpose and the type of machine learning algorithm used. 
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Figure  4.1 PRISMA flowchart for primary study identification 
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The work presented by Wang  et al. [235] is based on free text retrieved from the CPRD 

database. The study aimed to develop an algorithm to extract information about the diagnosis of 

ovarian cancer and presence of coronary angiogram in the investigation results. In this study, a 

number of 518 patients (178 patients with coronary angiogram data and 340 patients with new 

diagnosis of ovarian cancer) with a total of 9,950 database entries were included. The 

developed algorithm seemed to predict relevant free text related to the two conditions. Another 

identified study that used free text extracted from CPRD database was that by Lum et al. [236]. 

This work focused on estimating missing days’ supply in the use of some oral anti-diabetic 

drugs (OADs). Days’ supply is the number of days a prescription medicine will last. Using a 

machine learning algorithm, the estimation was assessed using three imputation methods. The 

results obtained in this study showed that, with the help of machine learning, estimation of 

missing values of days' supply was possible with some degree of certainty.  

The rest of the identified studies used structured data within the CPRD. Brilleman and Salisbury 

[237] assessed the predictive validity of commonly used measures of multi-morbidity in primary 

care in relation to two different types of outcome: a health outcome (mortality) and a health 

service utilisation outcome (primary care consultation rate). This study was based on 95,372 

patients registered in April 2005 with their GPs. The main findings of the study showed that the 

employed machine learning algorithm selected the number of prescribed drugs as the most 

important predictor for future consultations and the second most powerful measure for 

predicting mortality. In another predictive study, Weng et al. [238] aimed to improve the 

identification of familial hypercholesterolaemia patients in primary care. The number of patients 

used in this study was nearly 3 million patients and the findings showed that there were nine 

diagnostic variables, which reflected high discrimination between cases and non-cases. One of 

the most important predictors reported in this study was family history of myocardial infraction. 

Asaria et al. [239] used machine learning to predict the cost and outcomes of interventions in 

stable coronary artery disease. This was based on a patient cohort of 94,966 patients. The last 

study in this review was published by Sheppard et al. [240] and used a total of 16,034 diabetic 

patients to estimate the values of sparse and irregularly spaced continuous variables at given 

time points in longitudinal data. The study showed that when estimating the temporal change 



72 

 

from baseline to pre-specified time points using electronic medical records, there was a 

marginal benefit in using more complex modelling approaches over traditional methods. 

To address the research questions of the review, further analysis of the findings of the six 

studies was performed. The two main themes of using machine learning were related to 

classification and prediction. The most frequently used techniques were Support Vector 

Machines (SVMs), Functional Principal Components Analysis (FPCA) and Markov modelling. 

These techniques were applied to the data in order to explore medical areas, such as disease 

identification, cost management, drug supply and progression of drug therapy. Authors of these 

studies used a number of metrics to assess the performance of the machine learning results. 

These metrics included F score, accuracy score and Area Under the ROC Curve (AUC). 

Table  4.2 Overview of the results of the identified studies for systematic review 

Study 
(authors, 
year) 

Number 
of 
patients 

Number 
of 
records 

Data type ML 
algorithm 

ML purpose ML type Performance 
metric 

Medical area 

Wang  et al. 
(2012) [235] 

518 9,950 Free text S3CM Classification Semi-
supervised 

F score Disease 
identification 

 
Lum et al. 
(2017) [236] 

 
N/A 

 
10,000 

 
Free text 

 
SVM 

 
Classification 

 
Supervised 

 
Accuracy 

 
Estimating 
drug supply 

 
Asaria et al. 
(2016) [239] 

 
94,966 

 
N/A 

 
Structured 
codes 

 
Markov 
model 

 
Prediction 

 
Unsupervised 

 
N/A 

 
Cost 
management 

 
Sheppard et 
al. (2016) 
[240] 

 
16,034 

 
N/A 

 
Structured 
codes 

 
FPCA 

 
Prediction  

 
Unsupervised 

 
Accuracy 

 
Drug therapy 
progression 

 
Weng et al. 
(2015) [238] 

 
2,971,562 

 
N/A 

 
Structured 
codes 

 
FAMCAT 

 
Classification 

  
N/A 

 
ROC 

 
Disease 
identification 

 
Brilleman 
and 
Salisbury 
(2012) [237] 

 
95,372 

 
N/A 

 
Structured 
codes 

 
Bayesian 
learners 

 
Classification 

 
 N/A 

 
N/A 

 
 Diagnosis 
analysis 

 

4.4 Discussion 

In this study, we performed a systematic literature review in order to assess the use of machine 

learning methods in studies based on patient data obtained from the CPRD database. This 

investigation covered a variety of machine learning algorithms and offered a classification of 

these algorithms based on the purpose of their use. After performing a thorough analysis by 

following a systematic set of steps and assessing the quality of the identified studies, we 

selected 6 out of a total of 932 identified studies based on the use of methods related to 
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machine learning. We determined that these studies covered relevant areas such as disease 

identification, drug efficacy analysis and cost management. 

In the identification phase, it was clear that using MeSH indexing as a retrieval method was not 

efficient in collecting relevant studies. While using MeSH indexing led to the identification of only 

one study, the retrieval method based on machine learning led to the identification of 6 eligible 

studies (with 6-fold increase in the number of relevant studies). This finding is in agreement with 

the results reported by Aldera et al. [232], where recall of medical literature related to machine 

learning by MeSH indexing was poor in comparison to retrieval by a machine learning-based 

method. 

Based on the results obtained from this systematic review, it appears that by comparison to the 

staggering amount of data available for research and the number of studies that used this 

resource, only a very small number of studies used machine learning to probe such data. 

Although these techniques have proved their ability to provide a better understanding in many 

areas of medical research, very few population-based studies have taken advantage of such 

data sources. Predication and classification seem to represent the overarching themes in 

relation to purpose of using these techniques by the selected studies, which covered such areas 

as disease identification, cost management, therapy progression and medication supply in 

primary healthcare.  

There are a number of limitations that could be identified with this review. First, there are 

several databases that provide access to patient data and this study only used one, the CPRD 

database, which is considered one of the largest databases of clinical trial data. It is possible 

that reviewing other data resources in the area of medical research using machine learning may 

reveal trends that were not observed in this study. Second, in this review we used studies 

indexed in the CPRD bibliography. There may be other studies that have used clinical 

information from this database without being included in the published list. The use of literature 

search engines can address this limitation. Third, while the machine learning retrieval method 

used in this study led to the highest number of eligible studies, this was performed at the 

expense of precision. Our aim in increasing the recall by having four different retrieval paths led 

to the identification of 76 studies from 868 collected studies, most of which (70 studies) were 
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considered later in the manual screening step as false positive results. We believe such 

misclassification, as stated by Aldera et al. [232], is a result of the complex nature of the 

medical literature that used machine learning. Most of the 70 excluded studies deployed a 

machine learning relevant language; such as prediction, validation, algorithm, confidence 

intervals, modelling; which were used in such studies to indicate concepts and applications in 

other disciplines. For example, one of the false positive studies was retrieved as it has ‘PCA’ 

textual feature which was an abbreviation of Prescription Cost Analysis (PCA) data while it is an 

abbreviation of a widely used method in machine learning literature, Principal Component 

Analysis method. 

Since literature on analysis of patient records using machine learning was limited only to 

applications related to classification and prediction, there are other ways that machine learning 

could be beneficial when using patient data, including data clustering for the purpose of patient 

stratification to allow the identification of subpopulations within a patient cohort. Furthermore, as 

patient data are high-dimensional, consisting of a large number of patient characteristics, such 

as diagnoses, drug prescriptions and other interventions, a number of dimensionality reduction 

tools might be applicable [207]. It is therefore recommended that future studies should be 

conducted to explore the full potential of machine learning in the analysis of patient data in order 

to discover new trends in medical knowledge. 
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Abstract 

The structured data in clinical databases is presented as bags of codes from a terminology, with 

data not always easily analysed using standard machine learning or data mining tools. 

However, effective measures are available to capture similarity between patients. This means 

that similarity matrices can be calculated for the data, which could then be used as the starting 

point for further analyses. Unfortunately, the size of the data sets makes these matrices too 

large to work with. In this study, we developed a novel algorithm based on code coverage that 

allows determination of a subset of patients to represent all of the data, resulting in defining a 

covering set of patients. The methodology was applied to the medical records of 223,162 

patients based on UK primary care data from the Clinical Practice Research Datalink (CPRD), a 

UK general practice research database. The resulting representative patients generated by this 

methodology were distributed well within patients’ population representation. We have also 

shown that by exploring the use and application of methods based on the concept of covering 

sets, appropriate choice of methodology for the creation of the covering set reduces the size of 

the matrix needed from N×N to n×N where n << N. This is a very significant reduction in the 

scale of the undertaken task, which provides a principled and computationally-tractable 

approach to mapping large scale patient data from a code space to a vector space, opening this 

data to a wide range of machine learning and data mining analyses. 
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5.1 Introduction 

Electronic patient records play an important role in modern health care systems. Their use in 

collecting and storing patients’ medical history has helped in providing better quality of care for 

patients [9], [241], [242]. Electronic patient records are also a valuable resource for medical 

research. Data derived from such records can be of enormous benefit to researchers in gaining 

new medical knowledge [173], [243]. Such data can lead to various medical discoveries that 

help in advancing the diagnosis and treatment of specific diseases [244]–[246].  

Health care databases, such as the UK Clinical Practice Research Datalink (CPRD), provide 

researchers with the ability to access and analyse these sources of data. Such databases 

contain a large number of patient records from longitudinal studies over long periods of time. 

For example, the CPRD database has medical records for more than 11 million patients [226]. 

The data stored in these records are often complex and high-dimensional as they cover a 

variety of aspects of patient histories, such as diagnoses, medication that have been prescribed 

and treatments. The medical details about patients are generally described as bags of medical 

concepts chosen from medical coding systems, such as Read codes or the International 

Classification of Diseases (ICD-10).  

For example, Table 5.1 shows the data that can be obtained from CPRD for a single patient. 

The data consist of a bag of codes representing the Read codes [247] that the healthcare 

provider (in this case, a UK primary care doctor) has captured at each meeting they have had 

with that patient. In addition, the record also contains information about the patient (such as age 

and gender), the general practice that the patient is registered with, and the time that the 

particular code was captured. 

Table  5.1 An example of a bag of Read codes representing the data that a primary care doctor has 

captured 

Read code Description 

1372. Trivial smoker < 1 cig/day  

bd3j. Prescription of “Atenolol 25 mg tablets 

H06z0 Chest infection 

TC… Accidental falls  

 



78 

 

One way in which a population can be represented is therefore to create set of bags of patient 

codes, each bag representing the interactions a patient has had within the healthcare system. 

However, the data are complex [12], [13], noisy and incomplete [248], [249] and most 

importantly they are not always numerical. Therefore, these datasets is not an easily amenable 

to directly apply standard data mining or machine learning techniques. Ideally, we would like to 

find information-preserving transformation that would allow us to map the set of bags of patient 

codes to a low-dimensional vector space in which an individual patient becomes a point in this 

space. There is also the requirement that the transformation should be computationally tractable 

for datasets containing millions of patients. Such a transformation would have significant 

benefits in supporting visualisation and hypothesis formulation of population health data.  

Previous work has discussed one way in which this transformation could proceed [207]. Since 

the codes used to represent the patients are taken from a tree-like structure, it is possible to 

calculate “semantic similarity” between two bags of patient codes. We can then create an 𝑁 × 𝑁 

similarity matrix which looks at the similarities between all patients. Each row of this matrix then 

should represent the similarity between one patient and every other patient in the dataset. We 

can therefore think of this row as a vector of similarities between all patients in the data. If we 

then look at the difference between these vectors, it provides a metric describing the distance 

between patients (Table 5.2). Mapping the similarity space to a low-dimensional vector space 

can then be simply achieved using principal components analysis on this matrix.  

Table  5.2 An illustration of a similarity matrix between patients; this matrix shows the similarity scores 
obtained from calculating the semantic similarity of patient records set P where each row in the matrix 
represents one patient record. Each patient record is represented as a vector of similarity scores 

patients (𝑷) 

P
a
ti

e
n

ts
 (

𝑷
) 

 𝑝1 𝑝2 ... 𝑝𝑛 

𝑝1 𝑠𝑖𝑚(𝑝1, 𝑝1) 𝑠𝑖𝑚(𝑝1, 𝑝2) ... 𝑠𝑖𝑚(𝑝1, 𝑝𝑛) 

𝑝2 𝑠𝑖𝑚(𝑝2, 𝑝1) 𝑠𝑖𝑚(𝑝2, 𝑝2) ... 𝑠𝑖𝑚(𝑝2, 𝑝𝑛) 

... ... ... ... ... 

𝑝𝑘 𝑠𝑖𝑚(𝑝𝑘 , 𝑝1) 𝑠𝑖𝑚(𝑝𝑘 , 𝑝2) ... 𝑠𝑖𝑚(𝑝𝑘 , 𝑝𝑛) 
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However, when analysing patient data at a large scale, pairwise comparison of patients can 

become overwhelming and complicated to deal with. Performed in this simplistic manner, the 

analysis scales as N
2
 where N is the number of patients in the population, a population that 

could reach many millions. However, there is a standard way of solving such a problem. If we 

could find a subset of 𝑁𝑐 patients that adequately described the full dataset, we could calculate 

the similarity between each patient and this “covering” set of patients and use that as the basis 

for constructing the similarity matrix. The analysis task would then scale as 𝑁 – making the 

whole analysis much more tractable. In addition, there would be other advantages and benefits 

from identifying such a covering set of patients. For example, one of the key challenges in 

precision medicine is patient stratification – essentially identifying subpopulations of patients 

who share similar characteristics. This becomes a clustering problem in patient data space. 

Again, the identification of a covering set significantly reduces the computational burden of this 

task.  

A representative patient set allows covering the whole space of patients without seeking to 

partition the space into unique regions. However, if there are two patients that are quite similar 

to each other, this means that a dimension was added to the data, which does not add any new 

information. By comparing each patient to the representative patient set rather than every 

patient in the data, the number of patient similarity scores for each patient is much more 

manageable. The challenge we are therefore focusing on in this work is to determine whether it 

is possible to find a minimal subset of patients, 𝑁𝑐 in the dataset who adequately represent the 

whole dataset. In essence, we are looking for a set of representative patients where each of 

these patients can be used to “cover” a set of similar patients such that the union of these 

subsets contains the universal set 𝑈 [199], [250]. This is an area that attracted significant 

attention in recent years, and a number of studies have examined effective algorithms for 

determining minimal covering sets [205], [251]. The additional challenge that this study 

addresses is to explore whether it is possible to extend the idea of a covering set to a dataset in 

which each data point is a bag of medical concepts represented by a measure of similarity and 

not a distance metric. 
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In this paper, we explored a novel algorithm to identify a minimal set of representative patients 

that can adequately represent all patients in the data. This method was compared with an 

existing algorithm used to find representative patients [207]. These methods were tested on two 

subsets of data from within the CPRD database based on age, for middle aged (40-44 years) 

and very old patients (above 90 years). We then compared the mapping of the datasets into a 

low-dimensional vector space using a full semantic similarity matrix (𝑁 × 𝑁) with reference to 

that obtained using the covering set (𝑁 ×  𝑁𝑐) to explore whether the mapping using 

representative patients would be as effective (or better) than mapping the entire dataset. We 

also showed that analysis of the covering set and the number of patients covered by each 

representative patient provides useful insights into the CPRD data and the patient stratification 

challenge. 

5.2 Materials and Methods 

5.2.1 Semantic similarity measures 

Semantic similarity measures are used to determine the relationship between concepts based 

on terminology used to annotate a dataset. In this case, we are looking at the similarity between 

the Read codes used to capture patient interaction with the health service. Such ideas have 

been used extensively in life sciences, particularly for examining similarities between the 

functions of different gene products, where those gene products have been annotated with 

Gene Ontology (GO) terms [181], [183]. A number of investigators have recently applied 

similarity measures to clinical terminology [162]. There are a number of different ways in which 

similarity measures can be determined that exploit graph structures implicit in the underlying 

terminology. These measures can be divided into two groups: edge-based and node-based. 

Edge-based measures rely mainly on the path of the concepts. In order to calculate similarity, 

these measures depend on calculating the depth of the concept in the hierarchy. In other words, 

these measures will select from all the possible paths. The shorter the path between the 

concepts being compared is, the higher the similarity scores they will have [179]. A second 

class of semantic similarity measures is based on ideas of information content (IC). These 

calculations use the frequency with which the concepts are used in the dataset and their most 

informative common ancestor (MICA) [161]. Many node-based measures have been proposed 
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and the most common ones are Resnik [174], Lin [172] and Jiang and Conrath [153] measures. 

A number of studies have examined the use of these measure on clinical terminology and 

shown that node-based measures, particularly the Resnick measure, best matched the way in 

which physicians classified similarity between concepts [157], [207]. In this work, we have 

therefore used the Resnick similarity measure to generate the similarity matrix.  

It is relatively straightforward to extend the idea of a similarity measure applied to two concepts 

to provide a measure describing similarity between two patients [207]. However, it is important 

to note that the result of such analysis is the similarity, not the distance, between patients. Two 

patients that have equivalent codes will receive a high similarity score. If the similarity is low 

then patients are very different from each other. We can therefore use these measures to 

represent patients in a similarity space, which is not the same as a distance space. If we are 

looking for a covering set of patients, then we need an algorithm that can determine a covering 

set in a similarity space. 

5.2.2 Description of the study dataset 

Medical information was accessed from the CPRD database. This database is the largest 

longitudinal and anonymised clinical research database comprising electronic medical records 

from primary care in the UK. The data includes demographic information, clinical information, 

medical history (including diagnosis, treatment and medications), referrals, laboratory results 

and hospital admissions. The medical history information in CPRD is recorded using a Read 

coding system [5]. This study was approved by the Independent Scientific Advisory Committee 

of the Medicines and Healthcare Products Regulatory Agency (MHRA) (protocol No. 15_249). 

From the CPRD database, we extracted all the diagnosis Read code data from the calendar 

year 2011. A set of bags was then constructed such that each bag contained the set of codes 

for each individual patient captured in 2011. From this, we then constructed four datasets:  

 Males aged between 40 and 44 years (79,956 patients) 

 Females aged between 40 and 44 years (107,625 patients) 

 Males aged 90 years and above (9,932 patients) 
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 Females aged 90 years and above (25,649 patients) 

The selection of the age groups was random as these datasets are used for testing the 

methodology. These were then the datasets to which the covering set algorithms were applied 

in order to find representative patients. 

5.2.3 Identifying representative patients 

We explored two methodologies to find a set of representative patients. The first (cutoff 

strategy) [207] is a simple extension of the idea of thinking of a covering set as a collection of 

overlapping spheres whose union covers the space. As a first step, a similarity cutoff 𝑺𝒄 is set 

as the radius of the spheres we will use to construct the covering set. A patient is chosen at 

random to define the first sphere. Representative patients are found by calculating the semantic 

similarity between each patient in the dataset with each patient in the initially empty 

representative patients set. If a patient does not have a similarity score higher than  𝑺𝒄, with any 

of the representative patients, then this patient is added as a representative patient. Otherwise, 

this patient has already been covered by one of the existing representative patients.  

Secondly, we explored a novel algorithm (code coverage), which exploits the fact that the set is 

made up of codes and therefore we should aim to place representative patients in areas that 

best cover the most frequent codes. This algorithm is intended to build a covering set that 

covers “codes” rather than patients. The first step in the code coverage algorithm was to reduce 

redundancy by removing patients whose set of Read codes was a subset of another patient’s 

data. The algorithm used is shown in Figure 5.1. At the beginning of the covering set algorithm, 

all codes in the data are uncovered, so the algorithm starts by selecting the code with the 

highest frequency in the data (algorithm line 4). We then find all patients with that code in their 

records and store them in a subset called patient subset (algorithm line 5). Next, we assign a 

weighted score for each patient in this subset based on the sum of the frequency of codes that 

a patient has and similarity scores between these codes using the shortest path (the Rada 

similarity measure) [177]. Then we select the patient with the highest weighted score to be a 

representative patient (algorithm lines 6-10). All other patients in the data who have any one of 
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the representative patient codes will be covered by that representative and will be removed as it 

is unnecessary to cover them by other representative patients (algorithm lines 12-14).  

The algorithm then recalculates the number of uncovered patients to cover them with additional 

representative patients. The whole process is repeated, until all patients in the dataset are 

covered by representative patients. The filtered results return the most enriched patients who 

cover all codes in the dataset. 

 

Figure  5.1 The algorithm used to determine the covering set using a process of selecting representative 

patients based on code frequencies. Reps: representative patients; Patients subset: patients who have the 
code with the highest frequency; Rep codes: the codes of the selected representative patient; D: Dataset; 
P: patient; C: code; Code: the highest frequent code in the data; F_D: the frequency in the data; R: set of 
patients not assigned high frequency codes; WS: weighted score; sim: the Rada similarity measure;  Rep: 
the selected representative patient; Covered patients: patients who are covered by the representative 
patients 

 

5.2.4 Evaluation methods 

A full similarity matrix was generated for one group (male patients aged over 90 years old). The 

two algorithms described above where then used to generate representative patients for this set 

of data. Two addition similarity matrices where then constructed based on these representative 

patients. Similarity between patients in all matrices was determined using the Resnik measure 

on bags of codes.  

1: Set Reps = {∅}, Patients subset = {∅}, RepCodes = {∅} 

2:    D: = D – {𝑃𝑖 ∈ 𝐷 | 𝑃𝑖 ∩ 𝑃𝑗 = 𝑃𝑖 , 𝑃𝑖  ≠ 𝑃𝑗} 

3: While D ≠  ∅ do 

4: Set Code = 𝐶𝑖  ∈ 𝐷 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝐹𝐷 (𝐶𝑖) > 𝐹𝐷 (𝐶𝑗) ∀ 𝐶𝑗 ∈ 𝐷, 𝐶𝑖 ≠ 𝐶𝑗 

5: Set Patients subset = {𝑃𝑖 ∈ 𝐷 | 𝑃𝑖  ℎ𝑎𝑠 𝐶𝑜𝑑𝑒} 

6: for 𝑃𝑗 in Patients subset  do 

7:  Set 𝑅𝑗 = {𝐶𝑗  ∈ 𝐷 | 𝑃𝑗  ℎ𝑎𝑠 𝐶𝑗  𝑎𝑛𝑑 𝐶𝑗  ≠ 𝐶𝑜𝑑𝑒} 

8:  Set 𝑊𝑆𝑗 =  ((∑ 𝑠𝑖𝑚(𝐶𝑜𝑑𝑒, 𝐶𝑗) 
𝐶𝑗 ∈𝑅𝑗

) × (∑ 𝐹𝐷(𝐶𝑗) 
𝐶𝑗 ∈𝑅𝑗

) 

9:  End for 

10: Set 𝑅𝑒𝑝 =  𝑃𝑗  𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝑃𝑗  ℎ𝑎𝑠 𝑡ℎ𝑒 ℎ𝑖𝑔ℎ𝑒𝑠𝑡 𝑊𝑆𝑗 

11: 𝑅𝑒𝑝𝑠 ≔   𝑅𝑒𝑝𝑠 ∪ {𝑅𝑒𝑝} 

12: 𝑅𝑒𝑝𝐶𝑜𝑑𝑒𝑠 ≔ {𝐶𝑖  ∈ 𝐷 |𝑅𝑒𝑝 ℎ𝑎𝑠 𝐶𝑖} 

13: Set 𝐶𝑜𝑣𝑒𝑟𝑒𝑑 𝑝𝑎𝑡𝑖𝑒𝑛𝑡𝑠 = {𝑃𝑘 ∈ 𝐷 | 𝑃𝑘 ℎ𝑎𝑠 𝐶𝑘  ∈ 𝑅𝑒𝑝𝐶𝑜𝑑𝑒𝑠} 

14: 𝐷 ≔ 𝐷 − {𝑅𝑒𝑝 ∪  𝐶𝑜𝑣𝑒𝑟𝑒𝑑 𝑝𝑎𝑡𝑖𝑒𝑛𝑡𝑠} 

15: End while 

16: Return Reps 
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 Matrix 1: 𝑁 × 𝑁 similarity matrix based on all of the data 

 Matrix 2: 𝑁 × 𝑁𝑐1
 similarity matrix using representatives calculated using the similarity 

cutoff strategy 

 Matrix 3: 𝑁 × 𝑁𝑐2
 similarity matrix using representatives calculated using the code 

coverage strategy 

Principal components analysis (PCA) was then performed on each of these matrices to map 

them to a low-dimensional vector space. The results of PCA analysis on matrix 2 and matrix 3 

were then compared to those of matrix 1 to determine whether similar results were obtained, 

and which of the two methods provided a mapping closest to that seen for the full matrix.  The 

evaluation process can be divided into three steps. First, for matrix 1, we calculated the average 

of similarity scores for each vector (similarity between each patient and all patients). The higher 

the average score, the higher the probability of being a representative patient. The average 

scores were ordered from highest to lowest. Then, the two sets of representative patients were 

checked to determine which one has higher average values. Secondly, we measured the 

average movements of patients in PCA space from full data space to two spaces generated by 

the two methods. This was done by measuring the average Euclidean distance of patients using 

each method compared with the full data. Finally, we measured the overlap across 

representative patients in both methods – where a patient is covered by two or more 

representative patients. As one of the aims of the cover set algorithm is to reduce overlap, 

seeking to cover as much of the dataset as possible using a fewer number of representative 

patients was desirable. The preferred methodology for obtaining representative patients was 

then applied to all four datasets and a further analysis of the selected representative patients 

was performed. 

5.3 Results 

5.3.1 Comparison between different strategies to identify representative patients 

Two different algorithms, cutoff and code coverage strategies, were applied to a dataset of 

9,932 male patients aged 90 years old and above to find representative patients for this 
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subpopulation. Both algorithms generated two sets of 83 representative patients; however, the 

generated sets were different and the overlap was only for 3 representative patients (4%). Using 

the Resnik similarity measure and PCA, we generated three matrices – a matrix from the full 

data (9,932 × 9,932), a matrix using representative patients generated by the cutoff strategy 

(9,932 × 83) and a matrix using representative patients  generated by the code coverage 

strategy (9,932 × 83).  

Figure 5.2 shows graphical representation of the data for male patients aged 90 and above 

analysed using PCA using each of the three different similarity matrices. The top panels (2A-

2C) show the variance obtained for each of the principal components. The lower panels show 

the data projected onto the first two components (2D-2F). It can be seen that the representation 

generated using the code coverage strategy provides results closer to those obtained using the 

full dataset. The PCA plots provide representations of the data on an orthonormal basis.  

To evaluate the results of the algorithms, we calculated the average similarity scores for each 

patient across all patients and we ranked them in a descending order. Using the code coverage 

algorithm, 61 representative patients (74%) were among the top 25% of the ranked patients, 

while only 5 representative patients (6%) based on the cutoff strategy were among the top 25% 

of the ranked patients.  

It is possible to calculate the average distance for a particular patient defined in the space 

based on the principal components in the full representation and in each of the two methods 

used for identifying representative patients. The three PCA matrices were normalised first using 

min-max normalisation. We found that this difference was significantly smaller between the full 

dataset and the code coverage data than between the full dataset of the cutoff strategy data. 

The average Euclidean distance between the code coverage matrix and the full data matrix was 

only 1.1 Euclidean metric compared to 2.5 Euclidean metric for the cutoff matrix. Therefore, the 

difference in movement between the full data matrix and the code coverage matrix is 8%. By 

contrast, the difference in movement between the cutoff matrix and the full data matrix is 19%.   

In terms of overlap between representative patients, the code coverage achieved an overlap 

score of 5.9 (the number of overlap events relative to the number of representative patients), 
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which is less than half the overlap score for the cutoff method (12.1). The code coverage 

algorithm successfully reduced overlap, which is a desirable outcome. 

 

 

Figure  5.2 Comparison between the results obtained from applying different strategies to find 

representative patients from a dataset of males aged 90 years and above. The figure shows low-
dimensional representation of patient records using: 1) the full set of patient in the dataset (Fig. A and D), 
2) similarity cutoff strategy (Fig. B and E) and 3) code coverage strategy (Fig. C and F). Scree plots in (A-
C) show the variance in the data for each principal component. Scatter plots in (D-F) show the 
representation of patient records using the first two principal components 

 

5.3.2 Application of the code coverage method for generating representative patient 

sets for all four datasets 

As the code coverage strategy for generating representative patients performed better than the 

cutoff strategy, it was then used to map patients from all four datasets to a low dimensional 

vector space: males aged 40-44 years, females aged 40-44 years, males aged 90 years and 

above and females aged 90 years and above. The methodology generated 214, 210, 83 and 

102 representative patients for each of these groups, respectively.  

Figure 5.3 shows the PCA representations of the four datasets and the position of 

representative patients in these datasets. 
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Figure  5.3 Scatter plots to show the low-dimensional representation of patient records for four datasets: 

(A) males aged 40-44 years, (B) females aged 40-44 years, (C) males aged 90 years and above and (D) 
females aged 90 years and above. Each point shows where each patient is placed in the space. The black 
circles show the positions of the representative patients in each of these datasets 

 

Figure 5.4 shows the number of patients in the datasets covered by each of these 

representative patients. The order in which the representative patients are ranked on the x-axis 

is the same as the order generated by the algorithm. This means that the data should appear in 

rank order.  From these graphs it can be seen that a large proportion of patients in the space 

are covered by a relatively small number of representative patients. Outlier patients are covered 

by the rest of representative patients.   

Table 5.3 shows the most frequent codes in the dataset for each of the top 5 representative 

patients in each dataset. For middle-aged male adults, the patients were enriched for 

musculoskeletal diseases, such as pain in the calf and groin. Patients in this group were also 

often diagnosed with respiratory system diseases, skin and subcutaneous tissue diseases and 

infections. For middle-aged female adults, most patients were strongly associated with heavy 

periods, irregular menstrual cycles, skin and subcutaneous tissue diseases and genito-urinary 

system diseases, such as cystitis, and hypothyroidism. They were also diagnosed with 
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musculoskeletal diseases and respiratory system diseases. These diseases were covered by 

the top 5 representative patients.  

In very old adults (≥ 90 years), male and female patients were enriched for falls, 

musculoskeletal diseases, cardiovascular diseases, genito-urinary system diseases, chest 

infection, falls and senile confusion. All these diseases were covered by the top 5 representative 

patients of each set (for both males and females). 

 

Figure  5.4 The distribution of patients covered by each representative patient identified from the four 

datasets of patients: (A) males aged 40-44 years, (B) females aged 40-44 years, (C) males aged 90 years 
and above, and (D) females aged 90 years and above. 
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Table  5.3 The top five representative patients for each dataset and the number of patients covered by 

these representative patients along with the most frequent codes of representative patients and code 
frequencies in each dataset. 

Groups 
Representatives 
(No. of patients 

covered) 
Diagnoses (Frequency) 

M
a

le
s
 (

4
0

-4
4

 y
e

a
rs

) 

Rep1 (5470) 
Haemorrhoids 
(1076) 

Respiratory tract 
infection(720) 

Musculoskeletal 
chest pain (447) 

Urinary tract 
infection (283) 

Rep2 (5148) 
Type 2 diabetes 
mellitus (1475) 

Folliculitis (840) 
Local infection 
skin (731) 

Tinea cruris 
(381) 

Rep3 (5012) 
Aching leg 
syndrome (755) 

Varicose veins of 
the legs (341) 

Calf pain (271) Gastritis (242) 

Rep4 (4165) hypertension(2179) 
Benign 
neoplasm of skin 
(1641) 

Raised blood 
pressure (813) 

Migraine 
(761) 

Rep5 (3999) Ear pain (964) Groin pain (924) Asthma (533) 
Inguinal 
hernia (470) 

F
e

m
a
le

s
 (

4
0

-4
4

 y
e

a
rs

) Rep1(10559) Asthma (2083) 
Tennis elbow 
(1855) 

Acne vulgaris 
(1700) 

Pain in joint - 
arthralgia 
(1612) 

Rep2 (8640) Anaemia (1189) 
Dermatophytosis 
(1005) 

Acute bronchitis 
(1005) 

Skin infection 
(649) 

Rep3 (7897) 
hypertension 
(1576) 

Obesity (994) 
Discoid eczema 
(844) 

Heavy period 
(735) 

Rep4 (7178) 
Irritable bowel 
syndrome (1892) 

Irregular 
menstrual cycle 
(1575) 

Hypothyroidism 
(1365) 

Haemorrhoids 
(1303) 

Rep5 (6957) 
Benign neoplasm 
of skin (3495) 

Cystitis (3305) Ear pain (2030) 
Oesophageal 
reflux (1119) 

M
a

le
s
 (

9
0

 y
e

a
rs

 a
n

d
 a

b
o
v
e

) Rep1 (1486) 
Chest infection 
(1749) 

Accidental falls 
(1235) 

Cellulitis (601) 
Urinary tract 
infection (265) 

Rep2 (1427) 
Upper respiratory 
infection (349) 

Peripheral 
oedema (241) 

Skin lesion 
(163) 

Malignant 
neoplasm of 
prostate (160) 

Rep3 (1179) Leg cramps (91) 
Conduction 
disorders of 
heart (50) 

Calculus - 
biliary (47) 

Postoperative 
wound 
infection (26) 

Rep4 (1042) 
Inguinal hernia 
(169) 

Intertrigo (89) 
Implant 
complications 
(84) 

Groin pain 
(78) 

Rep5 (1035) Cough (93) Cataract (76) 
Difficulty in 
swallowing (68) 

Hypotension 
(52) 

F
e

m
a
le

s
 (

9
0

 y
e

a
rs

 a
n

d
 a

b
o

v
e

) 

Rep1 (2865) 
Respiratory tract 
infection (964) 

Constipation 
(633) 

Congestive 
heart failure 
(417) 

Anxiety states 
(267) 

Rep2 (2683) 
Urinary tract 
infection (1199) 

Arthralgia of hip 
(812) 

Intertrigo (453) 
Pressure sore 
(452) 

Rep3 (2678) 
Acute conjunctivitis 
(1194) 

Wax in ear (821) 
Essential 
hypertension 
(634) 

Cataract (401) 

Rep4 (2631) 
Accidental falls 
(769) 

Peripheral 
oedema (517) 

Cellulitis of 
eyelids (447) 

Depression 
(432) 

Rep5 (2545) Cystitis (1298) 
Skin disease 
(1005) 

Atrial fibrillation 
(764) 

Senile 
confusion 
(418) 
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5.4 Discussion 

In this study, we aimed to explore whether we could simplify the analysis challenges of working 

with and analysing population level health data. In particular, we examined whether the idea of 

covering sets could be extended and applied to large population data as a way of reducing the 

scale of the computational task. The concept of identifying a covering set is similar to the idea of 

feature selection, where a subset of patient data is selected as relevant features for use in 

semantic similarity analysis of the entire population. The representative patients are used 

thereafter to generate similarity scores for each patient in the data. To the best of our 

knowledge, only one study [207] has attempted to apply a similar approach that focuses on 

dimensionality reduction of patient representation using a covering set algorithm. The 

complication is that there are a number of representative patients who are quite similar to each 

other (based on the patients covered by each of those representatives), which results in added 

dimensions to the data that do not add any new information. 

We have therefore chosen to explore the task of mapping patient data to a low-dimensional 

space through the application of PCA to a similarity matrix. By exploring the use and application 

of methods based on the concept of covering sets, we showed that an appropriate choice of 

methodology for the creation of the covering set reduces the size of the matrix needed from 

(100,000 x 100,000) to (100,000 x 200). This is a very significant reduction in the scale of the 

undertaken task, which makes it much more amenable to applying machine learning and 

clustering strategies for the purpose of hypothesis formulation.   

The results of the evaluation methods showed that the code coverage algorithm produced a 

more effective covering set of the patient data than the cutoff algorithm. The representative 

patients generated from the code coverage algorithm were distributed well in the four groups. 

However, the distribution of patients covered by each of these representative patients is far from 

uniform; a relatively small number of the representative patients covered a large proportion of 

patient space with a long tail covering the remainder of the datasets. This suggests that there 

are two types of patients. First, patients diagnosed with one or more diseases that were very 

common in the dataset, and second, patients diagnosed with less frequent disease patterns. In 

both cases, patients are adequately covered by the set of representative patients. In this 
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manner, we ascertained that this set of representative patients would be sufficient to sample the 

entire population in the mapping space. Therefore, this indicates that using this systematic 

method is considered more advantageous than sampling patients in random way. Random 

sampling of patients is not expected to provide an effective representative set of patients as it 

may not cover all types of patients in the data. As the distribution was skewed towards patients 

with common disease patterns, a random sampling of patients would tend to bias the choice to 

these patients and we might not properly sample some of the less densely populated areas of 

disease space. 

Although the applied approach proved to be effective, this study has some limitations. While the 

code coverage algorithm reduces the overlap between representative patients, it is expected 

that there will be some cases where a patient is covered by more than one representative 

patient. However, this is a reasonable behaviour as there are a number of common disease 

diagnoses across the dataset. For example, a number of patients diagnosed with ‘respiratory 

tract infection’ and ‘falls’ were covered by two different representative patients. This is because 

method of finding representative patients in this study is inherently based on similarity between 

patients in terms of their diagnoses. 

In conclusion, we believe that the methodology presented in this work provides a principled and 

computationally tractable approach to mapping large scale patient data in the form of bags of 

codes from a medical terminology to a low-dimensional vector space. By mapping the dataset 

from a “code space” to a vector space, applying a whole range of machine learning and 

clustering techniques to medical data becomes more straightforward, thereby opening many 

new avenues for exploration and interpretation of this and similar data resources. 
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Abstract 

Background Information contained within medical data is often used to make new medical 

discoveries and generate new guidelines in relation to patient management, with the most 

common approach of analysis being the use of specific questions to query such data. However, 

questions do not always present themselves easily and the required hypothesis may need 

careful consideration.  

Objective The aim of this study is to explore a novel analysis strategy for the identification of 

potential hypotheses about the most important medical factors related to falls in elderly patients. 

Methods We developed a novel clustering approach that maps patient records based on UK 

primary care data from the Clinical Practice Research Datalink (CPRD), a UK general practice 

research database, into a low-dimensional space to provide better representation of the data. 

This methodology was used to analyse the clinical records of 589,169 older patients. The 

participants in the study were treated as a population and then stratified into subgroups to 

investigate whether stratification of patients can improve the generated hypotheses. 

Results At population level, we identified 45 diagnostic codes associated with falls. Most of 

these codes are around injuries, infections, cardiovascular, digestive, musculoskeletal diseases. 

At subgroup level, we successfully identified six distinct subgroups of falls from the defined 

elderly population who are identified with different risks of falls. Some of the associations found 

were well defined in the clinical literature; for example, depression and musculoskeletal 

conditions were significantly associated with falls. However, a number of identified associations 

were not previously reported. Such hypotheses need further exploration by epidemiologists. 

Conclusion The data suggests that the associations at the population level differed from the 

ones at the subgroup level and uncovered useful characterisations of the patients. This offered 

a better opportunity to identify patients at risk of falls, with potential benefit in helping to guide 

policy for reduction of falls. This methodology holds promise for the study of other complex 

diseases using any source of data which are described using terms from taxonomies or 

ontologies. 
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6.1 Introduction 

Falls represent a serious health issue which can lead to a number of major health 

complications, including injury, disability, and mortality [15], [16]. Falls are defined as a sudden, 

uncontrolled change in position that denies an individual the opportunity to restore balance, 

which results in the individual moving from a standing or sitting position to a lower level [252], 

[253]. Dykes et al. [92] argued that biological changes that come with old age are a major cause 

of falls and injury related to falls. An individual’s diagnosis is also associated with falls in people 

with some disease states, such as anaemia, neoplasms, congestive heart failure, stroke and 

other cerebrovascular accidents, which highly increase the risk of falls [95]. Over the last 

decade, there has been a sharp rise in the medicalisation of elderly adults, not only in diagnosis 

of comorbidities but also in prescribing polypharmacy and hospitalisation [254]. 

According to the World Health Organisation (WHO), 28 to 35% of people aged 65 and above 

suffer from falls every year, while those aged above 70 have an increased rate of falls ranging 

from 32 to 42% [88]. Evidence of deaths caused by falls and increased costs affecting national 

budgets due to falls has been used to drive arguments for establishing mechanisms to detect 

and prevent falls. It is predicted that if no preventive measures are put in place, injuries caused 

by falls are likely to increase at a higher rate. A recent study indicated that the estimated annual 

cost of falls and their related injuries to in the NHS is over £2.3 billion [94]. It is therefore 

essential to explore a more comprehensive set of comorbidities that are associated with falls. 

This has the potential to offer a better opportunity to identify patients at risk of falls and therefore 

assist in guiding policy for fall reduction. 

Population-based studies on falls or other diseases or accidents usually use mainstream 

statistical methods for testing specific a priori defined hypotheses, which can be useful in some 

studies; for examples, a study [152] used datasets from the Clinical Practice Research Datalink 

(CPRD) to investigate the association between falls and mortality. This type of investigations 

can test simple associations; however, it is difficult to use these standard statistical techniques 

to search for unknown and new hypothesis. 
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This study describes a population-based cohort study that uses CPRD data to investigate falls 

in the elderly. Normally traditional strategies have used CPRD data to address specific 

questions in order to test hypotheses like the relationship between diabetes mellitus and the 

likelihood of falling. However, we attempted to investigate from the data the possibility of finding 

better questions and hypotheses. In this study, we explored a novel analysis strategy that 

attempts to find potential hypotheses in relation to an important medical issue in a specific 

population cohort. The patient population within the study dataset were stratified at a subgroup 

level to see whether the stratification process can improve the hypotheses that are generated. 

To achieve this, we investigated whether the associations appearing at the population level 

differed from the ones seen at the subgroup level. 

This study does not describe a classical hypothesis generation tool; here, we are looking for 

correlations between falls and other diseases in the same year, leading to generating potential 

hypotheses. The associations found can be then tested using comorbidity measures. Therefore, 

the outcome of the study might provide better insight into diseases correlated with falls.  

6.2 Methods 

6.2.1 Data source 

Medical information was collected from the CPRD database. This database is the largest 

longitudinal and anonymised clinical research data repository comprising electronic medical 

records from primary care in the UK [78]. In 2013, records of over 11 million patients from about 

700 primary care practices in the UK were included in this database [226]. The data includes 

demographic information, clinical information, medical history (including diagnosis, treatment 

and medications), referrals, laboratory results and hospital admissions. The medical history 

information in CPRD is recorded using Read coding systems [5]. This study was approved by 

the Independent Scientific Advisory Committee for Medicines and Healthcare products 

Regulatory Agency (reference no: 16_078R). 
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6.2.2 Study population 

All CPRD elderly patients’ records in 2011 were analysed. To facilitate the statistical analysis, 

patients were classified into one of 12 patient groups based on age and gender, where 6 age 

groups for male and female patients were included (see Table 6.1). Exposures of interest were 

diagnosis codes taken from fall cases. Diagnosis of a fall is based on electronic patient records 

using Read codes.  

Table  6.1 A summary of the study dataset. The dataset consists of anonymised elderly patient records 

from the CPRD database. The records were registered in 2011. The data consists of 1,990,640 records for 
a total of 589,169 patients. Data were divided into 12 groups based on the age and gender of the patients.  

Patient gender Age 

Number of 

patients 

(N = 589,169) 

(%) 

Number of 

records 

(N = 1,990,640) 

(%) 

Records/patient 

(Average = 

2.87) 

Male patients 65-69  75,733  (12.85)  224,815  (11.29) 2.97 

 
70-74  59,795  (10.15)  189,241  (9.51) 3.16 

 
75-79  50,942  (8.65)  174,032  (8.74) 3.42 

 
80-84  36,730  (6.23)  131,662  (6.61) 3.58 

 
85-89  21,571  (3.66)  79,444  (3.99) 3.68 

 
≥ 90  9,932  (1.69)  36,064  (1.81) 3.63 

Female patients 65-69  85,381  (14.49)  270,808  (13.60) 3.17 

 
70-74  69,938  (11.87)  236,014  (11.86) 3.37 

 
75-79  62,849  (10.67)  226,957  (11.40) 3.61 

 
80-84  53,002  (9)  193,480  (9.72) 3.65 

 
85-89  37,647  (6.39)  137,524  (6.91) 3.65 

 
≥ 90  25,649  (4.35)  90,599  (4.55) 3.53 

 

6.2.3 Mapping patient records 

A two-step computational methodology was applied to study the dataset [207], Almohaimeed et 

al (5). The methodology was based on the notion of similarity representation and dimensionality 

reduction techniques. In the first stage of the applied methodology, we performed representative 

patient analysis on the dataset to find representative patients who can adequately represent all 

patients in the dataset followed by a calculation of semantic similarity between patients’ records 

in order to map the data to a similarity space. For this calculation, we applied the Resnik node-

based measure with MAX. Subsequently, we identified a representative set of patients that 

reflect all patients in the study dataset. In the second stage, we performed principal components 

analysis (PCA) on each of the similarity matrices to further reduce the data dimensionality.  
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After applying the transformation steps above, each patient could now be thought of as being 

represented in a low dimensional vector space that facilitates clustering and visualisation. We 

perform one of density-based clustering algorithms known as Density-Based Spatial Clustering 

of Applications with Noise (DBSCAN) [219]. In the DBSCAN algorithm, the density associated 

with a point is obtained by counting the number of points in a region of a specified radius. Points 

with a density above a specified threshold are constructed as clusters, while other points with 

low density are marked as outliers. DBSCAN looks for high density core samples and then 

expands the clusters from them. DBSCAN requires two parameters, eps and the minimum 

number of points minPts, to form a dense region [219]. As the size of patient records increases, 

using DBSCAN to cluster such large datasets becomes more suitable [220]. One feature of 

DBSCAN that makes it beneficial to our analysis is the ability to discover clusters with arbitrary 

shapes, such as linear, concave or oval shapes [220]. In addition, DBSCAN is considered to be 

a very advantageous option for analysis of big data which contain clusters of similar density. 

Also, as this algorithm is based on the idea of clustering points based on their density, this 

feature will help to discover clusters of patients who have highly frequent diseases in the data. 

For these reasons, this algorithm will be performed on the data of this study to provide further 

insights about the patients and their conditions. To determine the value of the epsilon 

parameter, k-nearest neighbours (k-NN) can be computed for each object in the data to 

understand the density distribution of the data and then try to find the knee in that distribution 

which will be the optimal value for epsilon. Subsequently, the results of the clustering were 

evaluated using Silhouette coefficient measure, where a higher Silhouette score relates to a 

model with better defined clusters [221]. Silhouette scores range between -1, for incorrect 

clustering, and +1, for highly dense clustering. 

To look for enrichment in the resultant clusters, we analysed each cluster separately and 

examined the sets of patients defined in these clusters. This analysis was not done based on 

the final processed data used for the clustering; instead, we used the actual patient records to 

generate an interpretation for the stratification by looking for enriched Read codes. One way in 

which the codes in these clusters could be examined is to find their occurrences in the data. 

This offers an idea of the significant codes in these groups of patients. 
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6.2.4 Statistical analysis 

We analysed each cluster separately and looked at the sets of patients defined in these 

clusters. This helps in identifying significant correlations at the subgroup level. First, we 

identified ‘falls’ and ‘control’ clusters. To identify falls, the Read codes included: accidental falls, 

geriatric falls, collapse and other falls. To make sure that falls are enriched in a specified 

cluster, a p-value of less than 0.05 was considered statistically significant (in order to define 

which clusters have more ‘fall’ codes than would be expected by chance); if falls are not 

significantly enriched in a cluster, the cluster is then considered to be a ‘control’ cluster. After 

visualising the ‘falls’ and ‘control’ clusters, the common conditions that consistently appeared 

with falls were identified. We then tested the significance of this set of conditions against control 

clusters by comparing the distribution of clusters of codes for the two sets of patients. We 

applied k-nearest neighbours (k-NN) algorithm to find the cutoff value for the code count to be 

considered. 

The common conditions that appeared with falls were studied. Relationships between two 

conditions were considered whenever they affected the same patient more significantly than 

would be by chance alone. To assess the strength of associations between falls and the set of 

diseases identified, the Relative Risk (RR) and the Φ-correlation were used. These measures 

are widely used in clinical literature [255]. The RR and its confidence interval were calculated 

using the full population. The Relative Risk means the ratio of observed co-occurrence in an 

exposed group (fallers) to that of a non-exposed group (non-fallers). The possibility of 

associations between diseases can be assessed by calculating the RR with a pair of diseases 

according to Altman [256]–[258]:  

𝑅𝑅 =  
𝑃𝐹+𝐷 𝑃𝐹⁄

𝑃𝑁𝐹+𝐷 𝑃𝑁𝐹⁄
 

Where 𝑃𝐹+𝐷 is the number of patients affected by both diseases, 𝑃𝐹 is the total number of 

patients suffering from falls, 𝑃 𝑁𝐹+𝐷 is the number of non-faller patients with the disease, and 

𝑃𝑁𝐹 is the total number of non-faller patients. When the RR value is greater than 1, it means that 

the disease and falls correlate, while RR values less than 1 mean the disease does not 
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correlate with falls. The standard error of the natural logarithm of the relative risk is then 

calculated as follows:  

SE{ln(𝑅𝑅)} =  √
1

  𝑃𝐹+𝐷

 +   
1

  𝑃𝑁𝐹+𝐷  
 −   

1

𝑃𝐹

 −   
1

𝑃𝑁𝐹

  

The standard error is then used to compute the 95% confidence interval which measures the 

significance of the relative risk. The 95% confidence interval can be calculated as follows: 

95% 𝐶𝐼 = exp  (ln(𝑅𝑅)   ±   1.96 ×  SE{ln(𝑅𝑅)} ) 

The other measure to evaluate the association between two diseases is Φ-correlation. This 

measure can be calculated according to the following formula: 

𝛷 =  
𝑃𝐹+𝐷 × 𝑃𝑁𝐹+𝑁𝐷 − 𝑃𝐹+𝑁𝐷 × 𝑃𝑁𝐹+𝐷

√𝑃𝐹 × 𝑃𝑁𝐹 × 𝑃𝐷 × 𝑃𝑁𝐷

 

Where 𝑃𝑁𝐹+𝑁𝐷 is the number of patients not affected by either of the two diseases (the disease 

and falls), 𝑃𝐹+𝑁𝐷 is the number of patients suffering from falls without the disease, 𝑃𝐷 and 𝑃𝑁𝐷  is 

the total number of patients with or without the disease. The values of Φ-correlation range from 

-1 to +1, where -1 indicates perfect negative relationship and +1 indicates perfect positive 

relationship (see Appendix for more information about the relationship between RR and Φ-

correlation).  

At first, associations in relation to falls were searched in the population as a whole and then in 

each of the subgroups that have been identified in the cluster analysis in order to identify 

different risks in different subgroups of patients. This was also done to help in investigating 

whether the associations at the population level differ from the ones at the subgroup level. 

Again, an association with a p-value less than 0.05 was considered statistically significant. Any 

association found in this study was assessed against medical literature for additional validation.  
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6.3 Results 

6.3.1 Mapping patients records into a diagnosis space 

Patient records were mapped into a low dimensional space using Resnik and the Maximum 

approach for semantic similarity (see Supporting Information for more information about findings 

related to representative patients) and then PCA was carried out to facilitate the visualisation of 

data. Patients with similar diagnoses are placed together. The DBSCAN clustering algorithm 

was applied to patient representation. The DBSCAN parameters were tested and evaluated by 

Silhouette coefficient measure. We were able to obtain high Silhouette scores between 0.5 and 

0.8 for most of patient groups. This suggests that we obtained a good number of clusters for 

each patient group. After applying the DBSCAN algorithm, 434 clusters were identified. By 

filtering the clusters out using p-values less than 0.05 for all fall codes, 38 clusters were 

selected, 22 clusters for men and 16 for women (see Appendix 2 for the analysis of these 

clusters). 15 clusters out of 38 clusters were for very elderly patients, aged 90 years or above. 

Fall clusters were enriched for five disease categories: infectious, cardiovascular, injury, 

musculoskeletal and digestive system diseases. 

6.3.2 Fall-associated diseases in the elderly population 

At the population level, 160 diagnosis codes appeared significantly associated with falls in the 

clusters (p < 0.05). We tested the association between these diseases and falls using RR and 

Φ-correlation. Table 6.2 shows the association between falls and 45 diseases, which have 

shown high scores in both measures. These diseases were grouped into six main disease 

categories: injuries, infections, cardiovascular, digestive, musculoskeletal and other diseases. In 

general, overall rates of association between falls and diseases were higher in men than 

women (Average RR = 2.5 and 2, respectively). However, women were at a higher risk of falls 

associated with open wounds of the leg and retention of urine than men (RR = 2.21 and 2.89 for 

women; RR = 1.13 and 2.24 for men, respectively). 

Injuries showed the highest rates of falls for both men and women (RR = 3.87 and 3.02, 

respectively). In the injuries category, head injury (RR = 6.71 for men, RR = 4.83 for women) 

and intracranial injury (RR = 6.05 for men, RR = 4.75 for women) presented the highest rates 



101 

 

among all diseases. Age was a significant covariate in the relationship between falls and 

injuries, where most cases were within the very elderly patients. 

There were also high scores for cardiovascular and infectious diseases (RR = 2.20 and 1.62, 

respectively). Among these diseases, postural hypotension and urinary tract infections (UTIs) 

showed higher scores than other diseases in these categories in men (RR = 3.59 and 2.75, 

respectively) and women (RR = 3.35 and 1.74, respectively). On observation of all other 

diseases, senile confusion and pressure sores were particularly significant for men (RR = 4.17 

and 3.38, respectively) and women (RR = 3.05 and 2.45, respectively). Moreover, 

hypothyroidism showed a positive correlation with falls in men (RR = 1.42), while there was no 

association in women (RR = 0.96). 

6.3.3 Fall-associated diseases in very elderly patients  

Due to the fact that most of the clusters enriched for falls (15 clusters out of 38 clusters) were in 

the very elderly patients, we decided to take into account only very elderly patients. These 

patients were divided into two groups based on sex, men (n = 9,932) and women (n = 25,649). 

We re-applied the statistical analysis to these two groups. For men, 13 diseases showed 

positive associations with falls. Most of the diseases in this group showed lower scores 

compared to those in the whole elderly population. We also found out that patients who suffered 

from falls in this group were more likely to present with rectal bleeding (RR = 2.30) and atrial 

fibrillation and flutter (RR = 1.64) (Table 6.3A).  The list of fall-associated comorbidities in very 

elderly women consisted of 23 diseases. Injury showed the highest rates for this group in line 

with the whole elderly population. We found out that patients with falls in this group were more 

likely to be associated with other injuries and musculoskeletal diseases that did not appear 

significant in the general population. The occurrence of increased pain in the limb (RR = 1.33) 

and acute lower respiratory tract infection (RR = 1.64) was observed in this group of patients 

compared with the general population (RR = 1.23 and 1.25, respectively), whereas aching leg 

syndrome (RR = 1.42) and osteoporosis (RR = 1.42) were generally similar between the 

compared populations (Table 6.3B). 
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Table  6.2 Diseases significantly associated with falls in the elderly population (65 years and above). 

Tables (A) and (B) represent the associations in men and women, respectively. The associated diseases 
have six disease categories: injuries, infections, cardiovascular, digestive, musculoskeletal and other 
diseases. Injuries showed the highest rates of association for both men and women. LCI, lower confidence 
interval; UCI, upper confidence interval. ** indicates that p value is greater than 0.05. 

A. Diseases significantly associated with falls in the male population 

Disease Φ-correlation RR 95% LCI 95% UCI P-value 

Injury related diseases      

Head injury 0.033 6.713 5.219 8.635 <0.0001 

Intracranial injury 0.029 6.050 4.642 7.885 <0.0001 

Fracture of hip 0.035 4.826 4.007 5.812 <0.0001 

Laceration  0.026 3.860 3.129 4.761 <0.0001 

Leg bruise 0.011 3.842 2.361 6.252 <0.0001 

Haematoma with intact skin 0.019 3.703 2.806 4.887 <0.0001 

Post-traumatic wound infection 0.013 3.151 2.230 4.451 <0.0001 

Implant complications 0.012 2.924 2.051 4.170 <0.0001 

Open wound of leg 0.001 1.131 0.502 2.551 0.8** 

Cardiovascular diseases      

Stroke and cerebrovascular 
accident  0.013 1.993 1.622 2.447 <0.0001 

Postural hypotension 0.032 3.589 3.057 4.213 <0.0001 

Cardiac failure 0.010 1.960 1.516 2.535 <0.0001 

DVT - Deep vein thrombosis 0.011 2.068 1.605 2.664 <0.0001 

Infectious diseases      

Skin and subcutaneous tissue 
infections 0.013 1.677 1.441 1.952 <0.0001 

Respiratory tract infection 0.015 1.719 1.509 1.960 <0.0001 

Chest infection 0.011 1.276 1.192 1.365 <0.0001 

Urinary tract infection 0.038 2.750 2.485 3.044 <0.0001 

Cystitis 0.012 1.797 1.484 2.176 <0.0001 

Cellulitis  0.021 1.931 1.723 2.164 <0.0001 

Digestive system diseases  
    

Bowel obstruction 0.005 1.885 1.158 3.071 0.007 

Constipation  0.017 1.900 1.642 2.200 <0.0001 

Gastrointestinal haemorrhage 0.004 1.740 1.018 2.976 0.03 

Musculoskeletal diseases      

Swelling of calf 0.019 2.571 2.121 3.117 <0.0001 

Osteoporosis 0.016 2.772 2.142 3.588 <0.0001 

Aching leg syndrome 0.008 1.397 1.200 1.628 <0.0001 

Acute back pain - lumbar 0.009 1.339 1.183 1.515 <0.0001 

Pain in limb 0.010 1.243 1.157 1.336 <0.0001 

Others  
    

Pressure sore 0.020 3.375 2.656 4.288 <0.0001 

Restlessness and agitation 0.009 3.311 1.983 5.529 <0.0001 

Hyponatraemia 0.017 2.923 2.288 3.734 <0.0001 

Difficulty in swallowing 0.012 2.677 1.942 3.691 <0.0001 

Dependent oedema 0.007 2.269 1.475 3.492 <0.0001 

Retention of urine 0.017 2.241 1.874 2.680 <0.0001 

Chronic renal failure 0.007 1.939 1.326 2.836 <0.0001 

Insomnia 0.008 1.840 1.393 2.430 <0.0001 

Dizziness 0.008 1.642 1.311 2.055 <0.0001 

Shortness of breath 0.009 1.606 1.325 1.947 <0.0001 

Hypothyroidism 0.005 1.415 1.099 1.822 0.005 

Vitamin B12 deficiency 0.004 1.406 1.045 1.893 0.02 

Haematuria 0.006 1.300 1.095 1.544 0.002 

Anaemia  0.023 2.342 2.027 2.706 <0.0001 

Trophic leg ulcer 0.019 2.614 2.150 3.178 <0.0001 

Intertrigo 0.004 1.377 1.039 1.826 0.02 

Senile confusion 0.027 4.168 3.361 5.170 <0.0001 

Abnormal loss of weight 0.015 2.487 1.946 3.178 <0.0001 
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B. Diseases significantly associated with falls in the female population 

Disease Φ-correlation RR 95% LCI 95% UCI P-value 

Injury related diseases      

Head injury 0.031 4.833 4.021 5.810 <0.0001 

Intracranial injury 0.029 4.752 3.902 5.787 <0.0001 

Fracture of hip 0.040 3.225 2.919 3.564 <0.0001 

Laceration  0.028 3.347 2.885 3.883 <0.0001 

Leg bruise 0.013 2.527 1.989 3.210 <0.0001 

Haematoma with intact skin 0.022 3.080 2.587 3.667 <0.0001 

Post-traumatic wound infection 0.006 1.718 1.277 2.313 0.0001 

Implant complications 0.004 2.148 1.120 4.119 0.01** 

Open wound of leg 0.011 2.211 1.732 2.823 <0.0001 

Cardiovascular diseases      

Stroke and cerebrovascular accident  0.011 1.698 1.452 1.986 <0.0001 

Postural hypotension 0.032 3.352 2.938 3.825 <0.0001 

Cardiac failure 0.005 1.430 1.127 1.815 0.002 

DVT - Deep vein thrombosis 0.006 1.480 1.198 1.827 0.0001 

Infectious diseases      

Skin and subcutaneous tissue 
infections 0.009 1.343 1.203 1.500 <0.0001 

Respiratory tract infection 0.007 1.246 1.122 1.382 <0.0001 

Chest infection 0.002 1.055 1.003 1.110 0.02** 

Urinary tract infection 0.029 1.743 1.646 1.846 <0.0001 

Cystitis 0.006 1.152 1.068 1.242 0.0001 

Cellulitis  0.026 1.785 1.662 1.917 <0.0001 

Digestive system diseases 
 

 
   

Bowel obstruction 0.001 1.213 0.789 1.864 0.3** 

Constipation  0.016 1.733 1.554 1.933 <0.0001 

Gastrointestinal haemorrhage 0.005 1.844 1.192 2.851 0.003 

Musculoskeletal diseases      

Swelling of calf 0.018 1.984 1.742 2.259 <0.0001 

Osteoporosis 0.010 1.407 1.264 1.565 <0.0001 

Aching leg syndrome 0.012 1.403 1.281 1.535 <0.0001 

Acute back pain – lumbar 0.006 1.185 1.090 1.289 <0.0001 

Pain in limb 0.012 1.226 1.170 1.285 <0.0001 

Others   
   

Pressure sore 0.017 2.449 2.052 2.923 <0.0001 

Restlessness and agitation 0.006 2.010 1.391 2.905 <0.0001 

Hyponatraemia 0.011 1.782 1.506 2.109 <0.0001 

Difficulty in swallowing 0.008 1.825 1.430 2.329 <0.0001 

Dependent oedema 0.010 2.050 1.601 2.624 <0.0001 

Retention of urine 0.011 2.893 2.070 4.043 <0.0001 

Chronic renal failure 0.005 1.786 1.252 2.548 0.0006 

Insomnia 0.007 1.498 1.243 1.806 <0.0001 

Dizziness 0.005 1.242 1.062 1.452 0.004 

Shortness of breath 0.003 1.142 0.971 1.342 0.09** 

Hypothyroidism -0.001 0.962 0.834 1.111 0.7** 

Vitamin B12 deficiency 0.007 1.555 1.268 1.906 <0.0001 

Haematuria 0.002 1.180 0.942 1.477 0.1** 

Anaemia  0.014 1.673 1.476 1.896 <0.0001 

Trophic leg ulcer 0.014 1.850 1.605 2.134 <0.0001 

Intertrigo 0.010 1.488 1.302 1.701 <0.0001 

Senile confusion 0.024 3.047 2.597 3.575 <0.0001 

Abnormal loss of weight 0.013 2.080 1.732 2.499 <0.0001 
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Table  6.3 Diseases significantly associated with falls in very elderly patients (90 years and above). Tables 

(A) and (B) represent the associations in men and women, respectively. In (A), 13 diseases showed 
positive associations with falls – with the highest associations observed with rectal bleeding (RR = 2.30) 
and atrial fibrillation and flutter (RR = 1.64). In (B), 24 diseases showed positive associations with falls – 
with the highest associations seen with injuries. LCI, lower confidence interval; UCI, upper confidence 
interval. 

A. Diseases significantly associated with falls in the male population of very elderly patients 

Disease Φ-correlation RR 95% LCI 95% UCI P-value 

Senile confusion 0.04 2.15 1.45 3.20 <0.0001 

Urinary tract infection 0.03 1.57 1.24 1.98 <0.0001 

Fracture of unspecified bones 0.03 3.36 1.58 7.16 <0.0001 

Pain in limb 0.03 1.46 1.18 1.81 0.0002 

Laceration  0.03 2.30 1.38 3.83 0.0002 

Postural hypotension 0.03 1.94 1.25 3.03 0.0009 

Bleeding 0.03 2.30 1.26 4.19 0.002 

Fracture of humerus 0.03 2.96 1.27 6.88 0.002 

Hip fracture 0.02 1.64 1.10 2.45 0.007 

Retention of urine 0.02 1.51 1.00 2.29 0.03 

Cellulitis  0.02 1.31 1.00 1.72 0.03 

Atrial fibrillation and flutter 0.02 1.64 0.97 2.77 0.04 

Respiratory tract infection 0.02 1.34 0.98 1.84 0.04 

B. Diseases significantly associated with falls in the female population of very elderly patients 

Disease Φ-correlation RR 95% LCI 95% UCI P-value 

Hip fracture 0.034 1.722 1.440 2.059 <0.0001 

Urinary tract infection 0.031 1.416 1.266 1.584 <0.0001 

Head injury 0.031 2.596 1.802 3.740 <0.0001 

Intracranial injury  0.026 2.704 1.696 4.310 <0.0001 

Laceration  0.026 1.964 1.444 2.672 <0.0001 

Arthralgia of hip 0.025 1.553 1.278 1.887 <0.0001 

Pain in limb 0.023 1.332 1.171 1.515 <0.0001 

Haematoma with intact skin 0.022 1.951 1.368 2.780 <0.0001 

Postural hypotension 0.022 1.801 1.319 2.460 <0.0001 

Groin pain 0.020 2.320 1.419 3.793 <0.0001 

Fracture of humerus 0.020 1.996 1.326 3.005 0.0001 

Cellulitis  0.018 1.282 1.112 1.479 0.0002 

Fracture of unspecified bones 0.019 2.001 1.309 3.060 0.0002 

Minimal trauma fracture 0.018 1.520 1.161 1.990 0.0006 

Acute lower respiratory tract infection 0.017 1.644 1.180 2.290 0.0009 

Aching leg syndrome 0.017 1.423 1.125 1.799 0.001 

Swelling of calf 0.016 1.439 1.110 1.865 0.002 

Leg bruise 0.016 1.912 1.180 3.097 0.003 

Senile confusion 0.015 1.442 1.097 1.894 0.003 

Osteoporosis 0.014 1.419 1.067 1.887 0.007 
Closed fracture of pelvis, single pubic 
ramus 

0.014 1.947 1.114 3.404 
0.007 

Closed fracture of radius (alone) 0.012 1.898 1.018 3.540 0.02 

Congestive heart failure 0.011 1.340 1.001 1.795 0.03 
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6.3.4 Fall-associated diseases in distinct subgroups of very elderly patients  

We investigated the whole elderly and the very elderly population; again, we applied the 

statistical analysis to fall clusters to see how associations might change at the subgroup level. 

From clustering, we identified three distinct subgroups in the very elderly patients for each sex 

that show enrichment with falls with different associated comorbidities. These subgroups 

consisted of around 70% of the overall very elderly population. 

We identified that patients in male subgroup 1 (n = 4,435) were more associated with diabetes 

(average RR = 10.70), depression (average RR = 14.26), musculoskeletal diseases (average 

RR = 3.71), cardiovascular diseases (average RR = 3.62) and urinary tract infection (RR = 3.89) 

(Table 6.4A). Patients in male subgroup 2 (n = 2,296) showed higher association with type 2 

diabetes mellitus (RR = 11.25), infectious diseases (RR = 5.20), mortality (RR = 7.50), 

rhabdomyolysis (RR = 11.25) and urinary tract infection (RR = 6.43) (Table 6.4B). Patients in 

male subgroup 3 (n = 1,196) showed notable associations between falls and vitamin B12 

deficiency anaemia (4.82), anaemia (1.81), malignant neoplasms of the lung (2.41) and 

cardiovascular diseases (2.07).  All associations in male sub-group 3 were of borderline 

significance (p = 0.05) (Table 6.4C). 

Most diseases associated with falls in female subgroup 1 (n = 12,065) were related to 

cardiovascular diseases (RR = 5.68), musculoskeletal diseases (RR = 3.80) and infectious 

diseases (RR = 3.09). Enrichment was also seen with chronic confusion state (RR = 8.38), 

macular cyst or hole (RR = 8.38) and detrusor instability (RR = 6.28) (Table 6.5A). Patients in 

female subgroup 2 (n = 3,116) were often diagnosed with adverse reactions to beta-blockers 

(RR = 20.72), statins causing adverse effects in therapeutic use (RR = 20.72), anaemia (RR = 

20.72), infectious diseases (RR: 8.60) and cardiovascular diseases (RR = 11.51) (Table 6.5B). 

Patients in female subgroup 3 (n = 1,560) had falls significantly associated with nervous system 

diseases (RR = 3.73), cardiovascular diseases (RR = 4.44), urinary tract infection (RR = 1.41), 

mixed venous and arterial leg ulcer (RR = 8.69) and anaemia (RR = 1.90) (Table 6.5C). 
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Table  6.4 Diseases associated with falls in distinct subgroups of very elderly male patients. Tables (A), (B) 

and (C) represent associations in male subgroup 1, 2 and 3, respectively. In (A), data for patients with falls 
showed enrichment with diabetes, depression and macular scars. In (B), enrichment was observed with 
type 2 diabetes, nutritional deficiencies, keratosis, rhabdomyolysis and mortality. In (C), anaemias showed 
most enrichment.  

A. Diseases significantly associated with falls in male subgroup 1 

Disease Φ-correlation RR 95% LCI 95% UCI P-value 

Type 2 diabetes mellitus 0.03 7.13 0.65 78.42 0.02 

Type 1 diabetes mellitus 0.04 14.26 0.89 227.46 0.0004 

Depression 0.04 14.26 0.89 227.46 0.0004 

Other macular scars 0.04 14.26 0.89 227.46 0.0004 

Atrial fibrillation and flutter 0.05 3.47 1.69 7.12 <0.0001 

Stroke  0.03 4.28 1.18 15.47 0.006 

DVT - Deep vein thrombosis 0.03 3.00 1.03 8.77 0.02 

Hypotension 0.03 3.89 1.09 13.87 0.01 

Cystitis 0.03 1.94 0.98 3.87 0.04 

Urinary tract infection 0.03 3.89 1.09 13.87 0.01 

Osteoarthritis  0.04 3.96 1.48 10.60 0.0009 

Difficulty in walking 0.03 4.75 0.96 23.46 0.01 

Backache 0.04 4.19 1.56 11.29 0.0005 

Pain in limb 0.05 1.92 1.44 2.57 <0.0001 

B. Diseases significantly associated with falls in male subgroup 2 

Disease Φ-correlation RR 95% LCI 95% UCI P-value 

Malignant neoplasm of prostate 0.05 2.65 1.24 5.65 0.004 

Toxic goitre 0.05 5.63 1.42 22.34 0.0007 

Type 2 diabetes mellitus - poor control 0.04 11.25 0.71 179.29 0.002 

Nutritional deficiencies 0.06 11.25 1.59 79.49 <0.0001 

Cardiac failure 0.04 2.46 1.10 5.51 0.01 

Stroke  0.05 7.50 1.26 44.65 0.0008 

Postural hypotension 0.05 2.30 1.14 4.65 0.01 

Inguinal hernia 0.04 2.39 1.07 5.33 0.02 

Renal failure  0.05 3.46 1.14 10.53 0.008 
Urinary tract infection 0.07 6.43 1.90 21.79 <0.0001 

Skin and subcutaneous infections 0.05 2.53 1.25 5.15 0.004 

Cellulitis  0.05 2.01 1.18 3.42 0.006 

Keratosis 0.06 11.25 1.59 79.49 <0.0001 

Rhabdomyolysis 0.06 11.25 1.59 79.49 <0.0001 

Pain in limb 0.04 1.62 1.03 2.54 0.03 

Senile confusion 0.07 2.29 1.46 3.59 <0.0001 

Anxiety 0.07 5.12 1.79 14.58 <0.0001 

Death 0.03 3.75 0.76 18.47 0.04 

Found dead 0.04 11.25 0.71 179.29 0.002 

C. Diseases significantly associated with falls in male subgroup 3 

Disease Φ-correlation RR 95% LCI 95% UCI P-value 

Vitamin B12 deficiency anaemia 0.03 4.82 0.30 76.76 0.05 

Refractory anaemia 0.02 2.41 0.22 26.46 0.05 

Malignant neoplasm of pancreas 0.02 2.41 0.22 26.46 0.05 

Dilatation - cardiac 0.02 2.41 0.22 26.46 0.05 

Malignant neoplasm of oesophagus 0.02 2.41 0.22 26.46 0.05 

Rickets 0.02 2.41 0.22 26.46 0.05 

Malignant neoplasm of lung 0.02 2.41 0.22 26.46 0.05 

Prolonged P-R interval 0.02 2.41 0.22 26.46 0.05 

DVT - Deep vein thrombosis 0.03 2.07 0.54 7.93 0.05 

Stroke  0.02 1.93 0.38 9.87 0.05 

Adverse reaction to Ramipril 0.01 1.38 0.29 6.58 0.05 

Sideropenic anaemia 0.00 1.20 0.14 10.73 0.05 

External haemorrhoids, simple 0.00 1.20 0.14 10.73 0.05 
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Table  6.5 Disease associated with in distinct subgroups of very elderly female patients. Tables (A), (B) and 

(C) represent associations in female subgroup 1, 2 and 3, respectively. In (A), data for patients with falls 
showed enrichment with cardiovascular, musculoskeletal and infectious diseases, as well as chronic 
confusion state, macular cyst or hole and detrusor instability. In (B), enrichment was seen with adverse 
reaction to beta-blockers, statins causing adverse effects in therapeutic use and anaemia. In (C), nervous 
system diseases and mixed venous and arterial leg ulcers showed enrichments. 

A. Diseases significant associated with falls in female subgroup 1 

Disease Φ-correlation RR 95% LCI 95% UCI P value 

Viral gastroenteritis 0.02 3.31 1.24 8.84 0.005 

Norwegian scabies 0.02 2.26 1.01 5.03 0.03 

Hyponatraemia 0.02 1.84 1.01 3.36 0.03 

Hypokalaemia 0.02 2.87 1.34 6.18 0.002 

Other specified disease of blood 0.02 3.35 1.11 10.08 0.01 

Chronic confusion state 0.02 8.38 1.40 50.08 0.0003 

Macular cyst or hole 0.02 8.38 1.40 50.08 0.0003 

Keratitis 0.02 5.39 1.40 20.80 0.001 

Aortic stenosis, non-rheumatic 0.02 3.77 1.04 13.68 0.01 

Small vessel cerebrovascular disease 0.02 4.19 1.35 12.96 0.002 

Aortic aneurysm  0.03 12.57 1.77 89.12 <0.0001 

Raynaud's syndrome 0.02 6.28 1.15 34.26 0.003 

Temporal arteritis 0.02 6.28 1.15 34.26 0.003 

Haemorrhoids  0.03 3.93 1.44 10.70 0.001 

Hypotension 0.02 2.73 1.04 7.17 0.02 

Chest infection  0.02 2.69 1.12 6.49 0.01 

Diverticulosis of the colon 0.02 4.19 1.14 15.45 0.007 

Detrusor instability 0.02 6.28 1.15 34.26 0.003 

Urinary tract infection 0.04 4.94 2.47 9.89 <0.0001 
Skin and subcutaneous tissue 
infections 0.02 1.42 1.02 1.98 0.03 

Cellulitis  0.04 1.63 1.35 1.96 <0.0001 

Intertrigo 0.02 1.54 1.02 2.32 0.03 

Ingrowing great toe nail 0.02 3.28 1.34 8.03 0.002 

Urticaria 0.02 2.99 1.13 7.92 0.01 

Osteoporosis 0.03 2.83 1.38 5.81 0.001 

Arthralgia of hip 0.02 1.49 1.10 2.02 0.007 

Other joint symptoms 0.02 6.28 1.15 34.26 0.003 

Spinal stenosis  0.02 8.38 1.40 50.08 0.0003 

Adhesive capsulitis of the shoulder 0.03 2.67 1.36 5.28 0.001 

Acquired trigger thumb 0.02 6.28 1.15 34.26 0.003 

B. Diseases significantly associated with falls in female subgroup 2 

Disease Φ-correlation RR 95% LCI 95% UCI P value 

Nits - head lice 0.18 13.81 2.44 78.06 <0.0001 

Microcytic hypochromic anaemia 0.15 20.72 1.35 318.77 <0.0001 

Adverse reaction to beta-blockers 0.15 20.72 1.35 318.77 <0.0001 
Statins causing adverse effects in 
therapeutic use 

0.15 20.72 1.35 318.77 
<0.0001 

Cardio-respiratory arrest 0.15 20.72 1.35 318.77 <0.0001 

E. coli infection 0.12 10.36 0.98 109.28 0.004 
Urinary tract infection, site not 
specified 0.11 3.34 1.43 7.79 0.004 

Atrial fibrillation 0.10 6.91 0.75 63.33 0.02 
Stroke due to cerebral arterial 
occlusion 0.10 6.91 0.75 63.33 0.02 

Newcastle conjunctivitis 0.10 6.91 0.75 63.33 0.02 

Cystitis 0.09 4.14 0.97 17.67 0.03 

C. Diseases significantly associated with falls in female subgroup 3 

Disease Φ-correlation RR 95% LCI 95% UCI P value 

Thrush of mouth and oesophagus 0.04 2.54 1.10 5.84 0.01 

Anaemia 0.04 1.90 1.08 3.35 0.01 
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Blurred vision  0.05 4.35 1.32 14.35 0.001 

Cellulitis  0.06 2.51 1.43 4.40 0.0002 

Otitis externa  0.05 3.73 1.44 9.62 0.0005 

Benign paroxysmal positional vertigo  0.06 4.35 1.64 11.50 <0.0001 

Primary pulmonary hypertension 0.05 8.69 1.23 61.49 0.0002 

Congestive heart failure 0.06 2.56 1.46 4.49 0.0001 

External haemorrhoids, simple 0.04 3.48 1.10 11.02 0.008 

Postural hypotension 0.07 3.03 1.70 5.39 <0.0001 
Functional gastrointestinal tract 
disorders  0.05 5.22 1.25 21.72 0.001 

Urinary tract infection 0.03 1.41 1.04 1.89 0.02 

Mixed venous and arterial leg ulcer 0.05 8.69 1.23 61.49 0.0002 

Arthralgia of hip 0.08 2.70 1.72 4.25 <0.0001 

Synovial cyst of popliteal space 0.05 5.22 1.25 21.72 0.001 

Pain in limb 0.04 1.57 1.14 2.15 0.004 

Tingling of skin 0.05 8.69 1.23 61.49 0.0002 

Face ache 0.04 3.86 1.20 12.47 0.004 

Anxiety 0.07 4.68 1.88 11.64 <0.0001 

 

 

6.4 Discussion  

Previous studies have focused on medical records based on phenotyping, which relied on rule-

based approaches. These approaches require significant time and clinical judgement to develop 

and used to test pre-defined hypotheses [259], [260]. Therefore, there is a need for an 

automated approach that helps with generating potential hypotheses in related to analysing 

sizeable patient record datasets. In the same line, some recent studies developed a variety of 

machine learning and clustering techniques to automatically analyse clinical datasets in order to 

identify associated comorbidities [255], [261]. These studies are often disease-centric and 

specialise in disease associations at the population level. In contrast to previous studies, the 

goal of this study was to map patient records into a low dimensional space in order to 

characterise and stratify patients with specific disease states at a subgroup level for more 

effective identification of disease associations. 

In this large dataset from population-based study of the UK general practice, we identified 45 

diseases with significant association with falls. The association of falls in patients with injuries 

[131]–[142], infections [108]–[111], cardiovascular [103]–[105], [262]–[265] and musculoskeletal 

diseases [16], [106], [107] are supported by clinical literature. Digestive system diseases have 

an indirect relationship with falls as reported in [266]. Studies of the connection of falls with 

anaemia [126], [267], [268] and senile confusion [112], [113] provided similar results to our 

study.  
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In addition, the strengths of most of the associations were higher in men than women. The 

results showed that the relative attribution of falls prevalence increased with age, particularly 

very elderly patients, as demonstrated in [133], [269], [270]. As a result, we focused our 

analysis on very elderly patients, who are at a higher risk of falls than other patients in the 

elderly population. In this population, we identified 13 diseases for men and 23 for women that 

were notably associated with falls; most of these diseases were a subset of the 45 diseases at 

the elderly population level, but not always. For example, the associations between falls and 

atrial fibrillation and flutter were observed only in very elderly male patients. A previous study 

demonstrated a similar association between these disease states in patients of very old age; 

however, unlike the present study, no sex differences were identified [271].   

Investigating the distinct differences in disease associations between different patient 

subgroups might uncover useful characterisations of the patients. Therefore, we identified three 

completely independent subgroups that showed enrichment of fall codes from each sex group. 

Male subgroups consisted of ~80% of the overall very elderly male patients, while female 

subgroups comprised 65% of the overall very elderly female patients. Patients in male subgroup 

1 were mostly associated with both type 1 and type 2 diabetes [272]–[276], depression [114]–

[116], musculoskeletal diseases, cardiovascular diseases and urinary tract infection [277]. In 

this subgroup, patients that experienced falls were strongly associated with both depression and 

hypotension. However, no direct associations of both diseases together have been reported in 

clinical literature. Patients in male subgroup 2 were more likely to be associated with type 2 

diabetes mellitus, infectious diseases and malignant neoplasm of the prostate [278] as well as 

musculoskeletal diseases, cardiovascular diseases and urinary tract infection. Interestingly, a 

study reported that age and the male sex are independent risk factors for fall-related deaths 

[279], common characteristics in this subgroup. Although the association between falls and 

renal failure and senile confusion was observed in this subgroup, there were no studies directly 

linking these diseases to increased incidence of falls. Patients in male subgroup 3 were also 

highly associated with vitamin B12 deficiency anaemia, which is a factor that was previously 

discussed in the literature [124]–[126]. 
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In female subgroup 1, falls showed a strong connection with hyponatremia and hypokalaemia 

as well as nervous, cardiovascular and muscular diseases. A previous study has demonstrated 

an association between falls and all these diseases [127]. Female subgroup 2 patients were 

more likely to be diagnosed with infections, anaemia and cardiovascular diseases. In addition, 

beta-blockers and statins are two types of medication used for cardiovascular disease [119], 

[120]; previous studies suggest adverse drug reactions of these medications are connected with 

falls in the elderly [121], [122].  These results are very similar to those uncovered in this 

subgroup. Patients in female subgroup 3 were strongly associated with cardiovascular 

diseases, infections, anaemia and musculoskeletal diseases. Patients were also associated 

with functional gastrointestinal tract disorders and benign paroxysmal positional vertigo (BPPV), 

as previously discussed in [266].  

The only disease category associated with falls that all subgroups had in common was 

cardiovascular diseases. In addition, urinary tract infection appeared in all subgroups except in 

male subgroup 1. Epidemiological studies have shown that both disease states [108]–[111] and 

[277] are independently associated with an increased risk of falls. In addition, depressive 

symptoms and musculoskeletal conditions were particularly significantly associated with falls in 

male subgroup 1 and female subgroup 1. A previous study demonstrated a link between falls 

and depressive symptoms associated with musculoskeletal pain [280]. Furthermore, there were 

positive disease associations in subgroups that did not appear in the whole population, 

including type 2 diabetes mellitus, malignant neoplasms and death.  

We also found other diseases associated with falls, including cystitis, diverticulosis of the colon 

and gastrointestinal haemorrhage. However, to the best of our knowledge, these associations 

were not previously reported in the literature. Any un-validated hypotheses that were generated, 

and which were believed to be of interest to medical experts, might become the basis of further 

studies designed to test them.  

Our study has several limitations which can be addressed in future work. Although CPRD is the 

largest database with clinical records in the UK and includes patients in residential and nursing 

care homes, some of the chronic diagnoses, such as musculoskeletal diseases, were 

underestimated [281]. Another limitation of this study is that exposures of interest were only the 
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diagnosis codes taken from the cases, which also contain other relevant information. One 

possible extension to this work is to include other types of medical codes such as medication, 

treatment and measures as well as linking the outcomes to genotypes and biomarkers [282], 

[283]. This will facilitate the translation of data and lead to a more accurate stratification of 

patients with a specific disease. As this analysis included only a one-year dataset, we 

investigated the correlations which did not imply causation – where disease trajectory was not 

considered. It is therefore not clear when the first diagnosis of a fall and the other diseases took 

place, particularly, which diseases were recorded beforehand and in which order. 

In conclusion, this study used mapping methodology to characterise and stratify patients with 

falls at a subgroup level. This work allowed exploration of data related to falls and determined 

interesting patterns and correlations with disease states. First, associations with falls in the 

population as a whole and in the very elderly population were studied. Strong relationships were 

observed between falls and five disease categories: infectious, cardiovascular, injury, 

musculoskeletal and digestive system diseases, which are well reported in the literature. Then 

associations were assessed within each of the subgroups identified in the clusters. Useful and 

distinct characterisation of patients experiencing falls were successfully carried out, some of 

which are well defined in the literature. However, interesting novel hypotheses will be suggested 

to epidemiologists for further exploration. 
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6.5 Supporting Information 

The code coverage strategy, explained in  5, was applied to the dataset to find representative 

patients who can adequately represent all patients in the dataset. As the data was divided into 

12 groups based on age and sex, we applied the strategy to all 12 groups (see Table 6.1 for 

more information about the groups). The strategy generated different numbers of representative 

patients for each group. The distribution of representative patients across all groups is 

presented in Table 6.6. 

Table  6.6 The distribution of representative patients across 12 groups of older adults. The total number of 

representative patients is 1,783 (average 148.5 representative patients per group). 

Patient gender Age Number of representative patients  

Male patients 65-69 198 

 
70-74 163 

 
75-79 152 

 
80-84 114 

 
85-89 98 

 
≥ 90 83 

Female patients 65-69 216 

 70-74 189 

 
75-79 175 

 
80-84 157 

 
85-89 136 

 
≥ 90 102 
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Abstract 

Background Falls in older adults can lead to serious health problems including disability and 

mortality. There are therefore real public health benefits in being able to identify factors that 

could be used to target interventions to older individuals at higher risk of falls.  

Objective This study aimed to explore novel methodologies applied to electronic health record 

(EHR) data in order to generate hypotheses related to the risk of falls in the elderly. These 

hypotheses were then triaged based on existing literature and expert review to determine 

whether such data driven methodologies can provide new insights into the risk factors 

associated with falls. 

Methods We developed a novel machine learning approach for diagnostic hypothesis 

formulation based on UK primary care data from the Clinical Practice Research Datalink 

(CPRD), a UK general practice research database. This methodology was used to analyse the 

clinical records of 14,699 patients with falls, each matched to a comparator patient of the same 

age and gender, from the same general practice. This helped to identify the diagnostic codes 

(risk factors) which appeared significantly enriched in the cohort of patients with falls. A graph-

theory based strategy was then used to explore patterns of risk factors most significantly 

associated with increased risk of falls.   

Results Using cluster analysis, we identified 37 diagnostic codes associated with falls. Among 

these codes, type 2 diabetes mellitus and congestive heart failure showed the highest scores 

(Relative risk of 3.19 and 3.16, respectively). 84 time-ordered pairs of conditions were found to 

be associated with increased risks of falls. From these data, the most common route to a fall 

was a musculoskeletal conditions (56%) followed by codes for infectious disease (44%). 

Conclusion The EHR data suggests that a common pathway in the analysis of fall-associated 

risk factors is for a patient with an underlying chronic condition (typically musculoskeletal) to 

contract an infection- a two-hit model. Interestingly, some of the risk factors identified from the 

modelling are not typically included in standard risk models of falls. The machine learning 

strategy used for agnostic hypothesis formulation seems to successfully identify new 

hypotheses related to the factors associated with falls which now can be tested in more 

classical epidemiological studies.   
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7.1 Introduction 

Falls in older people represent a serious health issue worldwide, leading to a number of major 

health problems including serious injury, disability, and even mortality [16]. According to a World 

Health Organisation (WHO) report, 28–35% of people aged above 65 suffer falls every year, 

while those aged above 70 have a significantly increased rate of falls ranging from 32–42% 

[284]. Around 25–50% of patients who suffer from falls tend to experience multiple falls per 

year. Although most falls do not cause immediate death, about 5–10% of falls cause serious 

injuries, such as hip fractures and head injuries [89]. The consequences of falls are usually 

serious and often result in needing intensive medical attention and admission to hospital. Hip 

fracture for example is associated with increased risk of death, with approximately 30% of 

patients dying within one year and 7% dying within 30 days [285].  

Evidence of increased costs affecting national health care budgets and deaths caused by falls 

has made this area a focus for the development of interventions [286]. However, these 

interventions have typically concentrated on patients who had already experienced falls and 

were at high risk of recurrent falls [287]. Therefore, further investigation is needed to identify the 

underlying causes of falls as research has shown that detection and management of risk factors 

can significantly reduce the rate of future falls [288]. Detecting and treating symptoms of certain 

chronic diseases, such as arthritis and cardiovascular disease, has been shown to reduce the 

risk of falling [287]. This highlights the need to understand the association between the 

likelihood of falls and other existing co-morbidities in order for such interventions to be 

established and targeted at those who need them. 

In the same vein, several studies have been performed using large-volume patient records to 

investigate methods of predicting falls with a view of introducing preventive measures [95]. In 

traditional population-based studies, standard statistical methods are effective in testing specific 

a priori defined hypotheses. For example, a study [152] used such methods on a dataset from 

the Clinical Practice Research Datalink (CPRD) database to investigate the association 

between falls and mortality in elderly patients. However, it is sometimes very difficult to use 

these standard statistical techniques, especially when investigating undefined, new hypotheses. 

The ability to construct methods that will improve the identification of individuals at increased 
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risk of a particular disease will help with better targeting such individuals using strategies for 

prevention [289]. 

In this study, we present a novel data-driven approach to exploring patient records with the aim 

of finding sequential diagnostic associations or patterns in the data that can predict which 

people are most likely to experience a fall. Although some of the identified associations may 

already be known, this new strategy has the potential to find new and important associations. 

The methods adopted here use an existing clustering strategy developed by Kalankesh et al. 

[207] to identify individuals at high risk of falls. Once the stratification was completed, the 

individuals who experienced more falls than expected were examined to assess which 

diagnostic codes were also enriched in these groups. These diagnoses then became our initial 

hypothesis for factors which might suggest an association with a risk of falling. The temporal 

order of these codes with respect to the fall event was also captured. In the final stage, we built 

single-factor and two-factor models to explore whether a particular order of diagnoses (a 

diagnostic trajectory) is highly associated with falls. This is intended to provide a better 

understanding of sequential diagnostic associations or patterns, which can assist in guiding 

policy for fall reduction in the elderly. 

7.2 Methods 

7.2.1 Data source 

Data were accessed from the CPRD, a primary care database of anonymised patient records 

from general practice in the UK, which includes over 11 million patients from about 700 primary 

care practices [78]. The medical records were described using Read codes and include codes 

related to prescribed drugs, laboratory results and diagnoses [5]. For the purpose of this study, 

only records with Read codes corresponding to diagnostic codes were included in the analysis.   

7.2.2 Study population 

We conducted a population-based on the population of elderly patients (aged 65 years or 

above). The study window covered the period from 01/01/2008 to 31/12/2014 inclusive. To 

identify falls, the term ‘fall’ was used to identify events recorded by general practitioners (GPs) 
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using Read codes with a description related to falls in older adults (diagnostic codes only). The 

list of codes related to falls that were used in the database is shown in Table 7.1. For a set of 

patients who experienced a fall during the year 2011 (01/01/2011-31/12/2011 inclusive), data 

for at least three full calendar years (01/01/2008-31/12/2010 inclusive) prior to the date of the 

fall (index date) were identified. In addition, data for at least three full calendar years 

(01/01/2012-31/12/2014 inclusive) as a follow-up period following the fall were also collected. 

Each patient from the group who experienced a fall was matched to one control patient by age, 

sex, general practice and calendar time. The controls had to have no records of a fall in the 

three years prior to the time of the fall experienced by the patients they matched. Controls were 

also required to have three years of data available prior to the index date. Matching by age was 

done in a stepwise manner by year of birth up to maximum difference of one year. We used 

incidence density sampling matching without replacement. Each control was allocated an index 

date, which was the date of first fall diagnosis for the matched case. 

Other criteria are that patients had to be registered within the practice for at least three years 

prior 2011 (when the falls events were identified) and the practice had to be up to standard 

during the same time window. In addition, patients need to have at least 1 day of follow-up, so 

they may die after experiencing the fall (at least one day after the fall).  

Table  7.1 List of Read codes used in the CPRD database to indicate a diagnosis of falls in older adults. 

These codes were taken from the Read code system provided by the UK Terminology Centre in the Health 
& Social Care Information Centre (HSCIC). 

Medcode Read code Read term 

384 TC… Accidental falls (Fall - accidental) 

4859 R200. Geriatric fall 

8730 TCy.. Other falls 

7970 U10.. [X]Falls 

1812 R0023 [D]Collapse 

 

7.2.3 Stratification of patients with falls 

Data were analysed using an existing cluster analysis approach developed by Kalankesh et al. 

[207]. To make sure that falls were enriched in a specified cluster, a p-value of less than 0.05 

was considered statistically significant to identify which clusters had more fall-related codes 

than would be expected by chance. The common diagnostic codes that appeared consistently 
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with falls were studied (see Supporting Information for more detail about cluster analysis). 

Subsequently, we assessed the strength of the associations between falls and the identified set 

of diseases using the Relative Risk (RR). This measure describes the ratio of observed co-

occurrence in an exposed group (fallers) compared to that of a non-exposed group (non-fallers). 

The RR measure is widely used in clinical literature [255] to assess the possibility of disease 

associations by calculating the ratio for a pair of diseases [256]–[258]. The RR and its 

confidence interval were calculated for the full population. 

7.2.4 Temporal analysis 

Focusing on incorporating the temporal dimension could provide useful insights into 

understanding the conditions that are precursors and those which are outcomes of falls. First, 

we looked at the timing of the associations. To do so, the associations that had RR score above 

1 were tested for directionality of the associations. We tested the associations where falls were 

significantly recorded first before the other disease or the other way round. For this, the events 

of falls and any other disease for patients with both events were identified (𝑁𝑎𝑙𝑙) and the order of 

the events for each patient was recorded. The number of patients with each order of the events 

was counted as: 𝑁𝑓𝑎𝑙𝑙𝑠 with the fall event assigned first, 𝑁𝐷𝑖𝑠 with the other disease assigned first 

and 𝑁𝑠𝑎𝑚𝑒 with the two events recorded at the same time. Using binomial tests, we assessed 

whether 𝑁𝑓𝑎𝑙𝑙𝑠  or 𝑁𝐷𝑖𝑠 were significantly larger compared with a binomial distribution of 𝑁𝑎𝑙𝑙  with 

a probability of 50%. Diagnostic codes generated from the diagnostic methods with a significant 

direction were used to express the probability of these conditions occurring in specific periods of 

time before or after the falls. Using Poisson analysis, we then tested the directional associations 

to check whether there is a specific period of time a condition appears before or after a fall. 

 A two-hit model of the diagnostic codes was adopted to look for a combination of diagnostic 

codes related to and predating the incidence of falls. All possible fall trajectories with three 

conditions were obtained by combining two pairs of associations with one overlapping condition 

(𝐷𝑖𝑠1 → 𝐷𝑖𝑠2 and 𝐷𝑖𝑠2 → 𝐷𝑖𝑠3 were combined to generate the trajectory  𝐷𝑖𝑠1 → 𝐷𝑖𝑠2 → 𝐷𝑖𝑠3). 

Only trajectories covering a minimum of 20 patients were analysed further. We then compared 

the count of patients for each trajectory with the count for the same trajectory without falls. For 

example, we counted the number of patients who had the trajectory sequence {pain in limb 
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followed by depressive disorder followed by falls} and then compared this number with the 

number of patients who have followed the same trajectory but without falls {pain in limb followed 

by depressive disorder}.This step helped determine the trajectories that are more highly 

associated with falls than expected by chance. 

For each condition in these trajectories, the occurrence of the condition in each position 

(whether it comes first or second) in all trajectories was counted. This allows identifying the 

usual temporal position of conditions. Then, the weighted average score was calculated for 

each disease twice, as first and as second in the sequence. The weighted average score is 

calculated as follows:   

WAS =  
∑ 𝐶𝑜𝑢𝑛𝑡𝑖 × 𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒𝑖

𝑛
𝑖=1

𝐶𝑜𝑢𝑛𝑡𝑖

 

where n is the number of times the condition appears as first or second in the trajectories. We 

excluded the two diagnostic codes that were recorded on the same day as the data did not 

provide the time of recording diagnostic codes. 

7.2.5 Analytical tools and high performance computing infrastructure 

Throughout the study, we used Python to perform the computational methodology. Python is an 

effective programming language for analysing big scientific data and has been used in a wide 

range of applications [290]–[299]. It also has several packages for machine learning and data 

mining that have previously been implemented very effectively such as Pandas, NumPy and 

Scikit-learn. For these reasons, we have used Python for statistical calculations, clustering and 

visualisation of patient records in order to generate clusters of patient and to create the graphs 

required to generate hypotheses.  

7.3 Results 

We identified 14,699 patients with a record of one or more falls based on patient records in the 

general practitioner data within the calendar year 2011. For this base population, we identified 

14,699 controls matched to each case on the basis of age, sex, general practice and calendar 

time. The mean age of patients who experienced falls was 79 years (SD 7.9 years), including 
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9,142 female patients (62%). This subset contained 659,464 diagnostic entries of which 19,340 

were fall-related entries. 

The cluster analysis showed positive associations between falls and 37 diagnostic codes, as 

shown in Table 7.2 (see Supporting Information for more detail about cluster analysis). These 

codes can be grouped into seven main categories: infectious, cardiovascular, mental, injuries, 

musculoskeletal, endocrine and other diseases. In general, injuries showed the highest average 

rates among these categories (RR = 2.13). Within the injury category, hip fracture (RR = 2.98) 

reflected one of the highest rates among all insults. There were also high scores for 

cardiovascular diseases and mental health issues (average RR = 2.06 and 2.05, respectively). 

Among these diseases, congestive heart failure, Parkinson’s disease and dementia showed the 

higher scores compared to other diseases within these categories (RR = 3.16, 2.77 and 2.29, 

respectively). Infections showed the lowest average scores compared to other categories (RR = 

1.77). Based on observation of all other diseases, type 2 diabetes mellitus was significantly 

associated with falls (RR = 3.19), while vitamin B12 deficiency reflected the lowest score (RR = 

1.15). In addition to identifying conditions with increased risk of falls, these associations were 

tested for significant directionality. We identified 37 significantly directional conditions, 30 of 

which appeared consistently before falls while seven disease states appeared consistently after 

falls. The conditions that appeared after falls were related to injuries and mental health 

problems. 

Figure 7.1 shows the conditions with a significant fixed interval of time identified using Poisson 

analysis. On average, infections, pain in limb and heart attack appeared one year before falls 

occurred. Injuries and fractures tended to be recorded within one month after falling, while 

mental diseases were recorded between three months to one year after falls. Analysis also 

indicates that most head injury cases were notably recorded within one week after falls. 
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Table  7.2 Diagnostic codes (n = 37) significantly associated with falls in old adults patients ( 65 years). 

LCI, lower confidence interval; UCI, upper confidence interval. Diagnostic codes that appeared after falls 
are shown in italic font 

Diagnostic codes RR 95% UCI 95% LCI P-value 

 Infectious diseases     

Shingles 1.73 5.83 0.51 0.002 

Chest infection 1.50 3.44 0.65 <0.0001 

Respiratory tract infection 1.53 1.97 1.19 <0.0001 

Catarrh  unspecified 1.35 2.36 0.77 0.0004 

Cystitis 2.04 10.09 0.41 0.0002 

Urinary tract infection 2.39 10.04 0.57 <0.0001 

Haematuria 1.38 2.12 0.90 0.001 

Cellulitis  2.16 5.08 0.92 0.005 

Trophic leg ulcer 1.85 28.49 0.12 <0.0001 

 Musculoskeletal Diseases 
   

 

Osteoarthritis of knee 1.47 2.28 0.95 <0.0001 

Arthralgia of hip 2.31 6.17 0.86 <0.0001 

Pain in cervical spine 2.46 5.86 1.03 <0.0001 

Acute back pain - lumbar 1.87 2.82 1.24 <0.0001 

Polymyalgia rheumatica 2.06 15.96 0.27 <0.0001 

Pain in limb 1.62 3.01 0.88 <0.0001 

Aching leg syndrome 1.41 1.87 1.06 0.009 

Minimal trauma fracture 2.24 3.02 1.66 <0.0001 

Osteopenia 1.46 2.09 1.02 <0.0001 

 Cerebrovascular system diseases 
   

 

Atrial fibrillation and flutter 2.32 9.63 0.56 <0.0001 

Congestive heart failure 3.16 8.85 1.13 <0.0001 

Left ventricular failure 1.49 2.85 0.77 0.02 

Transient ischaemic attack 1.66 2.60 1.05 0.0003 

Stroke and cerebrovascular accident unspecified 1.69 2.75 1.03 <0.0001 

 Endocrine diseases 
   

 

Hypothyroidism 1.64 3.47 0.78 0.02 

Type II diabetes mellitus 3.19 14.04 0.73 0.01 

Vitamin B12 deficiency 1.15 1.31 1.01 0.007 

 Mental health diseases 
   

 

Anxiety states 1.69 4.06 0.70 <0.0001 

Depressive disorder  1.44 15.76 0.13 <0.0001 

Senile dementia  2.29 3.55 1.47 0.0005 

Parkinson's disease 2.77 6.07 1.26 0.0009 

 Injuries 
   

 

Hip fracture 2.98 4.12 2.15 <0.0001 

Head injury 1.28 1.44 1.13 <0.0001 

 Other diseases 
   

 

CTS - Carpal tunnel syndrome 1.25 3.43 0.46 0.001 

Subconjunctival haemorrhage 1.35 4.01 0.46 0.05 

Dizziness 1.37 2.26 0.84 0.003 

Shortness of breath 1.32 2.04 0.85 0.04 

Anaemia  2.26 16.56 0.31 0.0005 
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Figure  7.1 Time analysis of the first occurrence of associated conditions before and after falls; (A) the 

probability of disease recording events (time in years) before falls, and (B) the probability of disease 
recording events (time in weeks) after falls 

 

The directional associations were also combined into all possible trajectories consisting of three 

conditions. A total of 8,246 trajectories were identified. After applying two filtering steps, we 

identified a set of 84 trajectories that occur significantly and falls always came last in these 

trajectories – as the third insult. To determine the position of a condition in the trajectories, we 

further calculated the weighted average scores based on the faller and non-faller trajectories. A 

full list of the trajectories is presented in Supplementary Information.  

As shown in Figure 7.2A, musculoskeletal diseases presented the highest rates of being first in 

these trajectories (56%), especially pain in a limb (14 trajectories). Among these trajectories, 

eight, starting with either pain in a limb, arthralgia of the hip or polymyalgia rheumatica, showed 

significant occurrence compared with non-faller trajectories (average 81%). The largest 

trajectories starting with pain in a limb as the first condition include infections as the second 

disease state. In general, there was high occurrence of infections as a second condition in a 

trajectory (44%), including urinary tract infections, respiratory tract infections and cellulitis 

(Figure 7.2B). Trajectories with respiratory tract infections and atrial fibrillation being second 

showed high occurrence (average of 80% compared with non-faller trajectories). A total of 2013 

persons who experienced falls (13.7%) followed at least one significant trajectory that started 

with a musculoskeletal disease followed by infections as a second condition. 
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Figure  7.2 Representation of significant trajectories that led to falls in the analysed dataset; (A) presents the conditions with the highest rates of being first in the trajectories; (B) 

presents the conditions with the highest rates of being the second disease state in the trajectories. The node colour indicates the Read code chapter to which the diagnosis 
belongs (conditions’ categories). The size of the node refers to the number of trajectories that included the diagnosis. The thickness of the line between diagnoses reflects the 
number of patients that followed that trajectories. The colour of the line describes the significance of the identified fall-related trajectories compared with non-faller trajectories. 
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7.4 Discussion 

This work represents a primary care-based study of a cohort of patients in the UK who 

experienced falls identified through patients’ electronic health records. It contributes towards a 

better understanding of the incidence of falls as a health condition, with assessment of diseases 

that can lead to falls, and the associated outcomes impacting the quality of patients’ lives.  

A novel diagnostic approach was developed to characterise and stratify patients with falls, 

leading to identification of the diagnostic codes associated with falls. The diagnostic analysis 

highlighted a substantial relative risk of fall events associated with 37 diagnostic codes. These 

associations were related to infections [108], [111], cardiovascular diseases [104], [300], mental 

illness [112], [113], injuries [131], [132], musculoskeletal problems [106], [107] and endocrine 

disorders [272], [273], in line with the literature. Studies of the connection between falls and 

anaemia [126] and dizziness [89] offer similar results.  

Systematically adding the temporal dimension to electronic health record data on falls using a 

novel approach has not been adopted previously. Using temporal analysis, infections, pain in a 

limb and heart attacks appeared to occur significantly within a three-year time period before 

falls. Head injuries were recorded significantly within a week after falls, while other injuries, i.e. 

hip fracture and minimal trauma fracture, were recorded approximately one month after falls. 

This raises a question in relation to the reason behind the differences in recording times of 

different types of fall-related injuries. Could this be related to the way the health care system 

records these injuries or does it relate to length of stay in hospital and rehabilitation? As 

reported in the literature, 80% of old patients with severe head injury are discharged from the 

hospital within a week [301], while the average length of stay of old patients with hip fracture is 

about 24 days [302]. 

Rather than looking into single association with falls, observing pairs of associations might 

uncover useful characterisations of patients experiencing falls. We identified 84 trajectories of 

two-ordered conditions that were recorded in sequence followed by falls. Our trajectory model 

suggests that most of the sequences started with a chronic disease followed by an acute 

condition, leading to a fall. The chronic diseases were mostly related to musculoskeletal 
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problems, while the acute diseases were more likely to be infections; this suggests that mobility 

issues followed by infections increased the risk of falls. This observation represents a significant 

link to works on increasing frailty score. However, the measure here is dynamic, which can be 

thought of as changes in frailty over time, leading to changes in patients’ behaviour. 

Although infections were a determinant of falls in the single association analysis, the degree of 

association between falls and infections was the lowest compared with other categories. It is 

interesting that we found a significant association between falls and infections in patients with 

musculoskeletal pain when using the two-hit model. This suggests that risk factors of falls are 

not always independent and might be mediated by other conditions.  

This list of conditions in the two-hit model was compared with a high impact systematic review 

of falls [89]. The findings of our study were broadly consistent with those of the systematic 

review, highlighting strong associations with limited mobility, depression, confusion, poor health 

status, diabetes, anaemia and cardiovascular diseases. Surprisingly, our findings also included 

infectious diseases, such as cellulitis, chest infections and urinary tract infections.  

The limitations of this study are typical of studies based on observational databases. It is widely 

recognised that there are significant differences between GP practices in the way patient 

records are taken. We were therefore working with dataset that are inherently noisy. As a result, 

some real signals can be missed and spurious signals could be generated. Specifically, in this 

area of research, it is commonly known that fall are under-reported [281]. There are many 

reasons for the lack of reporting by individuals who experience falls, ranging from considering 

an incident to be “minor” to the apprehension that reporting a fall might lead to 

institutionalisation. As a result, some patients could have wrongly assigned to the control group. 

In the same line, there is a possibility that some events occurring in the group of patients who 

experienced falls were not recorded. However, the main focus of this study was more on 

serious falls that resulted in contact with health service. Another limitation of this study is that 

the exposures of interest were diagnostic codes taken from the cases. One possible extension 

to this work would be to include other types of medical codes, such as medications as well as 

linking the cases to genotypes and biomarker results [282]. This may facilitate the translation of 

data and lead to a more precise stratification of patients with a specific disease. 
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7.5 Conclusion 

 The present study emphasises risk assessment of falls in a large national dataset of older 

adults in the UK using a novel graph-theory model. This allowed exploration of data related to 

falls and determined interesting patterns and correlations within the data. To our knowledge, 

this is the first study that applied a two-hit model to population-based data related to falls using 

primary care patient records in the UK. Our findings illustrate that the most significant risk 

factors of falls are independent, including cardiovascular diseases and anaemia. However, 

there are some diseases, e.g. infections, which are not independent risk factors as they rely on 

the occurrence of musculoskeletal diseases.  

This work highlights the utility of patient health records as a valuable resource to delineate the 

causes and outcomes of falls in older adults, leading to identification of strong associations that 

have not been explored before. This suggests that this strategy could be useful way of 

identifying hypotheses, which can be tested using different approaches and databases. 

Key points 

 Falls are a significant problem and can lead to serious injury, increased length of stay in 

hospital, and even mortality. 

 The overall aim of this study was to formulate hypotheses for the factors associated 

with falls using novel machine learning strategies.  

 Our findings support that chronic diseases followed by acute diseases can lead to a fall. 

 Further research is needed to examine and test the generated hypotheses in classical 

epidemiological studies. 

 It is possible to develop this approach into an early warning system for falls. 
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7.6 Supporting Information 

The code coverage strategy, explained in Chapter Five: The Challenge of Defining a Subset of 

Patients to Effectively Represent Population Level Data, was applied on the dataset of 29,398 

patients to find representative patients who can adequately represent all patients in the dataset. 

The strategy generated 252 representative patients. Patient records were mapped into a low-

dimensional space using Resnik’s measure and the Maximum approach for semantic similarity 

between representative patients and all patients. PCA was then performed to facilitate the 

visualisation of patients (see Figure 7.3 Mapping patient records into a low-dimensional vector 

space using Resnik’s measure with the maximum approach; the scatter plot shows PCA 

representation of the records; x-axis: 1st principal component; y-axis: 2nd principal component). 

In this way, patients with similar diagnoses were placed together. The DBSCAN clustering 

algorithm was applied to the patient representation. The DBSCAN parameters were tested and 

evaluated by using the Silhouette coefficient measure. Clustering and distribution of patients in 

the clusters are presented in Figure 7.4 and Figure 7.5 The distribution of patients in the 

identified clusters.  

 

Figure  7.3 Mapping patient records into a low-dimensional vector space using Resnik’s measure with the 

maximum approach; the scatter plot shows PCA representation of the records; x-axis: 1st principal 
component; y-axis: 2nd principal component 
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Figure  7.4 The DBSCAN cluster analysis based on semantic similarity and PCA.  

 

 

Figure  7.5 The distribution of patients in the identified clusters 
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After applying DBSCAN algorithm, 56 clusters were identified. By filtering out using p-values 

less than 0.05 for all fall codes, 41 clusters were found to be enriched with falls. In fall clusters, 

127 diagnostic codes appeared significantly with falls in such clusters (using p-value < 0.05 for 

all diagnostic codes). Then, we tested the significance of these associations with diseases 

against non-faller clusters. After visualising clusters of faller and non-faller patients, the common 

conditions that substantially appeared with falls were identified. We tested the significance of 

this set of conditions against non-faller patients by comparing the distribution of codes for faller 

and non-faller clusters. We applied k-nearest neighbours (k-NN) to find the cutoff value for the 

code count to be considered (see Figure 7.6). 83 diseases appeared significantly associated 

with falls in patients. Using RR, we tested the association between these diseases and falls.  

For the two-hit model, the full trajectories graph is shown in Figure 7.7. The methodology 

pipeline is illustrated in Figure 7.8. 

  

Figure  7.6 The distribution of code counts based on faller and non-faller patients. On the x-axis, the 

negative numbers present the number of codes of non-fallers, whereas the positive values present the 
number of fallers’ codes  

 



130 

 

 

Figure  7.7 Representation of significant trajectories that led to falls (n = 83 trajectories) in the analysed dataset. The node colour indicates the Read code chapter to which the 

diagnosis belongs (conditions’ categories). The size of the node refers to the number of trajectories that included the diagnosis. The thickness of the line between diagnoses 
reflects the number of patients that followed that trajectories. The colour of the line describes the significance of the fall-related trajectories compared with non-faller trajectories. 
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Figure  7.8 An overview of the methodology pipeline, starting with sets of patient records described as bags of medical codes and ending with the two-hit model which consists 

of fall-related trajectories 
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8 Chapter Eight: Conclusion and Future Work 

8.1 Brief summary of findings 

The results presented in this thesis relate to the development of agnostic prediction and patient 

stratification tools based on large scale heath care data. The CPRD database was used to 

develop, demonstrate and validate the new strategies investigated in this study.  

This thesis started with a systematic review of all published reports that used the CPRD 

database and analysed patient records in order to investigate current and previous research 

related to the application of machine learning to data from patient records. After collating and 

reviewing the relevant reports, it transpired that only a small number of studies used machine 

learning and none of them used this technique to characterise patients or generate hypotheses. 

This pointed to a gap in research in relation to the identified shortage in hypothesis formulation 

methods and tools, which can lead to valid scientific investigations. To best of our knowledge, 

there is no previous work that used the notion of representative patients and similarity mapping 

at population level to generate medical hypotheses. By contrast, most research reviewed in this 

thesis that used patient records was conducted to test pre-existing hypotheses. There is a need 

therefore to create novel computational strategies that provide an effective representation of 

patient records in order to facilitate generating valid hypotheses. 

Key contributions and achievements of this thesis are presented in a logical sequence. As the 

size of the datasets  was too large to analyse with traditional data mining techniques, the first 

phase of this research focused on developing a method that allows us to determine a minimal 

subset of patients in the data who adequately represent the whole dataset; the most effective 

method identified in this step was the “code coverage” approach. We showed that identification 

of this covering set of patients significantly reduces the computational cost of the subsequent 
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analyses. We also showed that analysis of the covering set and the number of patients covered 

by each representative patient provides useful insights into CPRD data and the patient 

stratification challenge. By mapping the data from a “code space” to a vector space, the dataset 

becomes much more amenable to applying a whole range of machine learning and clustering 

techniques, thereby opening many new avenues for exploration and interpretation of this 

important data resource. 

The second phase was directed at patient stratification in order to identify unusual and 

interesting patterns in relation to falls in older adults, as a case study, at the population and 

subgroups levels, to assess the different risks associated with various groups using a novel 

mapping methodology. Observing distinct differences in disease associations between different 

patient subgroups might uncover useful characterisations of patients associated with falls. We 

identified three completely independent subgroups from each sex enriched with fall codes. Each 

subgroup represented a number of diseases that were significantly associated with falls. The 

majority of these associations were well-defined in the medical literature. This can be 

considered as a validation of the developed methods as they were able to generate several 

known hypotheses. However, some associations were not documented in the literature, which 

may need to be passed to epidemiologists for further exploration. 

Such findings can provide a snapshot of processes related to falls over a large number of 

patients. However, this approach does not generate full and comprehensive hypotheses as the 

current analysis only focuses on one aspect of investigation that assesses what happened 

within a year. This means that it is not clear when the first diagnosis of a fall or other associated 

diseases took place, and particularly, it is not known which diseases were recorded beforehand 

and in which order. Consequently, this attribute of the data does not allow us to model the 

temporal nature of disease, which is important for modelling more detailed predictions. 

Incorporating the temporal dimension might provide useful insights into missed opportunities of 

detection, risk modelling and understanding of falls.   

Thirdly, an extension of the stratification approach involving the implementation of a two-hit 

model was carried out to identify fall trajectories. In this analysis, the developed methodology 

was applied to examine the order of events in order to see whether there were combinations of 
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disease that reflect a significantly greater risk when they occur in sequence. We identified 84 

significant trajectories of two diagnoses that were recorded in sequence followed by falls. Our 

model suggested that most of the trajectories started with a chronic disease followed by an 

acute condition, leading to a fall. The chronic diseases were mostly musculoskeletal conditions, 

while acute diseases were more likely to be infections, which suggested that a mobility issue 

followed by an infection increased the risk of falls. This work allowed exploration of data related 

to falls and determined interesting patterns and correlations in patient diagnostic data. This 

suggests that the developed strategy could represent a good way of identifying hypotheses, and 

the next stage would be to test these hypotheses using different databases. 

In summary, the strategies explored and expanded in this thesis represent important steps 

towards identifying important hypotheses related to falls in the older population through the use 

of longitudinal patient data. We believe that the ability to present data in this manner would 

make them amenable to analysis using more traditional data mining strategies as well as allow 

a much simpler environment for generating agnostic hypotheses related to investigating falls. 

These hypotheses should have the potential to provide a better understanding of falls and 

therefore help to reduce the incidence of falls among patients. 

8.2 Application of the methodology 

Falls in older adults was chosen as a case study in this thesis and there is no element in the 

developed methodology that restricts its application to this heath condition. This methodology 

holds promise for application to other complex diseases using any source of data which are 

described using taxonomical or ontological terms, such as SNOMED CT and International 

Classification of Diseases (ICD). Hence, in terms of the applications of these methods, the 

proposed approaches have recently been deployed using CPRD datasets for different projects 

to stratify and identify patients with different diseases, including psoriasis and inflammatory 

bowel disease (IBD). 
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8.2.1 Psoriasis 

Psoriasis is a common, chronic, immune-mediated dermatological disease affecting around 2-

3% of the population worldwide [303], [304]. Its presentation ranges from localised minor 

irritation to involvement of the entire skin. Psoriasis can have a major impact on the physical, 

emotional, and psychosocial wellbeing of patients, which leads to a negative impact on patients’ 

quality of life.  

The diagnostic analysis was applied on all CPRD patient records from 2011. In this year, there 

were 7,408,369 diagnosis codes for a total of 2,754,367 patients. Other information about 

patients, such as age, gender, GP practice name and entry date, was also provided. The study 

dataset was split into 32 groups based on age and sex. There were 16 age groups for male and 

female patients. The age groups were based on five-year age intervals, except for the first 

group, which contained patients aged between 0 and 17 years, and the last group, which 

contained patients aged 90 and above. Splitting the dataset into different age and gender 

groups allowed us to discover associations in subgroups, which were not observed in the whole 

population.  

After applying diagnostic analysis, 60 clusters in different patient groups were enriched with 

psoriasis. More clusters with psoriasis were identified in male patients than female ones, as 

demonstrated in a previous study [305]. Also in line with the literature, we found that psoriasis 

has a greater prevalence in patients aged between 18 and 55 years (70% of clusters) [306]. At 

the population level, positive associations were found between psoriasis and infections [307], 

digestive diseases [308], mental illness [309] and other skin conditions. However, when looking 

at subgroups level, a number of other associations were identified. For example, in a subgroup 

of female patients aged between 18 and 24 years (n = 3,289 patients), there were strong 

associations between psoriasis and genitourinary system diseases, such as amenorrhoea and 

urinary tract infections. Similar results were reported in a recent study [310]. In another 

example, a subgroup of male patients aged 60-64 years was more likely to be associated with 

psoriasis and risk of diabetes and hypertension. A previous study on the connection between 

psoriasis and diabetes and hypertension provided similar results to our study [311].  
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The study of Psoriasis using diagnostic analysis is in collaboration with the Health eResearch 

Centre (HeRC) at the University of Manchester. 

8.2.2 Inflammatory bowel disease (IBD) 

The methodology was also applied to CPRD data to identify inflammatory bowel disease (IBD) 

patients with different disease associations. The analysis was conducted on seven different 

conditions of IBD: abdominal pain, rectal bleeding, coeliac disease, constipation, colitis, irritable 

bowel syndrome and other non-infective inflammatory gastroenteritis. Preliminary analysis of 

this dataset showed promising results in relation to the associations between these diseases 

and skin related diseases. This project is carried out in collaboration with the Gastroenterology 

and Nutrition group at the University of Manchester. 

8.3 Limitations 

Although this project successfully delivered a novel methodology capable of generating testable 

hypotheses related to diseases linked with the risk of falling, there were at least three inherent 

limitations to the current work. 

 Underestimation of diagnoses and compromised data quality  

This research dealt directly with the data as it exists in the CPRD database. It is known that 

there are significant differences in patient record taking between GP practices. We are therefore 

working with data that is inherently noisy. As a result, some real signals can be missed, and 

spurious signals can equally be generated. Specifically in the case of this study, we know that 

falls are under-reported [281]. This can be because patients and GPs fail to perceive falls as a 

health condition, or they tend to consider them as an unavoidable part of the ageing process. As 

a result, we know that there are some patients who were wrongly included in the control group 

(no fall recorded). This reduces the power of our analysis, which means we might have missed 

some of the relatively less strong associations. In addition, the clustering approach aims to 

detect patients with Read codes that are frequently correlated. If a GP practice recorded very 

few Read codes, this practice would be included into a cluster with low correlations. The 

planned description of the characteristics of each cluster would identify such practices, but the 



137 

 

interpretation of what is happening within such practices with low quality recording will of course 

be limited. Moreover, there might be missing data when we applied the proposed design, which 

might have led to biased results. Some elderly patients leave general practices because of 

leaving the country or due to mortality, which showed a strong association with falls. This results 

in missing data and negatively affects the findings. Given the higher mortality rate in fallers, we 

may paradoxically find that fallers have a lower rate of disease compared to controls. 

 Overlap between representative patients  

Our idea of finding a set of representative patients was presented to resolve the challenges of 

reducing the computational costs of calculating similarity between all patients in the dataset.  

However, as representative patients act as a “covering set of patients” for all patients in the 

dataset, a covering set is inherently associated with a number of problems [199], [250]. One of 

the major problems in this area is related to overlap between representative patients. In this 

study, although the algorithm was highly successful in reducing redundancy of representation 

between representative patients compared other studies that used a similar approach, there 

were a number of cases covered by more than one representative patient. We applied a 

dimensionality reduction algorithm, i.e. PCA, after semantic similarity analysis in order to 

remove such redundancy. Nonetheless, the implementation of an extension to this algorithm 

should be developed to address the problem of overrepresentation of some of the selected 

patients in the covering set.  

 Noise in the methods 

The algorithms used in this project were shown to produce results that are both informative and 

reproducible. However, there is always a possibility that the method itself can introduce noise 

into the analysed signal. The process of dimensionality reduction means that some information 

is lost. The precise way in which the analysis is performed – either in dimension reduction or 

clustering steps - can also introduce some uncertainty. Therefore, there could well be 

hypotheses in the dataset that were falsely rejected. As an alternative, there might be better 

strategies to carry out the dimensionality reduction, clustering or temporal analysis tasks. What 
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was presented in this thesis is just the start of the process, which may need further optimisation 

and refining. 

8.4 Future work 

Based on the findings of this thesis, there is evidently a huge potential for developing detailed 

strategies and improving the quality of the process of hypothesis generation. There are 

numerous directions we hope this work can take in the future, including but not limited to the 

following: 

 An aspect of the strategies that were not covered in this thesis, but would be very 

valuable to explore, is the analysis of secondary care data. For falls in older adults, the 

diagnostic process is examined in both primary and secondary care. Primary care data 

contain an overview of a patient’s medical journey, while secondary care data provide 

detailed events about falls especially fall-related injuries and inpatient falls. Therefore, 

analysing linked primary and secondary care patient records could provide a better 

understanding of falls as well as useful insights into trends of fall occurrence and 

management, effectiveness of prevention and treatment, and side effects of 

interventions.  

 The exposures of interest in this study were diagnosis codes taken from patient cases. 

One possible extension to this work would be to include other types of medical codes, 

such as medications and treatments as well as linking the cases to genotypes and 

biomarkers [282], [283]. This will facilitate the translation of data and can lead to a more 

precise stratification of patients with a specific disease. 

 The methodology provided us with the ability to identify different subpopulations of 

patients in the data. Within each subpopulation, patients have similar characteristics, 

such as age, gender and type of diseases. Since we clustered patients based on 

similarity of disease, these clusters can be considered to be patient archetypes. 

Therefore, a patient archetype represents an average patient from that cluster. Future 

work needs to reapply the methodology on this new form of the data. The aim is to 

measure the distance between archetypes and to assess their similarities. 
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 Since we identified a number of independent and time-ordered conditions strongly 

associated with falls, these associations can be used as features to detect patients at 

high risk of a disease. Future work needs to be carried out to examine and investigate 

different types of classification, such as neural networks, random forests, support vector 

machines (SVM) and novelty detection. This would help to identify patients at high risk 

of falls as well as patients who have already fallen but have not been recorded due to 

data quality issues, as mentioned in the preceding section. 

 Although the applied approach to determining representative patients proved to be 

effective, further work should be conducted to discuss the use of stratified random 

samples as representative patients and then compare them with the results of the code 

coverage algorithm. 
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Appendix (Chapter Six) 

A. Cluster analysis  

A. 

 
 
B. 

 

Figure S1 Clusters analysis for male patients aged between 65 and 69 years (n = 75,733) based on 

semantic similarity. (A) Clusters enriched for falls (shown as blue stars). (B) The top ten diseases that 
appeared in each cluster enriched with falls. 
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Figure S2 Cluster analysis for male patients aged between 70 and 74 years (n = 59,795) based on 

semantic similarity. (A) Clusters enriched for falls (shown as blue stars). (B) The top ten diseases that 
appeared in each cluster enriched for falls. 
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Figure S3 Cluster analysis for male patients aged between 75 and 79 years (n = 50,942) based on 

semantic similarity. (A) Clusters enriched for falls (shown as blue stars). (B) The top ten diseases that 
appeared in each cluster enriched for falls. 
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Figure S4 Cluster analysis for male patients aged between 80 and 84 years (n = 36,730) based on 

semantic similarity. (A) Clusters enriched for falls (shown as blue stars). (B) The top ten diseases that 
appeared in each cluster enriched for falls. 
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Figure S5 Cluster analysis for male patients aged between 85 and 89 years (n = 21,571) based on 

semantic similarity. (A) Clusters enriched for falls (shown as blue stars). (B) The top ten diseases that 
appeared in each cluster enriched for falls. 
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Figure S6 Cluster analysis for male patients aged above 89 years (n = 9,932) based on semantic 

similarity. (A) Clusters enriched for falls (shown as blue stars). (B) The top ten diseases that appeared in 
each cluster enriched for falls. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



171 

 

 

A.  
 

 
 
B. 
 

 
 

Figure S7 Cluster analysis for female patients aged between 65 and 69 years (n = 85,381) based on 

semantic similarity. (A) Clusters enriched for falls (shown as blue stars). (A) The top ten diseases that 
appeared in each cluster enriched for falls. 
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Figure S8 Cluster analysis for female patients aged between 70 and 74 years (n = 69,938) based on 

semantic similarity. (A) Clusters enriched for falls (shown as blue stars). (B) The top ten diseases that 
appeared in each cluster enriched for falls. 
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Figure S9 Cluster analysis for female patients aged between 75 and 79 years (n = 62,849) based on 

semantic similarity. (A) Clusters enriched for falls (shown as blue stars). (B) The top ten diseases that 
appeared in each cluster enriched for falls. 
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Figure S10 Cluster analysis for female patients aged between 85 and 89 years (n = 37,647) based on 

semantic similarity. (A) Clusters enriched for falls (shown as blue stars). (B) The top ten diseases that 
appeared in each cluster enriched for falls. 
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Figure S11 Cluster analysis for female patients aged above 89 years (n = 25,649) based on semantic 

similarity. (A) Clusters enriched for falls (shown as blue stars). (B) The top ten diseases that appeared in 
each cluster enriched for falls. 
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B. Correlation analysis 

Table S1 Diseases significantly associated with falls in male elderly population. 

Disease RR Φ-correlation 95% LCI 95% UCI P value 

Minor head injury 6.92 0.03 5.27 9.09 <0.0001 

Head injury 6.71 0.03 5.22 8.63 <0.0001 

Intracranial injury  6.05 0.03 4.64 7.89 <0.0001 

Closed fracture pelvis, single pubic 
ramus 

5.14 0.01 2.01 13.17 <0.0001 

Fracture of unspecified bones 4.85 0.02 3.57 6.58 <0.0001 

Fracture of humerus 4.85 0.02 3.37 6.98 <0.0001 

Minimal trauma fracture 4.85 0.02 3.29 7.15 <0.0001 

Hip fracture 4.83 0.04 4.01 5.81 <0.0001 

Closed fracture of radius (alone) 4.55 0.01 2.43 8.54 <0.0001 

Senile confusion 4.17 0.03 3.36 5.17 <0.0001 

Laceration  3.86 0.03 3.13 4.76 <0.0001 

Leg bruise 3.84 0.01 2.36 6.25 <0.0001 

Arteriosclerotic dementia 3.72 0.03 3.05 4.54 <0.0001 

Haematoma with intact skin 3.70 0.02 2.81 4.89 <0.0001 

Postural hypotension 3.59 0.03 3.06 4.21 <0.0001 

Senile dementia  3.45 0.02 2.69 4.42 <0.0001 

Pressure sore 3.38 0.02 2.66 4.29 <0.0001 

Senile and presenile organic psychotic 
conditions 

3.31 0.02 2.56 4.28 <0.0001 

Restlessness and agitation 3.31 0.01 1.98 5.53 <0.0001 

Injury and poisoning  3.19 0.01 2.02 5.04 <0.0001 

Post-traumatic wound infection  3.15 0.01 2.23 4.45 <0.0001 

Collapse 3.14 0.02 2.49 3.96 <0.0001 

Implant complications 2.92 0.01 2.05 4.17 <0.0001 

Hyponatraemia 2.92 0.02 2.29 3.73 <0.0001 

Osteoporosis 2.77 0.02 2.14 3.59 <0.0001 

Urinary tract infection 2.75 0.04 2.48 3.04 <0.0001 

Difficulty in swallowing 2.68 0.01 1.94 3.69 <0.0001 

Trophic leg ulcer 2.61 0.02 2.15 3.18 <0.0001 

Chest infection - pnemonia due to 
unspecified organism 

2.59 0.02 2.14 3.12 <0.0001 

Swelling of calf 2.57 0.02 2.12 3.12 <0.0001 

Chest infection -bronchopneumonia 2.50 0.01 1.79 3.49 <0.0001 

Abnormal loss of weight 2.49 0.01 1.95 3.18 <0.0001 

Wasp sting 2.47 0.01 1.91 3.20 <0.0001 

Fracture of lower end of radius 2.47 0.00 0.89 6.81 <0.0001 

Urinary tract infection, site not specified 2.41 0.02 2.02 2.88 <0.0001 

Anaemia unspecified 2.34 0.02 2.03 2.71 <0.0001 

Dependent oedema 2.27 0.01 1.47 3.49 <0.0001 

Retention of urine 2.24 0.02 1.87 2.68 <0.0001 
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Congestive heart failure 2.21 0.01 1.77 2.77 <0.0001 

Acute lower respiratory tract infection 2.13 0.01 1.70 2.68 <0.0001 

DVT - Deep vein thrombosis 2.07 0.01 1.60 2.66 <0.0001 

Stroke due to cerebral arterial occlusion 2.05 0.01 1.40 3.00 <0.0001 

Stroke and cerebrovascular accident 
unspecified 

1.99 0.01 1.62 2.45 <0.0001 

Cardiac failure 1.96 0.01 1.52 2.54 <0.0001 

Chronic renal failure 1.94 0.01 1.33 2.84 0.0003 

Cellulitis  1.93 0.02 1.72 2.16 <0.0001 

Constipation - functional 1.91 0.01 1.21 3.04 0.004 

Constipation  1.90 0.02 1.64 2.20 <0.0001 

Bowel obstruction 1.89 0.01 1.16 3.07 0.007 

Insomnia  1.84 0.01 1.39 2.43 <0.0001 

Microcytic hypochromic anaemia 1.83 0.01 1.37 2.44 <0.0001 

Dementia in Alzheimer's disease 1.80 0.00 1.07 3.02 0.02 

Cystitis 1.80 0.01 1.48 2.18 <0.0001 

Gastrointestinal haemorrhage 
unspecified 

1.74 0.00 1.02 2.98 0.03 

Respiratory tract infection 1.72 0.02 1.51 1.96 <0.0001 

Skin and subcutaneous tissue 
infections 

1.68 0.01 1.44 1.95 <0.0001 

Dizziness 1.64 0.01 1.31 2.06 <0.0001 

Atrial fibrillation 1.63 0.01 1.40 1.89 <0.0001 

Microcytic - hypochromic anaemia 1.61 0.01 1.33 1.95 <0.0001 

Shortness of breath 1.61 0.01 1.32 1.95 <0.0001 

Left ventricular failure 1.61 0.01 1.19 2.17 0.001 

Transient ischaemic attack 1.59 0.01 1.28 1.99 <0.0001 

Acute non-ST segment elevation 
myocardial infarction 

1.56 0.01 1.18 2.06 0.001 

Vomiting of blood 1.44 0.00 0.83 2.51 0.2 

Irritable hip 1.43 0.01 1.13 1.80 0.002 

Hypothyroidism 1.41 0.01 1.10 1.82 0.005 

Vitamin B12 deficiency 1.41 0.00 1.04 1.89 0.02 

Aching leg syndrome 1.40 0.01 1.20 1.63 <0.0001 

Intertrigo 1.38 0.00 1.04 1.83 0.02 

Acute conjunctivitis 1.37 0.01 1.19 1.58 <0.0001 

Acute back pain - lumbar 1.34 0.01 1.18 1.52 <0.0001 

Insomnia - symptom 1.33 0.00 0.94 1.87 0.09 

Cellulitis of eyelids 1.31 0.01 1.07 1.60 0.006 

Squamous cell carcinoma of skin 1.31 0.00 0.88 1.95 0.2 

Bleeding  1.30 0.00 1.01 1.68 0.03 

Haematuria 1.30 0.01 1.10 1.54 0.002 

Adverse reaction to aspirin 1.30 0.00 0.69 2.44 0.4 

Chest infection 1.28 0.01 1.19 1.36 <0.0001 

MI - acute myocardial infarction 1.27 0.00 0.92 1.76 0.1 

Other non-infective inflammatory 
gastroenteritis and colitis 

1.26 0.00 0.89 1.79 0.2 

Calculus - biliary 1.25 0.00 0.89 1.77 0.2 
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Skin irritation 1.25 0.00 1.03 1.52 0.02 

Pain in limb 1.24 0.01 1.16 1.34 <0.0001 

Light-headedness 1.24 0.00 0.91 1.68 0.2 

Atrial fibrillation and flutter 1.24 0.00 0.95 1.60 0.1 

Squamous cell carcinoma  1.23 0.00 0.83 1.82 0.3 

Arthralgia of hip 1.21 0.01 1.06 1.39 0.005 

Cataract 1.20 0.00 1.00 1.44 0.04 

Oesophagitis 1.20 0.00 0.82 1.74 0.3 

Malignant neoplasm of prostate 1.17 0.00 0.95 1.44 0.1 

Rash and other nonspecific skin 
eruption NOS 

1.13 0.00 0.89 1.44 0.3 

Open wound of leg 1.13 0.00 0.50 2.55 0.9 

Acute exacerbation of chronic 
obstructive airways disease 

1.13 0.00 0.93 1.37 0.2 

Duodenal ulcer - (DU) 1.10 0.00 0.60 2.01 0.7 

Wax in ear 1.10 0.00 0.95 1.28 0.2 

Chronic obstructive pulmonary disease 1.09 0.00 0.90 1.33 0.3 

Atopic dermatitis/eczema 1.09 0.00 0.90 1.31 0.4 

Abdominal pain 1.08 0.00 0.87 1.34 0.5 

Varicose veins of the leg with eczema 1.05 0.00 0.85 1.30 0.6 

Pain in joint - arthralgia 1.05 0.00 0.84 1.32 0.6 

Deafness 1.03 0.00 0.85 1.23 0.8 

Varicose veins of the legs 1.02 0.00 0.71 1.47 0.9 

Diverticulosis 1.01 0.00 0.79 1.29 0.9 

Vertigo  0.97 0.00 0.73 1.30 0.9 

Microalbuminuria 0.96 0.00 0.69 1.35 0.8 

Gastritis unspecified 0.94 0.00 0.63 1.40 0.8 

Other skin and subcutaneous tissue 
disease  

0.94 0.00 0.83 1.06 0.3 

Frank haematuria 0.93 0.00 0.54 1.62 0.8 

Dermatitis  0.93 0.00 0.71 1.23 0.6 

Shingles 0.92 0.00 0.74 1.16 0.5 

Discoid eczema 0.92 0.00 0.72 1.18 0.5 

Upper respiratory infection  0.91 0.00 0.81 1.03 0.2 

Pain in cervical spine 0.91 0.00 0.79 1.05 0.2 

Actinic keratosis 0.90 0.00 0.78 1.04 0.2 

Ischaemic heart disease 0.89 0.00 0.69 1.16 0.4 

Dermatophytosis including tinea or 
ringworm 

0.89 0.00 0.70 1.15 0.4 

Acute bronchitis 0.89 0.00 0.71 1.12 0.3 

Right inguinal hernia 0.89 0.00 0.57 1.39 0.6 

Epistaxis 0.88 0.00 0.62 1.26 0.5 

Parasternal hernia 0.88 0.00 0.66 1.17 0.4 

Rectal bleeding 0.86 0.00 0.63 1.18 0.4 

Asthma 0.86 0.00 0.64 1.16 0.3 

Gout 0.83 0.00 0.71 0.97 0.02 

Groin pain 0.83 0.00 0.64 1.07 0.2 
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Polymyalgia rheumatica 0.83 0.00 0.60 1.15 0.3 

Haemorrhoids 0.82 0.00 0.62 1.09 0.2 

Inguinal hernia 0.81 0.00 0.64 1.03 0.1 

Osteoarthritis and allied disorders 0.81 0.00 0.67 0.99 0.04 

Oesopheal reflux without mention of 
oesophagitis 

0.81 0.00 0.63 1.05 0.1 

Skin lesion 0.81 0.00 0.64 1.02 0.08 

Angina pectoris 0.81 0.00 0.57 1.14 0.2 

Leg cramps 0.81 0.00 0.64 1.02 0.07 

Skin and subcut tissue infection  0.79 0.00 0.55 1.15 0.2 

Prostatism 0.79 0.00 0.64 0.97 0.03 

Acute back pain with sciatica 0.78 0.00 0.63 0.97 0.03 

Malignant neoplasm of urinary bladder 0.78 0.00 0.45 1.35 0.4 

Rash and other nonspecific skin 
eruption 

0.78 0.00 0.54 1.12 0.2 

Diabetes mellitus 0.77 0.00 0.54 1.12 0.2 

Aortic aneurysm 0.77 0.00 0.50 1.19 0.2 

Malignant neoplasm of sweat gland 0.75 -0.01 0.61 0.91 0.004 

Acid reflux 0.74 0.00 0.52 1.04 0.08 

Diverticula of intestine 0.74 0.00 0.49 1.10 0.1 

Flatulent dyspepsia 0.73 -0.01 0.60 0.89 0.002 

Peripheral oedema 0.72 -0.01 0.61 0.86 0.0003 

Cough 0.69 0.00 0.47 1.00 0.05 

Type II diabetes mellitus 0.67 -0.01 0.56 0.81 <0.0001 

Raised blood pressure reading 0.67 -0.01 0.52 0.87 0.002 

Otitis externa  0.65 0.00 0.46 0.92 0.01 

Essential hypertension 0.62 -0.01 0.51 0.75 <0.0001 

Infective otitis externa 0.62 -0.01 0.50 0.77 <0.0001 

Seborrhoeic keratosis 0.62 -0.01 0.48 0.79 <0.0001 

Seborrhoeic wart 0.53 -0.01 0.39 0.72 <0.0001 

BP - hypertensive disease 0.52 -0.01 0.33 0.81 0.003 

Sinusitis 0.45 -0.01 0.33 0.62 <0.0001 

Plantar fasciitis 0.40 -0.01 0.27 0.59 <0.0001 
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Table S2 Significant associated diseases with falls in women elderly population level. 

Disease RR Φ-correlation 95% LCI 95% UCI P value 

Minor head injury 6.92 0.03 5.27 9.09 <0.0001 

Minor head injury 6.72 0.02 4.16 10.85 <0.0001 

Head injury 6.71 0.03 5.22 8.63 <0.0001 

Intracranial injury  6.05 0.03 4.64 7.89 <0.0001 

Closed fracture pelvis, 
single pubic ramus 

5.14 0.01 2.01 13.17 <0.0001 

Fracture of unspecified 
bones 

4.85 0.02 3.57 6.58 <0.0001 

Fracture of humerus 4.85 0.02 3.37 6.98 <0.0001 

Minimal trauma fracture 4.85 0.02 3.29 7.15 <0.0001 

Hip fracture 4.83 0.04 4.01 5.81 <0.0001 

Closed fracture of radius 
(alone) 

4.55 0.01 2.43 8.54 <0.0001 

Senile confusion 4.17 0.03 3.36 5.17 <0.0001 

Laceration  3.86 0.03 3.13 4.76 <0.0001 

Leg bruise 3.84 0.01 2.36 6.25 <0.0001 

Arteriosclerotic dementia 3.72 0.03 3.05 4.54 <0.0001 

Haematoma with intact 
skin 

3.70 0.02 2.81 4.89 <0.0001 

Postural hypotension 3.59 0.03 3.06 4.21 <0.0001 

Senile dementia  3.45 0.02 2.69 4.42 <0.0001 

Pressure sore 3.38 0.02 2.66 4.29 <0.0001 

Senile and presenile 
organic psychotic 
conditions 

3.31 0.02 2.56 4.28 <0.0001 

Restlessness and 
agitation 

3.31 0.01 1.98 5.53 <0.0001 

Injury and poisoning  3.19 0.01 2.02 5.04 <0.0001 

Post-traumatic wound 
infection  

3.15 0.01 2.23 4.45 <0.0001 

Collapse 3.14 0.02 2.49 3.96 <0.0001 

Implant complications 2.92 0.01 2.05 4.17 <0.0001 

Hyponatraemia 2.92 0.02 2.29 3.73 <0.0001 

Osteoporosis 2.77 0.02 2.14 3.59 <0.0001 

Urinary tract infection, site 
not specified 

2.75 0.04 2.48 3.04 <0.0001 

Difficulty in swallowing 2.68 0.01 1.94 3.69 <0.0001 

Trophic leg ulcer 2.61 0.02 2.15 3.18 <0.0001 

Chest infection - 
pnemonia due to 
unspecified organism 

2.59 0.02 2.14 3.12 <0.0001 

Swelling of calf 2.57 0.02 2.12 3.12 <0.0001 

Chest infection - 
unspecified 
bronchopneumonia 

2.50 0.01 1.79 3.49 <0.0001 

Abnormal loss of weight 2.49 0.01 1.95 3.18 <0.0001 

Wasp sting 2.47 0.01 1.91 3.20 <0.0001 

Fracture of lower end of 
radius 

2.47 0.00 0.89 6.81 0.06 

Urinary tract infection, site 
not specified  

2.41 0.02 2.02 2.88 <0.0001 

Anaemia unspecified 2.34 0.02 2.03 2.71 <0.0001 

Dependent oedema 2.27 0.01 1.47 3.49 <0.0001 
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Retention of urine 2.24 0.02 1.87 2.68 <0.0001 

Congestive heart failure 2.21 0.01 1.77 2.77 <0.0001 

Acute lower respiratory 
tract infection 

2.13 0.01 1.70 2.68 <0.0001 

DVT - Deep vein 
thrombosis 

2.07 0.01 1.60 2.66 <0.0001 

Stroke due to cerebral 
arterial occlusion 

2.05 0.01 1.40 3.00 <0.0001 

Stroke and 
cerebrovascular accident 
unspecified 

1.99 0.01 1.62 2.45 <0.0001 

Cardiac failure 1.96 0.01 1.52 2.54 <0.0001 

Chronic renal failure 1.94 0.01 1.33 2.84 0.0003 

Cellulitis  1.93 0.02 1.72 2.16 <0.0001 

Constipation - functional 1.91 0.01 1.21 3.04 0.004 

Constipation  1.90 0.02 1.64 2.20 <0.0001 

Bowel obstruction 1.89 0.01 1.16 3.07 0.007 

Insomnia  1.84 0.01 1.39 2.43 <0.0001 

Microcytic hypochromic 
anaemia 

1.83 0.01 1.37 2.44 <0.0001 

Dementia in Alzheimer's 
disease 

1.80 0.00 1.07 3.02 0.02 

Cystitis 1.80 0.01 1.48 2.18 <0.0001 

Gastrointestinal 
haemorrhage unspecified 

1.74 0.00 1.02 2.98 0.03 

Respiratory tract infection 1.72 0.02 1.51 1.96 <0.0001 

Skin and subcutaneous 
tissue infections 

1.68 0.01 1.44 1.95 <0.0001 

Dizziness 1.64 0.01 1.31 2.06 <0.0001 

Atrial fibrillation 1.63 0.01 1.40 1.89 <0.0001 

Microcytic - hypochromic 
anaemia 

1.61 0.01 1.33 1.95 <0.0001 

Shortness of breath 1.61 0.01 1.32 1.95 <0.0001 

Left ventricular failure 1.61 0.01 1.19 2.17 0.001 

Transient ischaemic 
attack 

1.59 0.01 1.28 1.99 <0.0001 

Acute non-ST segment 
elevation myocardial 
infarction 

1.56 0.01 1.18 2.06 0.001 

Vomiting of blood 1.44 0.00 0.83 2.51 0.2 

Irritable hip 1.43 0.01 1.13 1.80 0.002 

Hypothyroidism 1.41 0.01 1.10 1.82 0.005 

Vitamin B12 deficiency 1.41 0.00 1.04 1.89 0.02 

Aching leg syndrome 1.40 0.01 1.20 1.63 <0.0001 

Intertrigo 1.38 0.00 1.04 1.83 0.02 

Acute conjunctivitis 1.37 0.01 1.19 1.58 <0.0001 

Acute back pain - lumbar 1.34 0.01 1.18 1.52 <0.0001 

Insomnia - symptom 1.33 0.00 0.94 1.87 0.09 

Cellulitis of eyelids 1.31 0.01 1.07 1.60 0.006 

Squamous cell carcinoma 
of skin 

1.31 0.00 0.88 1.95 0.2 

Bleeding  1.30 0.00 1.01 1.68 0.03 

Haematuria 1.30 0.01 1.10 1.54 0.002 

Adverse reaction to 
aspirin 

1.30 0.00 0.69 2.44 0.4 

Chest infection 1.28 0.01 1.19 1.36 <0.0001 
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MI - acute myocardial 
infarction 

1.27 0.00 0.92 1.76 0.1 

Other non-infective 
inflammatory 
gastroenteritis and colitis 

1.26 0.00 0.89 1.79 0.2 

Calculus - biliary 1.25 0.00 0.89 1.77 0.2 

Skin irritation 1.25 0.00 1.03 1.52 0.02 

Pain in limb 1.24 0.01 1.16 1.34 <0.0001 

Light-headedness 1.24 0.00 0.91 1.68 0.2 

Atrial fibrillation and flutter 1.24 0.00 0.95 1.60 0.1 

[M]Squamous cell 
carcinoma NOS 

1.23 0.00 0.83 1.82 0.3 

Arthralgia of hip 1.21 0.01 1.06 1.39 0.005 

Cataract 1.20 0.00 1.00 1.44 0.04 

Oesophagitis 1.20 0.00 0.82 1.74 0.3 

Malignant neoplasm of 
prostate 

1.17 0.00 0.95 1.44 0.1 

Rash and other 
nonspecific skin eruption  

1.13 0.00 0.89 1.44 0.3 

Open wound of leg 1.13 0.00 0.50 2.55 0.8 

Acute exacerbation of 
chronic obstructive 
airways disease 

1.13 0.00 0.93 1.37 0.2 

Duodenal ulcer - (DU) 1.10 0.00 0.60 2.01 0.7 

Wax in ear 1.10 0.00 0.95 1.28 0.2 

Chronic obstructive 
pulmonary disease 

1.09 0.00 0.90 1.33 0.3 

Atopic dermatitis/eczema 1.09 0.00 0.90 1.31 0.4 

Abdominal pain 1.08 0.00 0.87 1.34 0.5 

Varicose veins of the leg 
with eczema 

1.05 0.00 0.85 1.30 0.6 

Pain in joint - arthralgia 1.05 0.00 0.84 1.32 0.6 

Deafness 1.03 0.00 0.85 1.23 0.8 

Varicose veins of the legs 1.02 0.00 0.71 1.47 0.9 

Diverticulosis 1.01 0.00 0.79 1.29 0.9 

Vertigo NOS 0.97 0.00 0.73 1.30 0.9 

Microalbuminuria 0.96 0.00 0.69 1.35 0.8 

Gastritis unspecified 0.94 0.00 0.63 1.40 0.8 

Other skin and 
subcutaneous tissue 
disease  

0.94 0.00 0.83 1.06 0.3 

Frank haematuria 0.93 0.00 0.54 1.62 0.8 

Dermatitis  0.93 0.00 0.71 1.23 0.6 

Shingles 0.92 0.00 0.74 1.16 0.5 

Discoid eczema 0.92 0.00 0.72 1.18 0.5 

Upper respiratory 
infection  

0.91 0.00 0.81 1.03 0.2 

Pain in cervical spine 0.91 0.00 0.79 1.05 0.2 

Actinic keratosis 0.90 0.00 0.78 1.04 0.2 

Ischaemic heart disease 0.89 0.00 0.69 1.16 0.4 

Dermatophytosis 
including tinea or 
ringworm 

0.89 0.00 0.70 1.15 0.4 

Acute bronchitis 0.89 0.00 0.71 1.12 0.3 

Right inguinal hernia 0.89 0.00 0.57 1.39 0.6 
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Epistaxis 0.88 0.00 0.62 1.26 0.5 

Parasternal hernia 0.88 0.00 0.66 1.17 0.4 

Rectal bleeding 0.86 0.00 0.63 1.18 0.4 

Asthma 0.86 0.00 0.64 1.16 0.3 

Gout 0.83 0.00 0.71 0.97 0.02 

Groin pain 0.83 0.00 0.64 1.07 0.2 

Polymyalgia rheumatica 0.83 0.00 0.60 1.15 0.3 

Haemorrhoids 0.82 0.00 0.62 1.09 0.2 

Inguinal hernia 0.81 0.00 0.64 1.03 0.09 

Osteoarthritis and allied 
disorders 

0.81 0.00 0.67 0.99 0.04 

Oesopheal reflux without 
mention of oesophagitis 

0.81 0.00 0.63 1.05 0.1 

Skin lesion 0.81 0.00 0.64 1.02 0.08 

Angina pectoris 0.81 0.00 0.57 1.14 0.2 

Leg cramps 0.81 0.00 0.64 1.02 0.07 

Skin and subcut tissue 
infection  

0.79 0.00 0.55 1.15 0.2 

Prostatism 0.79 0.00 0.64 0.97 0.03 

Acute back pain with 
sciatica 

0.78 0.00 0.63 0.97 0.03 

Malignant neoplasm of 
urinary bladder 

0.78 0.00 0.45 1.35 0.4 

[D]Rash and other 
nonspecific skin eruption 

0.78 0.00 0.54 1.12 0.2 

Diabetes mellitus 0.77 0.00 0.54 1.12 0.2 

Aortic aneurysm 0.77 0.00 0.50 1.19 0.2 

Malignant neoplasm of 
sweat gland 

0.75 -0.01 0.61 0.91 0.004 

Acid reflux 0.74 0.00 0.52 1.04 0.08 

Diverticula of intestine 0.74 0.00 0.49 1.10 0.1 

Flatulent dyspepsia 0.73 -0.01 0.60 0.89 0.002 

Peripheral oedema 0.72 -0.01 0.61 0.86 0.0003 

Cough 0.69 0.00 0.47 1.00 0.05 

Type 2 diabetes mellitus 0.67 -0.01 0.56 0.81 <0.0001 

Raised blood pressure 
reading 

0.67 -0.01 0.52 0.87 0.002 

Otitis externa  0.65 0.00 0.46 0.92 0.01 

Essential hypertension 0.62 -0.01 0.51 0.75 <0.0001 

Infective otitis externa 0.62 -0.01 0.50 0.77 <0.0001 

Seborrhoeic keratosis 0.62 -0.01 0.48 0.79 <0.0001 

Seborrhoeic wart 0.53 -0.01 0.39 0.72 <0.0001 

BP - hypertensive 
disease 

0.52 -0.01 0.33 0.81 0.003 

Sinusitis 0.45 -0.01 0.33 0.62 <0.0001 

Plantar fasciitis 0.40 -0.01 0.27 0.59 <0.0001 
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C. The distribution of comorbidity measures 

A number of 160 diseases appeared significantly associated with falls in the resulted clusters (p 

< 0.05). We tested the relationships between these diseases and falls, using RR and Φ-

correlation. The distributions of RR and Φ-correlation values found in the dataset are shown in 

Error! Reference source not found. A and B. Error! Reference source not found. C shows 

at these two measures have a positive correlation.  

 
Figure S12 Data characteristics of comorbidity measures. (A) Distribution of relative risk (RR) for falls in 

relation to all diseases across patient age groups. (B) Distribution of Φ-correlation between all diseases 
and falls across patient age groups. (C) Scatterplot of Φ-correlation in relation to RR values for the 
dataset. 

 

 


