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Abstract

In 1992, Aiello, Freedman and Wu proposed a mathematical model
of certain marine population in which the time from birth to maturity is
directly related to the number of individuals present. In this paper we
derive an alternative model where the immature birth rate is taken to
be a non-monotone birth function in the kind seen in other frequently
studied population model, the death rate for the matures is taken to
be a general function, and with harvesting of the mature and immature
populations. We study the dynamics of our model analytically, and
we present results on positivity and boundedness. We also carry out a
linearised analysis on the equilibria, which is algebraically very compli-
cated in the case of the non-trivial equilibrium. We prove that the zero
steady state is globally asymptotically stable in the situation when the
positive equilibrium does not exist.
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1 Introduction

It has been noticed over the years by many authers that time delays have
come to play an important role in almost all branches of science, for example,
ecology and biology. This importance derive from the fact that many of the
phenomena around us do not act instantaneously from the moment of their oc-
curance. For example, a change in the resources or invironment does not affect
the birth rate of a single population immediately. There may be some time
afterwards to take account of the time to reach maturity. In ecology, realistic
models often need to incorporate a time lag between the moment an action
takes place and the moment its effect is observed. Many species go through
two or more life stages as they proceed from birth to death. Most population
models in the literature ignore such reality and assume that all individuals are
identical and do not take into account any age structure. However, in many
situations age structure can infuence population size and growth in a major
way. It has been recognized that mortality and fertility depend on an individ-
uals age and even sometimes on the size of the individuals.

In the 1980’s Gurney, Nisbet and others have proposed and analysed various
models known as 'stage-structure’ models. See, for example, Gurney and Nis-
bet [8], Gurney et al [9] and Nisbet and Gurney [12]. These authers were
particularly concerned with the need for a systematic approach to model for-
mulation, and with the need for models containing parameters measured by
ecologists.

Of special relevance to the present paper, we will concider the following system
first introduced by Aiello and Freedman [1]

w(t) = Qup(t) — yui(t) — e Tuy(t — 1),
u,(t) = ae’“”umzt —7) — Bu, (1), (1.1)

where «, 3,7 and the delay 7 (the time from birth to maturity) are positive
constants. In this system u; and u,, denote the numbers of immature (juvenile)
and mature (adult) members of a single-species population respectively. Sys-
tem (1.1) has received much attention in the literature. Their model predicts
a positive steady state as the global attractor, thereby suggesting that stage
structure does not generate the sustained oscillations frequantly observed in
nature in single populations. It provides an alternative, and arguably more
realistic, model for a single population than the well known logistic equation
u' = u(1—u) by recognising that individuals cannot reproduce right from birth
but only after they have become mature, which takes time 7.

The model assumes that all juveniles mature at exactly the same age 7. This
is an approximation which will not always be realistic. An alternative is to use
a distributed delay term to allow for the possibility that individuals may take
different amount of time to mature, for more information, see, Al-Omari and
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Gourley [4], Gourley and Kuang [7].

Unharvested systems with time delay have been studied by many others. See,
for example, Gopalsamy [6] and Al-Omari and Gourley [3]. But with harvest-
ing, see, for example, Song and Chen [13], Al-Omari [5].

Generally the equilibria of this kind of equations show a dependence on the
time delay. The analysis of such models (even the linearised analysis) is very
complicated.

A subsequent paper of Aiello et al]] modified system (1.1) to allow the time
delay to be state dependent, that is, the time delay is taken to be an increasing
function of the total population u; + u,,. They proposed the following system,
in which u = u; + u,:

UL(t) = Qi (1) — yu;(t) — ae™ "W, (t — 7(u)),

u;n(t) = Oze_WT(u)um(t —7(u)) — duzn(t)' (1.2)

2 The Model

The main purpose of the present paper is to study an alternative model of (1.2)
allowing a non-monotone birth function rather than a linear one as in (1.2)
which is relevent in modelling some insect populations, in which the birth rate
is approximately proportional to the number of adults if the number of them
is small, but is effectively zero if there are many adults, since the adults may
have to devote some of their energy to finding food for their own survival
that reproduction does not happen. See, for example, Gurney et al [10] where
this point is discussed in relation to populations of blowflies. Also in our
model we shall leave the death rate for the immature as a linear one, but
the death rate for the matures we have aimed to replace quadratic function
by more general death rate function D(M(t)) that satisfies some qualitative
assumptions those are dictated by the need for biological realism, such as,
D(0) = 0, D"(0) > 0 and differentiable, strictly increasing for all M > 0.
We also modify system (1.2) to have constant harvesting of the mature and
immature populations. Hence our analysis in this paper is more complicated
than in (1.2). Therefore, we propose the following system

I'(t) = aM(t)e™ MO — y1(t) — ae” OFEITE) N r (¢ — T(P))e *METE) _ B [(1),

M'(t) = ae”OFEVT@) N r(t — T(P))e s ME=TWE) _ D(M(t)) — EoM(t),

(2.1)
where P = I+ M, and «, a and vy are positive constants. In this system /(¢) and
M (t) denote, respectively, the number of immature and mature populations.
The parameters F; and F, denote, respectively, the harvesting effort of the
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immature and mature population. It is assumed that the birth rate at any time
is a non-monotone function, where we choose it to be of the form a M (t)e=2M(®).
The term ae”OFEVTPI N (¢ — T(P)) e~ *ME=T(P) that apears in the first and
second equations represents the rate at time ¢ at which individuals leave the
immature and inter the mature class, having just reached maturity. These are
individuals who where born at time ¢ — T'(P). Therefore, the rate of intering
the mature class is aM (t — T(P))e M=) times the fraction of those born
at time t — T'(P) who are still alive now and are not harvested. That is, this
fraction is e~ ("HEITP) which accounts for mortality and harvesting during the
juvenile phase, follows from the assumption that the death and harvesting of
the immature are following alinear law given by —vI(¢) and —E,I(t), (on the
basis of such a law, if N (¢) is any population, then the number that survive from
t—Ttotis e " N(t —T)). The state-dependent time delay T'(P) is taken
to be an increasing differentiable bounded function of the total population
P =1+ M, so that T'(P) > 0, and we shall also assume that Ty, < T'(P) < 17,
where Ty = T'(0) and T} = T'(c0). The initial conditions for (2.1) are

M(0) = ¢1(0) >0, for all 6 € [-T1,0] and
I(0) = ¢2(0) > 0, with (2.2)

$2(0) = fBTg &6(7+E1)5M(§)e—aM(g) dg,

which is the number of immatures that have survived to time ¢ = 0. Here, Tj
is the maturation time at ¢ = 0, and the lower limit on the integral is —7j
because anyone born before that time will have matured before time ¢ = 0,
where Ty = T(M(0) + 1(0)).
For our model to make sense we need

ae

T(P) < —,

«

where % is the maximum value of aMe~*™_ This means that the function

t — T (P) must be an increasing function of ¢ as t increases, because otherwise
we could find two different times at which the same individuals become adults
twice at the same instant of time, which is absurd.

3 Positivity and Boundedness

In this section we address positivity and boundedness of the solution of sys-
tem (2.1). This is important since the solutions of our system represent pop-
ulations, and because we anticipate that limited resources will place a natural
restriction to how many individuals can survive.

First we show that M (t) > 0 and I(t) > 0 for all ¢ > 0.
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Theorem 1 In system (2.1), assume that D(0) = 0 and D(M) > 0 when
M > 0. Assume also that ¢1(t) > 0 for =Ty < t < 0, and if the initial

data (2.2) holds. Then M(t) >0 and I(t) > 0 for allt > 0.

Proof: First we show that M (t) > 0 for all ¢ > 0. Assume that there exists
to = inf{t > 0 : M(t) = 0}, noticing that M(¢) > 0 for —Tp < t < 0.
Evaluating the second equation of (2.1) at time t;, we obtain

ae*(v+E1)T(P(to))¢1(t0 _ T(P(to)))€*a¢1(tO*T(P(tO))) > 0 for 0<ty<Tp,
M'(to) =
ae(FFENT(P0) M (15 — T(P(to)))eMUo~TPW)) > 0 for  to > Ty.

Then M’(tp) > 0. But by the definition of to, M’'(¢y) = 0, this is a contradic-
tion. Hence M (t) > 0 for all ¢ > 0.

Next, we shall show that I(¢) > 0 for all ¢ > 0.

Consider now the equation

u'(t) = —yu(t)—ae” OTEVTE) N1 (T (P))e s ME=TE) _Bu(t), w(0) = ¢2(0) > 0.
By positivity of M(t), then we have I(t) > u(t) on 0 < ¢t < Tp. But

u(t) = e~ OFEVL(0)

LB / " (B0 = (HEVT(PO) (4 T() )6~ MO-TO) g,
0

Hence by (2.2), we have

0
W) = e O+EDTe / ) aeCFEVEN(€)e M) g ¢
—1o

_i_ae*('erEl)Tg /T9 €(7+E1)0€f(’y+E1)T(P(9))M(e . T(e))efa M(0-T(6)) do.
0

This implies that u(7p) = 0, and therefore, I(¢) > 0 for ¢ € [0,T}). By repeat-
ing this arguments to include all positive times, we can show that I(t) > 0 for
all t > 0.

We can further prove the following results regarding boundedness of the posi-
tive solution of systemt (2.1).

Theorem 2 Assume that M is any positive constant such that

& < M’

aep
where p = min{y + Ey, Ex}. Assume further that ¢1(t) > 0 for =Ty <t <0,
and if the initial data (2.2), holds. Then the solution of (2.1) is bounded.
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Proof: Define
W(t) =1I(t)+ M(t), t € [0,00).

By positivity of solutions, W (t) > 0. Then calculating the derivative of W (t)
alonge the solution of system (2.1), we have

W'(t)

aM(t)e” M — (y + E0)I(t) — D(M(t)) — E2M(t)

«
< @ — puW.
ae

Therefore, this implies that

This proves the theorem.

4 Existence and feasibility of positive equilib-
ria

Now, we carry out existence and feasibility of the equilibria of system (2.1),
and we interested in the nonnegative equilibria, the equilibria which are the
solutions of

aM(t)e= MO _ 41(t) — ae” OFEVTEI A f () e~ MO _ B I(t) = 0,
(4.1)
ae” FEVTP) A r()e=aM® _ D(M(t)) — EyM(t) = 0.

It is clear that the origin £, := (0,0) is an equilibrium of system (4.1). Note
that, it is not possible for system (2.1) to have an equilibrium of the form
(0,m) or (m,0) where m > 0. This is biologically reasonable since the the
two species cannot survive at an eqilibrium level in the absence of the other,
because they depend on each other. It is clear that as M — oo, in the first
equation of (4.1), then

[0
_ _ —(+E)T —aM
- E (1 e 1 l)Me .

Therefore, in particular, I — 0 as M — oo. Also we know that since Me=*M is

bounded, then I /4 oo. We also know that (0,0) belongs to the first equation
of (4.1). What we can conclude now, if there exists a positive root p to the
equation

e~ OFENT() e=an — D(p) + Esp, (4.2)
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then the curve defined by the second equation passes through (0, ) in the
(I, M)-plane and decreases and either meets the [-axis at a finit value, or
tends to it as I — oo. Therefore if condition (4.2) satisfies, then system (2.1)
has a positive equilibrium E = (f , M ), and otherwise the system will have
only the zero solution. We shall show later that if (4.2) holds for all p > 0,
then (I(t),M(t)) — (0,0) as t — oo. Suppose that K; and K, denote the
slope of the LHS and RHS of equation (4.2) respectively, at the origin. Clearly
Ky = ae”O0tEVT gand K, = D'(0) + E,. Now, if K1 < Kj, then system (2.1)
does not have a positive equilibrium, that is to say, the unique nonnegative
equilibrium is Fy := (0,0). But if

Kl = C(@i(’erEl)Tl > KQ = D/(O) + EQ, (43)

then there will be a positive root u of equation (4.2).

We may observe that one situation in which (4.3) will not hold is if there is
significant juvenile mortality (large 7). Another situation in which (4.2) will
not hold if the harvesting effort of the mature or immature populations is large
enough (E; or Ej is large). Where we shall concentrate in this paper on the
value of the harvesting effort of the immature population. Also, a root will
not exist if 7Tj is large, (i.e., the minimum maturation time is too large). So
that the feasability of the positive equilibrium depends on the value of the
parameters. As we will see later, if we increase one of the above parameters,
say, F1, then this will lead to make the root p smaller, which in turn, makes
the positive equilibrium components both get smaller, where the equilibrium
E := (I, M) vanishes at a finit value of E;. So far, we have shown that
a positive equilibrium F := (f M ) exists if and only if there exists a real
positive root p of equation (4.2).

We shall now study the linearised stability of the two equilibria Ey and E by
linearising system (2.1).

5 Linearised stability

We shall carry out the linearised stability of the two equilibria E, and E by
linearising system (2.1) about them. We will begin by examining the linear
stability about an arbitrary equilibrium E* = (I*, M*). Setting I = I* + u
and M = M* + v where u and v are small. We linearise the first equation of
system (2.1), and linearising the second one will be by similar ideas. Using
Taylor expansions, and neglecting all nonlinear terms in u any v, the first
equation is linearised as follows:

W(t) = a(M*+v)e "M F) _ (4 4 BT +u)
_ae—(7+E1)T(P*+u+v)(M* +o(t —T(P* +u+v)))e (M*+o(t=T(P*+u+v)))

= (on*e*aM* + ave’“M*) (1—av)—(y+E)I" = (v+ E1)u
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ae” VFEVTP?) o= EOur0) TUPT) [ 4oyt — T(P*))] e @M emavt=T(P7)
aM*e ™M _ qauM* e M 4 ave M — (v 4+ BN — (v 4 Eu
0TI (1 (4 ) )T () [
+ vt — T(P*))] e "™ (1 — av(t — T(P*)))
—aavM*e” M 4 ave™ ™" — (v + E))u

+aaM* e OFENTPY) g=aM™y, (4 T(P*)) ae” BT g=aM™, ()
+aly + BT (P*)M* e~ OFENTIE") g=aM™y )
ta(y 4 BT (P*)M*e~ OFBITE) g=al™ (4

[ae aM* _ aaM*e —aM* —|—Oé(’y—|-E1)T/(P*)M*6 7+E1)T(P*) - M*} ’U(t)
+ [aly + BT/ (PYMe I cmaM™ _ (o 4 )] u(t
+ [aaM*e_(7+E1)T(P*)e_aM* - ae_(7+E1)T(P*)e_aM*} v(t —T(PY)),

where P* = I* 4+ M*. Similarly, the second equation of system (2.1) becomes

v'(t) = [Oéef(wEl)T(P*)e’“M* — aaM*e’("”El)T(P*)e’aM*} v(t —T(P%))

—a(y + BT/ (P*)M* e~ O EITET) gmaly (1)
— a(y + BT (PF)M* e OFEITEDe=aM o /(M) 4 By v(t).

Therefore the linearised system will be, after resubstituting I for v and M for v,

I'(t)

M'(t)

= [ae_(’Y'i‘El)T(P*)e_aM* — &&M*e_(7+E1)T(P*)e_GM*:| M(t — T(P*))

= |ae™™ —aaM e + a(y + By)T(PT)M e OFEDTEDmal ] o

+[aly + BT/ (P)M e BT oM — (34 )] 1

- [ e OFBIT(P) mald” _ =G BT =ad*] (g — T,

~

_Oé(’y + EI)T/(P*)M*B—(’Y—FEl)T(P*)e—aM*I(t)
_ {Oé(,y+EI)T/(P*)M*B—(V—FEHT(P*)e—aM* —f-D,(M*) +E2} M(t)

Non-trivial solutions of the form (I, M) = (c1,c2) exp(At) exist if and only if
the characteristic equation

where

p

r

M pA+r+ (sA+qe TP =, (5.2)

D'(M*) + By + v + Ey,

(v + E1) {D,(M*) + B, + (aT'(P*)M*e_(%LEl)T(P*)e_“M*) (v + E4
— D'(M*) = Ey+ e ™ (a — aaM*))] :

—e M (o — qaM*) e TEDNOFED),

—e= M (o — qaM*) e TEDOTE) (y 1 B,
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Next, we will.evaluate the characteristic equation (5.2) about the trivial equi-
librium Ey = (0,0). It is clear that, at Ey,

= D'(0)+ Ey +v+ By,
ro= (v+E£)(D(0)+ )
s = —ae TOTE)

q = —ogefTO(’HEl)(”y—i-El).

Then, after substituting the last expressions of p, r, s, and ¢ in (5.2), it reduces
to

N+ (DN(0) + By — ae OFEEN 4o g By ) A
+(y + B1) (D'(0) + By — ae”™OHEEN) = g,

which can be simplified to
A +7+ B1) (A+ D'(0) + By — ae”POTRI) — g,

The roots A of the above equation are A = —y — F; < 0 and the roots of the
equation
A+ D'(0) + By = qe” OB+,

We shall now find the condition which determine that all roots of the above
equation satisfy ReA < 0. Assume for contradiction that there exists a root
A* such that ReA* < 0. Then

X+ D'(0) + Eo| = |ae OB
To(v+E1

—ToX*

) ]e
—ToRe\*

< ae
— qe To(y+En)

< QQ*TO(’YJFEI) ’

e

since Re\* < (0. This implies that A* is in the circle in the complex A plane
centered at A = —D’(0) — F, and of radius ae= 0+ Accordingly, we shall
have a contradiction if (4.3) holds (i.e. if the nontrivial equilibrium exists).
Thus, if the non-trivial equilibrium exists then the trivial equilibrium (0, 0)
must be linearly unstable. However if (4.3) does not exist (i.e. the non-trivial
equilibrium E does not exist) then Ey = (0,0) is linearly stable.
For the nontrivial equilibrium E, it is not completely straightforward to carry
on a linearised stability analysis, mainly because of the delay is a function de-
pending on the state variables I and M. This is different from the situation in
Alello et al [2] since they can find an equilibrium for any value of their param-
eters. Therefore, we need first to make an approximation to the expressions
for the equilibrium components I and M.
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5.1 Linearised stability of the the nontrivial equilibrium

Let us turn now to the linearisation about the equilibrium E= (f , M ), As we
have mentioned befor that, if the harvesting effort of the immature population
is large enough then a positive equilibrium will not exist, but one must remem-
ber that the feasibility of the positive equilibrium £ (i.e., strict positivity of I
and M) depends on E;. We can show that I and M decrease as F; increases
and that E may loses feasability at a finit value of Ej, (say Fi.) such that it
exists whenever F; < Fj., or may remain feasible for all E; (e.g. if the birth
function is linear and the death function quadratic at a small M as in (1.2)).
Note that the critical value E;. can be computed by

e~ 0FET — D) 4 B

Where it is used in the expression of M and I below. Therefore,

1 ae Y To
B, =—In|—__ )0y,
! %”(D«n+@)

Now, we let £y = E;. — 0 with 0 > 0 being small, where in this situation the
linearisation about F can be studied analytically. The equilibrium components
I and M cannot be computed explicitly, from (4.1) but we can compute an ap-
proximation of them in the case for small §, using the fact that the equilibrium
we are seeking will be near the origin. Using Taylor expansions, of

e” ™ =1_—aM,

T(P) =Ty +T'(0)P,

and
6*(’Y+E1c*5)(TO+T/(0)P) — 6*(V+E1C)TO(1 —(y+ Ey. — 5)PT’(0)),

then, system (4.1) at I and M becomes

aM — (y+ Ey ) — ae”0FBTo N —

—(y+ E)T'(0)(I + M) + 6T, = 0. (5.3)

IfA we solve the approximating equations (5.3) for the equilibrium component
M and I gives (to order §)

~ 0Ty
M= a0+ B~ D0 B .

and,

. 6 To (oz — oze*(”ElC)TO)
I= : : . (5.5)
(v + Exe)T'(0) (e + v + Ere — D'(0) = E)
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Note that, the expressions for the equilibrium components I and M depends
on the critical value of Ej., where we can see that as F; increases I and M
decrease until reach zero at the critical harvest rate E;. which indicates that
the harvesting rate has an effect on the dynamics of the model.
We now evaluate the characteristic equation (5.2) at the interior equilibrium
E = (I, M) with its components M and I given by (5.4) and (5.5) respectively.
The characteristic equation (5.2) at E, becomes

M pA+7+ (X4 qe TP =, (5.6)

where

ﬁ:D/(M)—FEQ—i‘”Y‘i‘Elc_(Sa
P = (y+ Bie = 0) [D'(M) + By + (T'(P)M(D'(0) + Ez)) (7 + Eye = 6
— D,(O) — Ey + OZ)] s

— (a —2aa M) e~ TB)r+E1e=0)

Vo
I

Gg=— (a — QaaM) e~ TBYO+E=0) (~ 4 By — §).

(5.7)
Next, we want to investigate the possibility if there is any condition for stability
of E when T'(P) = 0, and then investigate whether istability could occur as
we increase the value of T(P) from zero. That is, we want to think of 7"(P)
as a bifircation parameter.
For T'(P) = 0, then it is clear that # = (y+ FE1,—0)(D'(M)+E,). Subistituting
the other expressions in (5.7) into the characteristic equation (5.6), which can
be simplified as

(A+7+ B —96) (/\ + D' (M) + Ey — (o — QQaM)e_T(ﬁ)(“erElc_é“)) —0.

There is a negative eigenvalue A = —(v + Ej. — d), and the other eigenvalues
will be the roots of the equation

A+ D'(M)) + Ey = (o — 20 a Me TP 0HFre=0+3), (5.8)

Substituting the expression (5.4) for M into the equation (5.8) and expand
T(P) and D’(M) in Taylor series we have

A+ D'(0)+ Ey < A+D'(0)+D"(0) M + E,

= [04 — QCYCLM} e~ (O FEr)T(P) (1 + 6T(P)) e~ TPMA
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= [a — 2aaM + adT( 15)} o~ (FEIIT(P) = T(P)A
~ [0- 20l + BT BT (1 (4 B)PT0) 1P
= [oz — 20aM + adTy — ey + Elc)fDT’(O)} o~ (FHEre)To ,~T(P)A

_ 2aaTy0 ¢~ (FFB1)To , ~T(P)A
T'(0)(a + v+ Ei. — D'(0) — Es) ’

where we have retained terms up to and including order 9. In carrying out the

above calculation, we have used D”(0) > 0, ae~(FF1)T0 = D'(0) + E,, and

adTy — a(y + Er)PT'(0) = 0

to order 4, which can be easily done, by substituting the expression (5.4)
and (5.5) for M and I into P. Therefore for § > 0 small the eigenvalue
equation is approximately

A+ D'(0) + D"(0)M + E,

2aaTgd —(v+E1e)To ,—T(P)A
. Le . 5.9

l T'(0) (o + v + Ey — ae—(wElc)To)] € € (5.9)
We will now show that all roots of equation (5.9) satisfy Re A < 0 when § is

suficiently small. We assume, for contradiction, that there exists a root \*
such that Re A* > 0. Then

A"+ D'(0) + E»| <

X* + D'(0) + D" (0)N + EQ‘

{a B 2aaTpé ] o~ E1To
T'(0) (e + 7 + Ere — D'(0) — E»)
[ 3 2a0T0 ]
CTTO)aty+ B - D'(0) - B |
< ae”FER)To — D/(0) + B,.
This means that A* is strictly within the circle centred at —(D’(0)+ Es) and of
radius D'(0) 4+ Es, which is impossible since Re A* > 0. Therefore, all roots of

equation (5.9) satisfy Re A < 0. Consequently if 7" (ﬁ) = 0 then F is linearly
asymptotically stable.

Now suppose we start to increase the value of T'(P) from the value zero, to
see if there will appear new roots of the characteristic equation (5.6) in the

far left of the complex plane and as T’(P) is further increased these roots may
cross the imaginary axis, giving rise to an instability. That is, the question is:

can we find a critical value of T(P) at which the equilibrium lose its stability?

Suppose that there is a critical value of T"(P) at which the equation (5.6)
has a pair of complex conjugate roots on the imaginary axis. Therefore, for
T'(P) # 0, let A = wi. Then (5.6), after seperating into real and imaginary
parts, becomes

efT(I:’))\*‘

—(r+E1)To gince Re A* > 0

IN

—W' 4+ P = (a—2a aM)e_(7+E1“_5)T(p) [(7 + By — 6) cos(T(P) w) + wsin(T(P) w)} ,

pw = (a¢—2aa M)e_(7+E1“_5)T(p) {w cos(T(P)w) — (v 4 Ei. — w)sin(T(P) w)} .
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Then upon squaring and adding the last two equations, we get
W (PP - —28) W+ — ¢ =0, (5.10)

It follows that if

p?P—5—-27>0 and P —¢*>0 (5.11)

are satisfied, then the equation (5.10) does not have positive solutions; that is
the characteristic equation (5.6) does not have purely imaginary roots, where
we will get a contradiction.

Now, to see if the two inequalities in (5.11) are satisfied we need to make
further approximation for the expressions in (5.7) using Taylor expansions,

and note that M and I both depend on 9, we have

72 (D'(O) + D"(0)M + E2)2 +2(D'(0) + D" (0)M + Eo)(y + E1e — 8) + (v + E1e — 6)?2
= (D'(0) + E2)? +2D"(0)M(D'(0) + Ea) + 2(D'(0) 4 E2) (v + E1. — 0)

+2D"(0)M (v + E1c — 8) + (v + E1c — 6)?

i (v + Er — 8)° [D’(O) + D" (0)M + Ez + 6Ty(D'(0) + EQ)} ’

= (y+ By — 6)? [(D’(o) + Ey)? +2D"(0)M(D'(0) + Es) + 26To(D'(0) + EQ)Q}

82 (a — 2a ab)? e 2T (P)(r+Ere=9)
= (a2 — 402 a M)e 20+ B (To+T'(OP) (1 4 95 7(P))
= (® —4a%a M + 2a%6T(P)) e 20+ E1)To (1 — 9(y + E1,)T'(0) P)
= (D'(0) + E»)? —4a M(D'(0) + Es)
i = (7+ Ei—0)> [(D’(O) + By)? — 4a N(D'(0) + EQ} .
By subistituting these expressions in the first and second inequalities of (5.11),
the second inequality is trivially satisfied, because it add up to a positive

quantity. The first inequality can be made positive by taking ¢ to be small.
Therefore, we have proved the following theorem on the stability of F.

Theorem 3 The equilibrium E = (f, M), where I and M are given by (5.5)
and (5.4) respectively, is linearly asymptotically stable for 6 > 0 sufficiently
small.
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6 Global stability of the trivial equilibrium

We will prove that the trivial equilibrium Ey = (0, O) is globally asymptotically
stable for the case when a non-trivial equilibrium £ = (I, M) does not exist.

Theorem 4 Assume that ce™ OTEITW ye=ar < D(u) + Eyp for all p > 0.
Then the equilibrium Eq = (0,0) is globally asymptoticaly stable, that is
(I(t),M(t)) — (0,0) as t — co.

Proof: First we show that M(t) — 0. Clearly Ej is the unique equilibrium of
system (2.1) under the hypothesis of the theorem. We already know that M (t)
is bounded and positive for all t > 0. The prove of this theorem is in several
stages. First we deal with the cases when M (t) is eventually monotonically
decreasing or increasing, i.e., monotone for all ¢ sufficiently large. But, by
positivity of solutions, M(t) is not eventually monotonically decreasing because
if so, then M(t) must approach some limit A/ > 0. This limit must be an
equilibrium of the second equation of (2.1). Therefore, this limit must be
zero, because otherwise we will have a contradiction to the hypothesis of the
theorem. Now assume, for contradiction, that M(t) is eventually monotonic
increasing. By boundedness of M (t), then tlg?o M (t) exists. Let L = tlggo M(t),
then L > 0, now we show that L. = 0. Otherwise if L > 0, then, from the
second equation of system (2.1), we have

M (t) = ae—(v+El)T(I(t)+M(t))M(t _ T(P))e—aM(t—T(P)
—D(M(t)) — E> M(t)

< e OFEITMO) Nt — T(P))e s METW) - D(M(t)) — Ey M(t),

since T'(P) is bounded. Letting ¢ — oo, gives
0 < e 0HEVTD L e=al _ D(L) — B, L,
where, we conclude that
e OFENTL [ e=al > D(L) + B, L,

since L > 0. Which contradicts the hypothesis of the theorem.

Now suppose that M (t) is not eventually monotonic, we show that

L =limsup, . M(t) =0, otherwise, if L > 0, then there exists a sequence t;
(t; > ti—1, lim;_o t; = 00) such that M'(¢;) = 0 and lim; ., M(t;) = L. It is
clear to show that L < é, where % is the value of u where ape™®* achieves its
maximum, because otherwise we will have a contradiction with the hypothesis
of the theorem.
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Let € > 0 be sufficiently small such that L + ¢ < é Then for this e, there
exists t; > 0 such that for ¢ > ¢; we have

M(t) < L+e.
Also, since T'(P) is bounded, we can find ¢; such that if ¢ > i; we have

M(t; —T(I(t;)+ M(t;)) < L+e.
Since L + ¢ < % and a M e *M is increasing for values up to %, therefore,
applying the second equation of system (2.1) when t = t; where i > iy, we

have

0= M’(ti) < ae—(7+E1)T(M(ti))M(ti _ T([(ti) + M(ti)))e_aM(ti_T(I(ti)""M(ti)))
_D(M(t)) — ByM(t).

< e OFEVTMW) (1, 4 g)e=THE) _ D(M(t;)) — EoM(t;).
Letting ¢+ — o0,
0 < ae” OFEITWDN(L, 4 g)e=@EHE) _ D(L) — E, L.
This is true for all € > 0 sufficiently small. Thus
e FEVTW [ o=l > D(L) + B, L.

This contradicts the hypothesis of the theorem unless L = 0
To complete the proof of the theorem we need to show that I(t) — 0 ast — oc.
By the first equation of system (2.1), we have

I'(t) = aM(t)e MO —yI(t) —ae” OFEITE) N p (1T (P))e *MUEMP) _ B [(1).

Since I(t) is bounded, now suppose that lim;_, I(t) does not exist, then there
must exist two sequences ¢7' and ¢;" such that

lim I(t}) = I,,, I'(t}) =0, lim I(¢]") = I, I'(t]") =0,

Applying the first equation of system (2.1) at ¢ and ¢" yields
0=1(t7) = aM(t7)e™*ME) — yI(t7)
_ae—(v+E1)T(P)M(t? — T(p))e—aM(t?—T(P)) — By I(t1),

(6.1)
0=1'(t]") = aM(tj")e "M —yI(t")

_ae—('y+E1)T(P)M(t7Z71 . T(P))e—aM(tT—T(P)) — E (7).
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Since lim;_,o, M (t) = 0, then by (6.1) we have
I, = lim I(t") = lim I(t") = I,,,

a contradiction. Hence lim; ., I(t) exists. But since I(¢) is bounded, then
lim; o I'(t) = 0, and hence
lim I(t) = 0.

t—o00

This complete the proof of the theorem.

7 Discussion

So far in this paper we have shown that when the non-trivial equilibrium E
does not exist, the zero equilibrium (0, 0) is globally asymptotically stable. We
proved that the solutions of the mature and immature equations are always
positive and bounded. We have also, investigated the situation when E does
exist, but only just, showing that it is linearly stable when it is close to zero
equilibrium with the later being linearly unstable.

This leaves open the question of whether other dynamical behaviour in model
(2.1) might occur, in parameter regimes for which E is not close to the zero
equilibrium. In principle, E could become unstable leading to oscillatory
behaviour. Investigating this possibility is, unfortunately, not algebraically
feasable. Indeed, as the analysis of section 5.1 made clear, the algebra in-
volved in the linearised analysis is extremely complicated even when E is close
to (0,0). The reasons for this are mainly concerned with the fact that the
model involves state-dependent delay. We leave this problem to future inves-
tigation.
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