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Abstract
In this paper, we present improvements of our state-of-the-art
concept tagger based on conditional random fields. Statistical
models have been optimized for three tasks of varying com-
plexity in three languages (French, Italian, and Polish). Mod-
ified training criteria have been investigated leading to small
improvements. The respective corpora as well as parameter op-
timization results for all models are presented in detail. A com-
parison of the selected features between languages as well as a
close look at the tuning of the regularization parameter is given.
The experimental results show in what level the optimizations
of the single systems are portable between languages.
Index Terms: spoken language understanding, conditional ran-
dom fields, training criteria, tagging

1. Introduction
In the last years, conditional random fields (CRFs) have become
quite popular in the speech processing domain for e.g. translit-
eration of named entities or Parts-of-Speech tagging [1]. This
method has also proven to be an effective approach to solve the
task of attribute name extraction or concept tagging [2, 3]. The
task of concept tagging is usually one of the first steps when
building an SLU system. It can be described as extracting ba-
sic semantic chunks out of a given word sequence. Although
several languages and tasks are under investigation in this pa-
per, the general idea of attribute name extraction is the same for
all of these. Figure 1 shows an example taken from the French
MEDIA corpus. The input word sequence is shown in the first
line, the resulting attribute names and accompanying values are
shown in lines three and four. Line two shows a way of how
to model resp. circumvent the alignment problem. Usually, an
attribute name may cover more than one word. For the training
of CRF models, a 1-to-1 alignment between words and tags is
needed. One way to get this alignment is to assign so-called
“start” and “continue” concept tags to the words. Using this
approach results in a 1-to-1 alignment and the original attribute
name sequence can be recovered. The disadvantage of this ap-
proach is that we now have to train the CRF model on tag-level
and there are roughly twice as many tags as attribute names.
Since the complexity of CRFs is proportional to the square of
the size of the attribute name vocabulary (if only transitions of
length two are used on the concept side), the training time will
be higher.

Besides the optimization of CRF-based systems for vari-
ous tasks and languages, one focus of this paper is the inves-
tigation of modified training criteria. The experiments also
show how the model parameters like regularization vary be-
tween tasks/languages.

The following Section 2 gives a short overview of the orig-

Figure 1: Example illustrating the general idea of concept tag-
ging (French: “I want a double room”). The first line shows
the input word sequence, the third and fourth line the appropri-
ate attribute names and values. The second line shows how the
1-to-1 alignment is modelled using start and continue tags.

inal linear-chain CRF model and the modifications to the train-
ing criterion we applied. Section 3 presents the three tasks and
corpora for each of which we trained and optimized a model
from scratch. The results and findings of our experiments are
presented in Section 4. The paper is completed with a conclu-
sion and an outlook presented in Section 5.

2. CRFs
Conditional random fields (CRFs) were introduced in [1] as a
graphical framework for building probabilistic sequential mod-
els. This discriminative approach directly models the posterior
probability of sequence cN1 given the sequence wN1
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tions covering lexical and word part information (i.e. prefix,
suffix, capitalization) as defined in [3].
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Typically, some regularization is added for a more stable con-
vergence. We use the Lp-norm for some p > 0 in Equation (2)
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with some normalization constant C ≥ 0. In this work, the
training criteria are optimized using Rprop [4]. For the default
setting p = 2 (L2-norm), the result is not expected to be sensi-
tive on the optimization algorithm because the training criterion
is convex.

2.1. Modified Training Criteria

Next, different modifications to this standard training criterion
are investigated. The proposed training criteria are all instances
of the unified training criterion and thus, can be solved in our
transducer-based discriminative framework [5].

Power approximation to logarithm For the standard train-
ing criterion in Equation (2), small class posterior probabilities
are assigned a high loss. This is because the logarithm diverges
for zero probabilities, log p

p→0→ ∞. This means that the stan-
dard training criterion in Equation (2) is not robust against out-
liers, e.g. incorrect transcriptions. To avoid the divergence of
the logarithm, the identity

log x = lim
r→0

xr − 1

r
(3)

is used to approximate the logarithm. In contrast to the loga-
rithm, this approximation is bounded below for r > 0. This
approximation is termed power approximation and resembles
an error-based training criterion. The effect of this approxima-
tion is that bad outliers are assigned zero weight for accumula-
tion. For this reason, this training criterion is expected to per-
form more robustly than the standard training criterion. Like
all bounded/error-based training criteria for log-linear models
(without proof), this training criterion has the disadvantage of
not being convex. In our transducer-based framework support-
ing the unified training criterion [5], the smoothing function
log x for the standard training criterion is replaced with xr−1

r
.

Margin-based extension A margin term can be incorporated
into the standard training criterion as introduced in [5]. To do
this, the posterior in Equation (1) needs to be changed into a
margin-posterior
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The normalization constant Z is similarly defined as above.
Here, the margin score is set to the word accuracy

A(cN1 , c̃
N
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n
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between the hypothesis cN1 and the truth c̃N1 , scaled with the fac-
tor ρ ≥ 0. The margin-based training criteria are obtained by
replacing the posterior by the margin-posterior. The such mod-
ified training criteria again fit into our transducer-based frame-
work because the margin score can be incorporated by a com-
position [5].

3. Corpora
In this section, the three tasks resp. corpora from the SLU do-
main are presented which have been chosen to evaluate the var-
ious training criteria. The statistics for all corpora are given in
Table 1. Besides the general question which criterion performs
best, it is also interesting to see how the optimized parame-
ter settings and feature functions vary between languages/tasks.

Concerning the general tagging quality, the amount of training
data as well as the size of the concept vocabulary are important
figures. They change heavily between the investigated tasks.
For all data collections, a table is given with the most inter-
esting statistics. The number of NULL tokens on concept level
refers to the running number of NULL attribute names. On word
level, it is the sum of all words tagged with NULL. This tag oc-
curs in all corpora and marks words with no semantic meaning
for the particular task and is usually the most frequent occur-
ring tag. Concerning evaluation, the NULL tag is deleted from
reference and hypothesis prior to scoring. Thus, the results bet-
ter reflect the performance of the models on the attribute names
with semantic meaning.

French The so-called MEDIA corpus is a state-of-the-art cor-
pus especially designed for the evaluation of SLU systems [6].
It covers the domain of the reservation of hotel rooms and
tourist information and the incorporated concepts have been de-
signed to match this task. There is e.g. a concept for hotel name
or room type. The corpus is divided into three parts: a training
set, a development set, and an evaluation set. Within this corpus,
modes and specifiers are also manually annotated. The experi-
ments carried out in this paper can be directly compared with
the so-called “relaxed-simplified” condition within the ME-
DIA/EVALDA project. Here, some specifiers are dropped and
thus the resulting data is not as sparse.

Polish The data for the Polish corpus has been collected at
the Warsaw Transportation call-center [7]. Also as part of the
LUNA project, the manual annotation of these human-human
dialogues has been performed [8]. This corpus covers the
domain of transportation information like e.g. transportation
routes, itinerary, stops, or fare reductions. Three subsets have
been created using the available data subsets. It is the first SLU
database for Polish and from the three corpora presented in this
paper the most complex one. The number of different concepts
is also the largest w.r.t. the three corpora.

Italian The Italian corpus has been collected within the scope
of the LUNA project [9]. It covers the domain of software and
hardware repairing in the area of an IT help-desk. This corpus
is still being collected resp. annotated. So there is only a small
amount of data available which does not allow to split the cor-
pus into three sets. Instead, we use the partitioning into two sets
as proposed in [10]. It should be noted that the corpus used here
consists only of wizard-of-oz dialogues.

4. Experimental Results
Conditional random fields were tuned on all three corpora by
first assuming a basic feature set with lexical and bigram transi-
tion features to estimate a good regularization constant. Using
these models, word part features were added, and the resulting
models were used as baseline for experiments testing modified
training criteria.

The experiments were evaluated on the respective devel-
opment and test sets for the three corpora via the NIST scor-
ing toolkit [11]. As error criterion we use the well-known
Concept Error Rate (CER), which is defined as the ratio of
the sum of deleted, inserted and confused concepts (not con-
cept tags), and the total number of concepts in all reference
strings. Substitutions, deletions and insertions are calculated us-
ing a Levenshtein-alignment between a hypothesis and a given
reference concept string. As already noted, NULL tokens are



Table 1: Statistics of the French, Polish and Italian SLU corpora.
training development evaluation

words concepts words concepts words concepts

French

# sentences 12,908 1,259 3,005
# tokens 94,466 43,078 10,849 4,705 25,606 11,383
# NULL tokens 32,580 11,442 4,157 1,372 9,040 2,999
vocabulary 2,210 99 838 66 1,276 78
# singletons 798 16 338 4 494 10
# OOV rate [%] – – 1.33 0.02 1.39 0.04

Polish

# sentences 8,341 2,053 2,081
# tokens 53,418 28,157 13,405 7,160 13,806 7,490
# NULL tokens 21,973 9,811 5,680 2,384 5,743 2,486
vocabulary 4,081 195 2,028 157 2,057 159
# singletons 1,818 19 1,119 23 1,113 28
# OOV rate [%] – – 4.95 0.13 4.96 0.11

Italian

# sentences 1,019 373 –
# tokens 8,512 4,742 2,888 1,621 – –
# NULL tokens 3,777 1,855 1,294 637 – –
vocabulary 1,172 34 636 30 – –
# singletons 560 2 313 1 – –
# OOV rate [%] – – 6.48 0.06 – –

deleted from hypothesis and reference transcription before scor-
ing. Regularization and feature selection were optimized on
the development sets using the standard training criterion (cf.
Equation 2). For all reported experiments, only attribute name
extraction is considered.

Regularization Two regularization variants L2-norm and L1-
norm are widely used with CRFs. Both were tested on the
French MEDIA corpus, resulting in lower error rates for the
L2-norm regularization (CER of 13.1% on the development set
versus a CER of 13.5% for L1-norm; see Figure 2).

Based on the results on the French MEDIA corpus, only
L2-norm regularization was optimized for the Polish and Italian
corpora. Variations in the concept error rate are only significant,
when changing the regularization parameterC in an exponential
manner. Evaluating the range from 2−11 to 20 resulted in C =
2−3, C = 2−6, and C = 2−8 with a CER on the development
set of 13.1%, 25.7%, and 22.1% for French, Polish, and Italian
respectively (cf. Figure 2).

Since our modelling approach relies on a 1-to-1 mapping
between word and attribute name sequence, the attribute names
are usually broken down in “start” and “continue” tags. In gen-
eral during search, CRFs permit an attribute name tag sequence
start A A B, which can not be seen in training, since it con-
flicts with the start tag rule. The correct sequence would have
been start A A start B. This problem can be solved by
either interpreting a transition A→B as A→start B or reduc-
ing the search space by all conflicting transitions like A→B.
On all three corpora better results were obtained for a range
of regularization parameters by interpreting a transition A→B
as A→start B. E.g. for the Italian corpus, the CER on the
development set increases from 22.1% to 22.6%, if the search
space is reduced.

Feature Selection The feature build up was done in three
steps: First, the window size of lexical features was optimized.
Second, prefix, suffix and capitalization features were opti-
mized independently in addition to the lexical and transition
features. Prefix and Suffix lengths have been tested by incre-
mentally increasing their length and always including smaller
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Figure 2: Regularization versus concept error rate for the vari-
ous corpora. For the French MEDIA corpus, L1-norm regular-
ization is given in addition to L2-norm regularization.

prefixes/suffixes. Finally, the best feature sets were combined
in the order of their independent performance. Since extraction
of prefixes and suffixes is not meaningful for all languages, it is
possible that they do not help to obtain a better performance. In
these cases they were not included in the feature build-up.

On all corpora a small window size on the input words was
sufficient. Using more than one successor word and more than
two predecessors did not result in a better error rate. Using
word part features reduced the error rate about 11% in average
across languages. An overview of the tagging results for each
optimization step is presented in Table 2.

Improved Training Criteria The different variants of the
standard training criterion for CRFs (’log’) were tested on the
three tasks described in Section 3. All setups were optimized
from scratch. The experimental results are summarized in Ta-
ble 3. The experiments based on the power approximation in
Equation (3) (’power approx.’) suggest that robustness is not an



Table 2: Concept Error Rates (CER) (attribute name extraction)
for various feature settings (build-up) on the DEV and EVA cor-
pora for French, Polish and Italian.

CER [%]
features [window] DEV EVA

French
lexical [-1..1] + concepts[-1] 13.1 12.3

+capitalization 13.0 12.0
+prefixes [1..4] 12.8 11.5

Polish
lexical [-1..1] + concepts[-1] 25.7 26.1

+prefixes [1..4] 22.8 23.5
+suffixes [1..4] 22.0 22.7

+capitalization 21.8 22.6

Italian
lexical [-2..1] + concepts[-1] 21.5 –

+prefixes [1..6] 19.7 –
+suffixes [1..5] 18.6 –

Table 3: Concept Error Rates (CER) (attribute name extraction)
for various training criteria on the French, Polish and Italian
DEV and EVA corpora.

French Polish Italian
training criterion DEV EVA DEV EVA DEV
log 12.8 11.5 21.8 22.6 18.6
power approx. 12.8 11.3 21.8 22.5 18.9
margin & log 12.5 10.6 21.1 21.5 17.8
margin & power 12.3 10.7 21.1 21.6 18.3

issue for these three corpora, probably because of the careful
transcriptions of the data. The incorporation of a margin term
into the standard criterion (’margin & log’) leads to consistent
improvements, in particular on the independent evaluation cor-
pora. The Polish task benefits least from the margin term. This
might be due to the increased confusability caused by the sig-
nificantly larger vocabulary compared with the other two tasks.
For numerical reasons and similar to SVMs, the margin param-
eter ρ was set to unity and only the regularization constant was
tuned. The optimum regularization constant for the margin-
based training criteria tended to be smaller than for the corre-
sponding training criterion without margin, for all tasks around
0.1, cf. Figure 2. Combining the power approximation with
the margin concept (’margin & power’), again does not help. In
some cases, it even leads to worse error rates. An explanation
for this observation might be that in contrast to the log-based
criteria, the criteria based on the power approximation are non-
convex and thus, can get stuck in spurious local optima.

5. Conclusion and Outlook
In this paper, we have presented state-of-the-art concept tag-
ging results on three corpora in the languages French, Italian
and Polish using statistical models based on CRFs. Modifica-
tion to the classical training criterion have been investigated
leading to improved concept error rates on two of the three
tasks. For the French MEDIA corpus, the best result for the
“relaxed-simplified” condition could be improved by 5% rela-
tively. The effect of the regularization parameter on the CER
has been shown as well as the differences in the feature selec-
tion process leading to optimal results for all languages.

Until now, we apply the modified training criteria after op-
timizing the feature functions using the classical MMI criterion.
It is still an open question if the optimal set of feature functions
may vary with the modifications of the training criterion. Cur-
rently, the input for our experiments are manual transcriptions

of the original recordings. Since in a deployed SLU system,
usually an ASR system is applied which introduces a certain
kind of errors, it would be interesting to investigate the influ-
ence of the erroneous input on the robustness and quality of the
tagging systems across languages.
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