
Lehrstuhl für Bildverarbeitung

Institute of Imaging & Computer Vision

Approaches for High-Speed Melt Pool
Detection in Laser Welding Applications

Nicolaj C. Stache∗, Henrik Zimmer∗, Jens Gedicke#, Boris
Regaard#, Alexander Olowinsky#, Achim Knepper∗, and Til Aach∗

∗Institute of Imaging and Computer Vision
RWTH Aachen University, 52056 Aachen, Germany

tel: +49 241 80 27860, fax: +49 241 80 22200
web: www.lfb.rwth-aachen.de

#Fraunhofer Institut für Lasertechnik,
Steinbachstr. 15, D-52074 Aachen, Germany

phone: + (49) 241 89060, fax: + (49) 241 8906121
web: www.ilt.fraunhofer.de

in: Vision, Modeling, and Visualization (VMV) 2006. See also BIBTEX entry below.

BIBTEX:

@inproceedings{STA06b,
author = {Nicolaj C. Stache and Henrik Zimmer and Jens Gedicke and Boris

Regaard and Alexander Olowinsky and Achim Knepper and Til Aach},
title = {Approaches for High-Speed Melt Pool Detection in Laser

Welding Applications},
booktitle = {Vision, Modeling, and Visualization (VMV) 2006},
address = {Aachen},
month = {November 22-24},
year = {2006},
pages = {217--224}}

This material is presented to ensure timely dissemination of scholarly and tech-
nical work. Copyright and all rights therein are retained by authors or by other
copyright holders. All persons copying this information are expected to adhere to
the terms and constraints invoked by each author’s copyright. These works may
not be reposted without the explicit permission of the copyright holder.

document created on: June 15, 2007
created from file:Laser7deckbl.tex
cover page automatically created withCoverPage.sty
(available at your favourite CTAN mirror)

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Publikationsserver der RWTH Aachen University

https://core.ac.uk/display/36477405?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


Approaches for High-Speed Melt Pool Detection
in Laser Welding Applications

Nicolaj C. Stache∗, Henrik Zimmer∗, Jens Gedicke#, Boris Regaard#, Alexander Olowinsky#,
Achim Knepper∗, and Til Aach∗

∗Institute of Imaging and Computer Vision, RWTH Aachen University, D-52056 Aachen, Germany
phone: + (49) 241 8027860, fax: + (49) 241 8022200

Email: {Stache, Zimmer, Knepper, Aach}@lfb.rwth-aachen.de
#Fraunhofer Institut für Lasertechnik, Steinbachstr. 15,D-52074 Aachen, Germany

phone: + (49) 241 89060, fax: + (49) 241 8906121
Email: info@ilt.fraunhofer.de

Abstract

In this paper several approaches for the detection
of the melt pool circle (i.e. its position and radius)
in laser welding applications are described. In-
stead of indirectly examining the evolution of the
melt pool via the radiation of plasma that is gen-
erated during the welding process, we use a direct
view onto the melt pool that is possible in a narrow
wavelength band with a coaxial aligned high speed
CMOS imaging sensor. Since visual inspection is
often a bottleneck in mass production, we focus on
high speed approaches that enable real-time moni-
toring of the melt pool parameters.

1 Introduction

Only a short time after its discovery in 1961, lasers
were tried for use in material processing. The
main advantage compared to conventional methods
for material processing is that no mechanical
contact to the workpiece is necessary. Another
benefit especially for welding is that a very narrow
but deep weld seam in combination with a high
welding speed can be achieved, making both high
accuracy and high performance possible [4, 1].
Thanks to that, a wide area of industrial and
medical applications stands open to use of lasers:
Conventional welding processes were increasingly
substituted by laser welding and new applications
became possible with lasers.
Examples for applications of laser welding are
found in the automotive industry where a reduction
of weight in combination with an increase of

stability could be achieved with the use of laser
cut and laser welded tailored blanks. Another field
of application is precision engineering, where the
demand of high accuracy and narrow seams make
the use of lasers vital.
The principle of a laser welding process is shown
in Figure 1: The beam is focussed to a point with a
radius of a few tenths of a millimetre. A resulting
intensity of 106 W/cm2 evaporates the material
and builds a capillary – the so called keyhole. Due
to that keyhole, the beam can penetrate deeper into
the workpiece and achieves particularly deep and
narrow seams [1].
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Figure 1: Principle of laser beam welding

However, laser welding is a very complex and
highly dynamic process and is thus vulnerable to
process errors. To maintain the exactness in com-
bination with a high productivity it is indispensable
to accurately control the welding process.
There are several possibilities to monitor the



welding process in order to control it. Most of them
are based on the fact that plasma is generated when
the laser interacts with the material (see Figure 1).
The radiation of this laser induced plasma is
often measured with a spatially integrating photo
detector (usually a photo diode) with optical filters
to limit the detected radiation to a certain spectral
range. It contains much information about the laser,
the status of the material and the stability of the
welding process.
Since changes in the plasma may last only fractions
of a millisecond, the high achievable sampling rate
of simple photo detectors is beneficial. In recent
years an extended version of this approach became
common practise: The quality of the monitoring
results could be significantly increased by the use
of imaging systems with two-dimensional spatial
resolution [2, 8, 7].
Figure 2 shows a setup to monitor the laser welding
process with a high speed camera. Here, the optical
path of the camera runs coaxial to the path of
the laser radiation. This constellation is called
Coaxial Process Control(CPC). A dichroit that lets
the laser beam pass through but reflects radiation
(in a certain interval of wavelengths) for process
monitoring, directs the visual information onto the
camera. In this commonly used constellation the
camera captures the radiation of the plasma.
The melt pool is thus assessed only indirectly
through the plasma radiation. However, to accu-
rately measure the welding parameters such as
radius and position of the melt pool – the objective
of this contribution – a direct view of the melt pool
is needed.
Since the radiation of the plasma is quite low for
wavelengths between 800 nm and 850 nm, it is
possible to capture the melt pool instead of the
plasma using an illuminating light source with
wavelengths precisely in this interval. In this case
a beam splitter has to be placed in the path of the
camera to introduce the additional radiation. In
addition, a filter is placed in front of the camera
optics, which lets only wavelengths in the specified
interval of 800 nm to 850 nm pass, thus preventing
plasma radiation from reaching the camera. In-
stead, frames can be captured that show a direct
view onto the melt, without any influence of plasma
radiation [13]. The qualitative comparison between
an image without (Figure 3a) and with additional
illumination (Figure 3b) underlines the benefits of
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Figure 2: Process monitoring via CPC-system [9]

the direct view onto the melt pool.
We focus here on the high-speed detection of the

position and the radius of the melt pool. As already
mentioned, changes in the plasma may only last a
few fractions of a millisecond – this also applies to
the melt pool. The frame rate needed for melt pool
monitoring may therefore be as high as 5000 fps.
Although laser welding systems can currently not
be controlled at such short time intervals, the cycle
times for laser welding of about 250 milliseconds
still require that a processing speed of about 400 fps
be reached. In addition, the length of the laser
pulse – about several ten milliseconds – needs to
be counted from the point in time when the laser
actually starts to interact with the material, i.e., the
beginning of the melt pool formation. Detection
of this moment requires frame rates of 1000 fps
and more. Thus the demand of high speed melt
pool analysis may not be satisfied with standard
algorithms used in video processing.
The challenge here will be to find a method that
makes a good compromise between high speed and
robustness to sputter and noise.



(a) (b)

Figure 3: Images of a melt pool: via plasma radi-
ation without additional illumination (a), and with
additional illumination (b), where the plasma radi-
ation was filtered out. The melt pool appears as a
dark, disk-shaped region in cluttered background.

The paper is organized as follows: In section 2
a very robust but computationally relatively expen-
sive method is developed to detect the melt pool size
and position. In section 3 the method will be mod-
ified towards higher throughput. A comparison of
the two approaches is carried out in section 4. Con-
clusions are drawn in section 5.

2 Melt pool detection by fast correla-
tion

Figure 4 shows some typical samples of melt pool
evolution during a welding process. Two layers of
copper (type: K55, thickness top side: 0.2 mm, bot-
tom side: 0.6 mm) were welded with a Nd:YAG
laser with 1.4 kW and a pulse length of 20 ms. The
diameter of the focal point is 0.3 mm and the field
of view covers 0.8× 0.8 mm2. The sequence is
recorded with a high speed camera with 128×128
pixels at 5000 frames per second, the scene is il-
luminated with a diode laser with a wavelength of
λ = 830 nm.

(a) (b) (c) (d)

15 33 46 50frame:

Figure 4: Melt pool evolution in a welding process

Evidently, in Figure 4(a) the shape of the melt
pool is well approximated by a dark circular disk on
irregular bright background. Towards higher frame

numbers (Figure 4(b) – (d)) the diameter of the melt
pool increases and its shape becomes more irregular
due to sputter and the strong movement in the melt
as a result of thermal processes [12]. Furthermore,
bright reflections occur in the melt.
The detection of the melt pool parameters radius
and position should be done without being influ-
enced by reflections or sputters, i.e. sputters should
not count as melt pool area. Thus, an approach to
simply detect the size of the dark area may not be
applicable.
An alternative is the use of the Hough transform [5,
6] to detect the circular disk of the melt pool. The
advantage is that the Hough transform can be used
to directly find the parameters of shapes that may
have regular boundings, such as circles. Thus it
can easily distinguish between clutter, like circles
induced from sputter, and the circle belonging to
the melt pool using prior knowledge about radius
and position. A major drawback is that the classi-
cal Hough transform is computationally expensive:
First, the image has to be prefiltered to find edges,
then the accumulator has to be filled and the maxi-
mum for the best fit has to be found. The high com-
putational effort of this brute force approach rela-
tive to the high demand on high throughput make
the use of the Hough transform impractical.
Thus a method has to be developed that is as robust
as the Hough transform but requires less computa-
tional effort. For reason of efficiency, the new ap-
proach should work without previous filtering such
as edge detection. With respect to the reflections
in the melt pool and the noisy background the new
approach should be based on spatial integration to
achieve high robustness. One possibility to meet
these requirements is as follows:
Each captured frame is matched to a set of idealized
binary prototype melt pool images with varied but
defined parameters. The best match then leads di-
rectly to the sought parameters. This procedure is
very similar to cross correlation computation [10],

rxy(k) =
∑

n

x(n) · y(n + k) (1)

whererxy(k) denotes the cross correlation function
of two image signalsx, y ∈ R

2 over shiftk. The
maximum ofrxy(k) specifies the position where
both signals are most similar – transferred to melt
pool images, this straightforward form of cross cor-
relation determines where a given melt pool proto-
type with a specified radius fits best to a live frame.
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Figure 5: Diagram of robust melt pool detection

To also determine the melt pool prototype with the
best fitting radius, we subtract the mean values from
both the live and prototype images. The pointwise
multiplication of live image and prototype in (1)
then yields the more positive coefficients, the bet-
ter the fit between live image and prototype. The
algorithm is depicted in Figure 5.
For reasons of clarity, only one-dimensional sig-
nals (in this case slices through the image’s centre)
are depicted. The generation of the melt pool pro-
totypes is done offline before the welding process
starts; optionally, these may be normalized to range
between[−1, 1]. First, the mean value is subtracted
from the frame to be analyzed. The frame to be an-
alyzed is then multiplied pixelwise with each proto-
type and summed up. In the last step, the best-fitting
prototype is found as the one maximizing the sum.
The computational effort of the described approach

mainly depends on the number of comparisons or
correlation computations that have to be carried out
to determine the melt pool parameters. Hence, it is

(a) (b) (c) (d)

15 33 46 50frame:

Figure 6: Melt pool peripheries detected by fast cor-
relation.

reasonable to reduce the amount of comparisons by
exploiting prior knowledge of the process. One as-
pect is that the variation of the melt pool position
between two frames is rather low. Another aspect
is that the melt pool circle generally increases dur-
ing the welding process. Compared to a full search,
the number of correlation computations can thus be
reduced by limiting the search for both radius and
position of the melt pool in a new frame to small in-
tervals around their values in the previous frame. As
an example, limiting this range to±8 pixels for the
position and to -5. . . +20 pixels for the radius im-
plies 7514 correlation computations instead of over
2.6 million for a full search. Figure 6 shows the
results obtained with these assumptions. The white
circles fit well to the periphery of the melt pool. The
detection speed can be increased even further when
the number of comparisons decreases as shown in
section 4. Actually, 200 comparisons suffice when
a smooth reaction to changes is desired. In this case
a frame rate of 9.2 fps can be achieved with a 3 GHz
personal computer and compiled Matlab code. Fur-
ther opportunities for speed up, such as multi-scale
approaches or gradient based search is part of our
current work.

3 Melt pool detection by fast bound-
ary point analysis

In section 2 a robust method that obtains good
results for circle fitting was introduced. However,
for applications with short cycle times its pro-
cessing speed on a standard personal computer is
by far not sufficient. One approach for speed up
was the use of prior knowledge that has helped to
reduce the number of comparisons or correlation
computations to the set of melt pool prototypes.
Another aspect of prior knowledge has been
ignored up to now: Since we have knowledge of
the sought shape this information could be used to



reduce computational effort, too.
To fully describe a circle, three known points lying
on its periphery suffice. Thus, for a complete
analysis of the melt pool the analysis of three
regions is sufficient.
One approach to determine the sought parameters
is to simply sum up the pixel values in each region
and to infer from that sum and the regions’ position
the radius and location of the melt pool. The
advantage of this method is its low complexity and
low computational effort. The major drawback
making it impractical for use is that it depends
strongly on the actual grey levels of melt pool and
background, which are unknown and may vary.
While the influence of this effect could be mitigated
by binarizing the image, the threshold itself would
also be highly dependent on the material colour and
lighting, thus only shifting the problem.

One solution of that problem is given by the
approach in section 2: Since we just seek to lo-
cate three points defining the circle’s periphery, it
suffices to apply one-dimensional versions of the
above correlation in small regions through which
the circle can be expected to pass.
Figure 7 illustrates this for the case of using four
regions: It schematically shows an image of a melt
pool after subtraction of its mean and grey level nor-
malization, and with a coordinate system centred in
the image centre. The four mentioned regions de-
noted by N, S, E, W cover a line of one pixel width
from the centre to the edge of the image; the as-
signed counts are the (unknown) numbers of melt
pool pixels in each region.
To determine the numbers of melt pool pixels in
each region, only four one dimensional correlations
have to be computed: An efficient method for im-
plementation is shown exemplarily for the regions
E and S in Figure 7. First, the line shaped region
with the lengthn is replicated within a(n + 1)× n
matrix. Then it is multiplied component-wise with a
previously generated triangular matrix composed of
one-dimensional prototype slices through the melt
pool. Subsequently, we calculate row-wise sums.
The position-index of the maximum entry in the
sum vector is identical to the number of melt pool
pixels plus one in this region.
Thus, for each region the position of the melt pool
boundary can be determined – that means the con-
stellation in Figure 7 provides four points for circle
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Figure 7: Fast boundary point analysis using corre-
lation of small regions N, S, E, W with a triangular
matrix (i.e. a set of steps)

detection.
The next step is to compute the circle centre and

radius from its detected boundary points. In this pa-
per two alternative possibilities will be discussed:
The direct algebraic calculation of one circle from
the melt pool points and alternatively, a method to
fit one circle to the detected points using a least
squares approach.

Direct algebraic calculation Considering the ex-
ample given in Figure 7, four periphery points N, S,
E, W are used to characterize the melt pool circle
– so 4 combinations (NSW, NSE, NEW, and SEW)
are possible to determine the melt pool parameters.
In general, the number of combinationsc may be
calculated form available points on the periphery
as [11]

c =

(

m

3

)

. (2)



NSW NSE NEW SEW
N N W W
S S E E
W -E N -S
x x y y
y y x x
r r r r

Table 1: Interchange-scheme

For a given combination, say NSW, the melt pool
parameters (x, y, r) may be calculated as follows
with respect to the centre of the image:

r =
1

2

√

N2 + S2 + W2 +
(

N · S
W

)2

(3)

x = ±

√

r2 −
(

N + S
2

)2

(4)

y =
N − S

2
(5)

The ambiguity in (4) can be resolved by comparing
W andr: if W is greater thanr, x is negative, oth-
erwisex is positive.
For the other combinations circles can be computed
simply using equations (3)–(5) but the variables
have to be interchanged as shown in Table 1.

In idealized melt pool images the calculation of
circles from different combinations of periphery
points should yield identical results. Real sequences
are afflicted with sputter, reflections in the melt and
noise so the computed circles may differ. Hence the
best fitting circle has to be picked. For this selec-
tion many procedures are possible: One method is
to consider the circles in the parameter space to find
the best fit: a straightforward approach is to pick the
circle that has the smallest Euclidean distance to the
circle determined in the previous frame. Section 4
shows some results obtained with this method. An
alternative to find the optimal parameters is to com-
pare the circles based on correlations of melt pool
prototypes to the whole image as described in sec-
tion 2. Combinations with a least-squares approach
or the use of a predictor are promising, too. A de-
tailed comparison of that methods will be part of
our future work.

Least squares approach Another possibility to
directly use the four determined points of the cir-
cle’s boundary line is least-squares fitting of the al-

gebraic distance as proposed in [3]. Starting from
the representation of a circle in the plane

axT
x + b

T
x + c = 0 , (6)

wherea 6= 0 andx,b ∈ R
2 the equation may be

transformed to
(

x1 +
b1

2a

)2

+
(

x2 +
b2

2a

)2

=
‖b‖2

4a2
−

c

a
(7)

and thus yielding centre and radius:

z = (z1, z2) =
(

−
b1

2a
,−

b2

2a

)

(8)

r =

√

‖b‖2

4a2
−

c

a
. (9)

The coefficientsa, b andc are computed from the
detected periphery points. If we insert these coordi-
nates in (6) we obtain a linear system of equations
Bu = 0 with

B =







x2
11 + x2

12 x11 x12 1
...

...
...

...
x2

m1 + x2
m2 xm1 xm2 1






(10)

andu = (a, b1, b2, c)
T . In addition, we use the

constraint‖u‖ = 1 to prevent obtaining the trivial
solution. This leads to a standard problem‖Bu‖ =
min subject to‖u‖ = 1 that is equivalent to finding
the right singular vector associated with the small-
est singular value ofB. As mentioned above, we
use the minimization of the algebraic distance for
least squares fitting. The advantage of this approach
is its simplicity compared to minimizing the geo-
metric distance that has to be done iteratively. In
general the disadvantage is the uncertainty to what
is minimized in geometrical sense (e.g. curvature
bias) [3, 14].
In our application, however, of circle fitting to pe-
riphery points detected in reasonably spread re-
gions, experiments have shown good results by
minimizing the algebraic distance.

4 Results

This section illustrates the performance of the three
discussed methods and hints at problems that may
occur in practice. Figure 8 shows some results for
the images in Figure 4 obtained with different meth-
ods: #1 is the approach proposed in section 2 with



a set of 200 comparisons or correlation computa-
tions for each frame. The results are almost identi-
cal to those with 7514 correlation computations but
the computed circle needs several frames to follow
heavy jumps in radius or position. Thus a kind of
“slope overload” results from too small the parame-
ter search ranges. Compared to the other images the
results obtained with this approach look best and the
radii are closest to ground truth (see Figure 9) but
unfortunately, the frame rate is only 9.2 fps as dis-
cussed.
The second method #2 – introduced in section 3 –
calculates 4 circles using the periphery points N, S,
E, W and picks the circle that is closest in param-
eter space to the previously determined one. The
computational effort is quite low; frame rates of
about 2100 fps can be realized with a standard PC
and compiled Matlab code. In direct implementa-
tion in C++ or Assembler, an additional speed up
is expected. As shown in Figure 9, this approach
exhibits stronger deviations to ground truth towards
higher frame numbers. Methods #2 and #3 are more
vulnerable to clutter because the size of integration
(i.e. the size of the regions within which periphery
points are sought) is relatively small compared to
method #1 where it covers the whole image, thus
reducing the strong influence of clutter such as melt
pool reflections. Furthermore the selection rule in
method #2 is vulnerable to error propagation. If
one circle detection is disturbed e.g. by melt pool
reflections, in the next frame a circle is chosen that
is most similar to the previously detected erroneous
result. In general, method #3 shows better results at
high frame rates of about 1600 fps, only a few radii
are erroneous due to melt pool reflections.
To improve robustness of methods #2 and #3, it is
recommended to make the methods insensitive to
melt pool reflections e.g. by use of prior knowl-
edge (predictor) or temporal median filtering. An-
other approach we will examine in near future is
the use of more regions across the circle periph-
ery to increase robustness and to find out which one
of the extended approaches forms the best compro-
mise between detection speed and robustness.

5 Conclusions

In this paper mainly three procedures were dis-
cussed to estimate the melt pool parameters size
and position: A robust method where each captured

(a) (b) (c) (d)
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Figure 8: Melt pool circles obtained with three dif-
ferent methods:
#1: comparison to a set of melt pool proto-
types (section 2) 9.2 fps, #2: periphery-point based
method: pick the circle that has the smallest
Euclidean distance to the previous picked one,
2177.5 fps, #3: periphery-point based method: min-
imize the algebraic distance – least squares ap-
proach, 1595.3 fps
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Figure 9: Determined radii (sequence from Fig-
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to Figure 8, RMSE: Root Mean Squared Error in
pixels.



frame is compared with a set of melt pool proto-
types, and two methods exploiting the fact that the
melt pool circle may be computed from at least 3
known boundary points. The major challenges for
the detection were the high frame rates and the de-
sired robustness to noise, sputter and discontinuities
in the melt pool’s boundary.
Experiments have shown that processing at high
frame rates such as 2100 fps for melt pool detec-
tion are possible even with a standard personal com-
puter and compiled Matlab code. Further speed up
is expected with the direct implementation in C++
or Assembler and will be part of our future work.
It is expected that detection speed will be sufficient
to allow online-control of the laser welding process
with the detection of melt pool radius and position
at even highest cycle times in near future.
Another aspect of our future research will be the
examination of different approaches to increase ro-
bustness, such as the use of more boundary regions
or the suppression of sputter and melt pool reflec-
tions. Furthermore a detailed comparison of the dif-
ferent approaches will be carried out in near future.
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