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1 IntroductionSign languages, although di�erent in form, serve the same functions as a spoken language. They are naturallanguages which are used by many deaf people all over the world, e.g., GSL (German Sign Language) in Germanyor ASL (American Sign Language) in the United States. As a minority community, with limited access to heardspeech, deaf people rely on the relatively small numbers of hearing people who learn sign language, to be theirinterpreters. Since sign languages have di�erent grammatical structures to European spoken languages translationis a problem in most contexts without provision of highly trained interpreters. Yet advances in linguistic researchon sign languages and in new statistical methods in the �eld of machine translation o�er models of the way inwhich the languages work and o�er for the �rst time, the possibility that automated language translation asapplied to spoken and written languages may be applied to sign language. The development of a system fortranslating sign language into spoken language would be of great help for deaf as well as hearing people.This paper outlines a system design for an automatic translation system sign-to-text, that is composed of avideo-based continuous sign language recognition tool and a statistical translation tool translating sequences ofsigns into natural text.1.1 Related WorkThis section describes a system which is concerned with the translation of japanese sign language. It is not anaim of this section to describe other sign language recognition systems, i.e. [7] [11] [13].The dialogue system of [6] for Japanese Sign Language is based on a sign sentence recognition tool for 38 signs.Additional main modules of the system are: sign-language synthesis, and dialogue control. For the recognitionpart a stereo camera and a pair of colored gloves to track the three-dimensional movements of the signer isemployed. The sentences are signed with additional pauses between all signs. The translation is achieved by a setof limited standard sentences, which are de�ned in a developed lexicon. For the sign-language synthesis signermotion data is used. A commercial optical motion capture system and a pair of data-gloves are used to obtainmotion data. The dialogue control module makes all modules work together to accomplish a simple \ask-answer"dialogue. The treatment of occured errors is not possible.1.2 Theory of Hidden Markov ModelsThis section brie
y discusses the theory of Hidden Markov Models (HMMs). A more detailed description ofthis topic can be found in [9, 10].Given a set of N states si we can describe the transitions from one state to another at each time step t as astochastic process. Assuming that the state-transition probability aij from state si to state sj only depends onpreceding states, we call this process a Markov chain. The further assumption, that the actual transition onlydepends on the very preceding state leads to a �rst order Markov chain. We can now de�ne a second stochasticprocess that produces at each time step t symbol vectors x. The output probability of a vector x only dependson the actual state, but not on the way the state was reached. The output probability density bi(x) for vector xat state si can either be discrete or continuous. This double stochastic process is called a HMM.In our approach each sign is modelled with one HMM. Figure 1 illustrates the modelling of a sequence ofcontinuous signs with one HMM for each sign.The �rst row of the �gure shows two images of the sign DAS, four images of the sign WIEVIEL and threeimages of the sign KOSTEN as recorded by the video camera. For each image a feature vector X is calculated.The sequence of feature vectors represents the observation sequence O. The order of visited states forms the statesequence. With Bakis topology for each HMM, the system is able to compensate di�erent speeds of signing. Aninitial state of a sign can only be reached from the last state of a previous model.1.3 The Statistical Approach to TranslationThe goal is the translation of an input sentence given in some source language into a target language. We aregiven a source string fJ1 = f1:::fj :::fJ , which is to be translated into a target string eI1 = e1:::ei:::eI : Among allpossible target strings, we will choose the string with the highest probability which is given by Bayes' decisionrule [3]: �Iopt; êIopt1 � = argmaxI;eI1 �Pr(eI1)�Pr(fJ1 jeI1)	 : (1)Pr(eI1) is the language model (LM) of the target language, whereas Pr(fJ1 jeI1) is the translation model. Theargmax operation denotes the search problem, i.e. the generation of the output sentence in the target language.
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Figure 1: Image sequence of the sentence DAS WIEVIEL KOSTEN (`How much does that cost?'). Modellingeach sign of the sentence with one Bakis-HMM.The overall architecture of the statistical translation approach is summarized in Fig. 2.
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Inserting this into (2), we get Pr(fJ1 jeI1) = p(J jI) JYj=1 IXi=1 p(ijj; J; I) � p(fj jei) (4)with the following components: the sentence length probability p(J jI), the alignment probability p(ijj; J; I) andthe lexicon probability p(f je).All these probabilities are estimated fully automatically from huge corpora of parallel texts.The decoder used in the translation tool is based on Dynamic Programming with sequential expansion of theoutput sequence, as described in [8].2 Approach to Sign Language Translation SystemIn the previous section, the basic theory for both modules, the recognition part and the translation part, hasbeen introduced. This section details the approach of an automatic translation system composed of the twoseperated modules. The general idea of the translation system is illustrated in �gure 3.
Figure 3: Components of the video-based continuous sign language translation systemSign languages are visual languages and they can be characterised by manual (handshape, handorientation,location, motion) and non-manual (trunk, head, gaze, facial expression, mouth) parameters [2]. One-handedand two-handed signs are used. For one-handed signs only the so called dominant hand performs the sign. Fortwo-handed signs both hands of the signer make the sign (symmetrical/non-symmetrical); the second hand iscalled non-dominant hand.After recording, the sequence of input images is digitised and segmented. In the next processing step featuresregarding size, shape and position of the �ngers, hands and body of the signer are calculated. Using this informa-tion a feature vector is built that re
ects the manual sign parameters. Manual sign parameters are for example:relative position of the dominant and non-dominant hand, the size of of each �nger, as well as palm and back ofthe dominant hand and the total size of the non-dominant hand.These vectors serves as input for the sign language recognition system. Classi�cation is performed by usingHMMs. For both, training and recognition, feature vectors must be extracted from each video frame and inputinto the HMM. After the classi�cation of the continuous signed sentence, the stream of recognised signs is inputtedinto the translation tool. Here, this stream is converted into a meaningful sentence of spoken language with aproper grammatical structure. It is not mandatory to have the same spoken as signed language. Since thetranslation tool is based on statistical methods a translation i.e. from German Sign Language into english isthinkable. Here, all sentences to be translated are not restricted and do not have to be de�ned in advance in adeveloped dictionary, such as the dialogue system for japanese sign language of Lu [6].3 Evaluation of the SystemUp to date the complete translation system is not yet tested. Results exist for both modules separately, thevideo-based continuous sign language recognition tool and the translation tool applied to three di�erent translationtasks of variable complexity.



3.1 Experiments for the recognition toolThe vocabulary of the sign database consists of 100 signs representing di�erent word types, such as nouns,verbs, adjectives, etc. The signs were chosen from the domain Shopping at the Supermarket. Since a critical issuein HMM-based language recognition systems is training data, we collected 6 hours of training and 1 hours of testdata on a video tape. The system is trained and tested by one person. The native language of the signing personis german. The person is working as an interpreter for GSL and therefore did not learn the signs explicitely forthis task.Preparing the training set, we focused on the construction of sign sentences with di�erent sign order. It isimportant to mention that the independent test set includes sign successions which are not part of the trainingset. No intentional pauses are placed between signs within a sentence, but the sentences themselves are separated.Constraints regarding a speci�c sentence structure are not allowed. The avoidance of minimal pairs is not anaim. A minimal pair is a pair of signs that di�er in only one parameter [12]. All sentences of the sign databaseare meaningful and grammatically well-formed. Each sentence ranges from two to nine signs in length [1].The experiments carried out are based on signer-dependent recognition. The sign recognition results areillustrated in table 1. Table 1: Sign accuracy for di�erents vocabulariesVocabulary Accuracy52 Signs 94.0 %100 Signs 91.6 %As can be seen from table 1, sign accuracy is ranging from 91:6% to 94:0% depending on the size of thevocabulary.Analysing the results, it can be stated that the system is able to recognise continuous sign language. Consideringa lexicon of 100 signs the system achieves an accuracy of 91:6%. Looking closer at the results it is obvious thatthe system discriminates most of the minimal pairs. Another important aspect is the fact that the unseen signtransitions in the test set are recognised in a good manner. Furthermore, the achieved recognition performanceindicates that the system is able to handle the free order of signs within a sentence.3.2 Experiments for the translation toolBy the time of submission, the translation tool has not yet been tested on the output of the sign recognitiontool as input to the translation decoder. Results will be present by the time of the �nal submission of the cameraready version.There have been various experiments with di�erent complexity:The Feldmann-Corpus is very simple task. The input sentences are descriptions of geometrical scenes inSpanish. The input language vocabulary consists of 37 words. The output sentences are generated inEnglish using 28 di�erent words. Automatic translation is performed with 100% accuracy.The EuTrans-Corpus is a Spanish-to-English corpus of sentences from the touristic domain. Vocabulary sizesare 686 for the input language and 513 for the output language. Translation accuracy is 88%.The Verbmobil-Corpus is a German-to-English corpus with spoken dialogues from the appointment schedul-ing domain. Here, the syntactic structures of the sentences are highly variable due to e�ects of spontaneousspeech. The vocabulary is comparatively large (5936 words in German and 3505 words in English). Trans-lation accuracy drops to 47%.Comparing these results and given the vocabulary size of 100 di�erent sign identi�ers in the sign languagetranslation task, we expect the automatic translation tool to perform very well (i.e. accuracy better than 90%)on this task.



4 SummaryIn this paper we introduced two main modules to develop in the near future an automatic sign languagetranslation system. The HMM-based continuous sign language recognition system is equipped with a singlecolour video camera for image recording. The extracted sequence of feature vector re
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