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Abstract

Efficient and reliable communication is the key to enable multihop wireless networks
such as sensornets, meshnets and MANETSs. Unlike wired networks, communica-
tion links in wireless networks are highly dynamic and pose additional challenges.
Network protocols, besides establishing routing paths between two nodes, must over-
come link dynamics and the resulting shift in the network topology. Hence, we need
to develop efficient link estimation mechanisms, reliable routing algorithms, and sta-
ble addressing schemes to overcome these challenges inherent in wireless networks.

The prevalent approach today is to use routing techniques similar to those in wired
networks, such as tree construction: Link estimators identify neighbors with consis-
tently high quality links based on a certain cost metric. Routing protocols conserve
routing to a single path between two communication nodes by choosing the best se-
quence of nodes at each hop, as identified by the link estimator. In contrast, recent
studies on opportunistic routing schemes suggest that traditional routing may not
be the best approach in wireless networks because it leaves out a potentially large
set of neighbors with intermediate links offering significant routing progress. Fine-
grained analysis of link qualities reveals that such intermediate links are bursty, i.e.,
alternate between reliable and unreliable periods of transmission.

We propose unconventional yet efficient approaches of link estimation, routing and
addressing in multihop wireless networks to exploit wireless link dynamics instead
of bypassing them for the sake of stability and reliability. The goal is to maximize
routing performance parameters, such as transmission counts and throughput, by
exploiting the burstiness of wireless links while, at the same time, preserving the
stability and reliability of the existing mechanisms.

The contributions of this dissertation are manifold: Firstly, we develop relevant link
estimation metrics to estimate link burstiness and identify intermediate links that
can enhance the routing progress of a packet at each hop. Secondly, we propose
adaptive routing extensions that enables the inclusion of such long-range intermedi-
ate links into the routing process. Thirdly, we devise a resilient addressing scheme
to assign stable locations to nodes in challenging network conditions. Finally, we
develop an evaluation platform that allows us to evaluate our prototypes across dif-
ferent classes of wireless networks, such as sensornets and meshnets, using a single
implementation.

The dissertation primarily focuses on the network layer of the protocol stack. Al-
though the proposed approaches have a broader relevance in the wireless domain, the
design choices for our prototypes are tailored to sensornets — a notoriously difficult
class of multihop wireless networks. Our evaluation highlights the key achievements
of this work when compared to the state-of-the-art: The proposed metrics identify
bursty links in the network with high accuracy, the routing extensions reduce the
transmission count in the network by up to 40%, and the addressing scheme achieves
3-7 times more stable addressing even under challenging network conditions.



Zusammenfassung

Effiziente und verlassliche Kommunikation ist der Schliissel, um Multihopkommu-
nikation wie sensornets, meshnets und MANETSs zu ermoglichen. Im Gegensatz
zu kabelgebundenen Netzwerken sind die Kommunikationsverbindungen in kabel-
losen Netzen hochdynamisch und stellen weitere Herausforderungen dar. Netzw-
erkprotokolle miissen, neben der Vermittlung von Ende-zu-Ende Pfaden, auf diese
Verbin-dungsvariabilitit und die sich daraus ergebenden Anderungen der Netzw-
erktopologie reagieren. Folglich besteht ein Bedarf an effizienten Mechanismen zur
Schétzung von Verbindungsparametern, verlisslichen Routingmechanismen und sta-
bilen Adressier-ungsschemata, um diese inhérenten Herausforderungen kabelloser
Netzwerke anzugehen.

Heutige Ansétze verwenden dhnliche Techniken wie kabelgebundene Netzwerke, zum
Beispiel die Konstruktion von Bdumen: Verbindungsschétzer identifizieren Nach-
barn, die nach einer vorgegebenen Metrik eine konsistent hohe Qualitédt zeigen.
Routingprotokolle beschrinken sich bei der Wahl einer Route auf einen einzelnen
Pfad zwischen zwei Kommunikationsknoten, in dem sie bei jedem Schritt den nach
dem Verbindungsschétzer besten Knoten wahlen. Im Gegensatz dazu legen aktuelle
Studien opportunistischer Routingschemata nahe, dass traditionelle Routingmech-
anismen suboptimal arbeiten, da sie Verbindungen mittlerer Qualitéit, die einen
deutlich groBleren Pfadfortschritt ermoglichen wiirden, aussparen. Eine genauere
Untersuchung der Verbindungsparameter zeigt, dass diese Verbindungen mittlerer
Qualitat schubhaft sind, das heifit, dass sich Perioden verlésslicher mit Perioden
unzuverlissiger Ubertragung abwechseln.

In dieser Arbeit werden unkonventionelle aber effiziente Ansétze zur Verbindungss-
chiatzung, zum Routing und zur Adressierung in Multihop-Netzwerken vorgeschla-
gen, die diese Dynamik in kabellosen Netzwerken fiir sich nutzen, anstatt sie zum
Wohle von Pfadstabilitdt und Verlésslichkeit einzelner Verbindungen zu ignorieren.
Das Ziel ist, Routingperformanzmetriken wie die Zahl der Ubertragungen und den
Durchsatz zu maximieren, indem man die Schubhaftigkeit kabelloser Verbindungen
ausnutzt, wiahrend man gleichzeitig die Stabilitdt und Verlésslichkeit existierender
Ansétze erhilt.

Dieser Arbeit schlégt folgende Erweiterungen und Verbesserungen vor: Erstens wird
eine Verbindungsmetrik entwickelt, mit Hilfe derer sich die Schubhaftigkeit von
Verbindungen schétzen ldsst und diejenigen identifiziert werden konnen, welche bei
jedem Schritt den Pfadfortschritt verbessern kénnen. Zweitens wird eine adaptive
Routingerweiterung vorgeschlagen, die eine Miteinbeziehung dieser weitreichenden
aber nur schubhaft zur Verfiigung stehenden Verbindungen in bestehene Routing-
mechanismen ermoglicht. Drittens wird ein robustes Adressierungsschema vorgestellt,
um Knoten unter dynamischen Netzwerkbedingungen stabile Adressen zuweisen zu
konnen. Zuletzt wurde eine Evaluierungsplattform entwickelt, die es erlaubt, Pro-
totypen iiber verschiedene Klassen von kabellosen Netzwerken, wie sensornets und
meshnets, hinweg mit einer einzigen Implementierung zu untersuchen.

Der Fokus dieser Arbeit liegt primér auf der Netzwerkschicht des Protokollstapels.
Obgleich die vorgeschlagenen Ansitze eine breitere Relevanz in kabellosen Netzw-
erken haben, orientieren sich die Designentscheidungen an sensornets, welche fiir ihre
stringenten Herausforderungen bekannt sind. Unsere Evaluation hebt ein Schliissel-



ergebnis beim Vergleich dieser Arbeit mit dem aktuellen Stand der Technik heraus:
Die vorgeschlagenen Metriken identifizieren schubhaft verfiighare Verbindungen mit
hoher Genauigkeit, die Routingerweiterungen reduzieren die Zahl der Ubertragun-
gen um 40%, und das Adressierungsschema erreicht eine um 3 bis 7-fach stabilere
Adressierung selbst unter schwierigen und dynamischen Netzwerkbedingungen.
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Introduction

Wireless links vary significantly in their quality [ABB*04, CWPE05, CWK™05a].
Hence, unlike wired networks, the number of packets received by each neighboring
node depends upon the quality of the link between a node and its neighbor. Several
factors contribute to these variations among link qualities across a wireless network.
For example, physical distance between a node and its neighbor [ZG03, BLKWOS,
ALWBO08], environmental conditions [Rap01,PHO06], and the interference experienced
by each link from nearby networks operating in the same frequency range [HP09,
KHC09, QZW'07,Nic07]. These link variations are well understood at the physical
layer and have led to revolutionary developments in radio access technologies such
as cellular networks.

However, the network protocols that use wireless medium do not understand these
variations and cannot handle their implications [Sril0]. This is because these pro-
tocols are built on top of a link! abstraction which ignores the spatial and temporal
properties of links. Consequently, network protocols tend to overlook these varia-
tions by limiting communications to only high quality and stable links. For example,
routing protocols establish a tree based routing infrastructure where each node only
communicates with its parent — typically a neighboring node with the best link qual-
ity and minimum hop distance to the root. This results in (1) a stable and clear-cut
routing topology, (2) usage of short range links and little routing progress on each
hop, and (3) heavy utilization of the selected links. We believe that this is not
the optimal way to achieve multihop routing in a wireless network as it potentially
ignores very useful links.

Previous studies [ABB104, SKALO08,ZZHZ10] have shown that links follow certain
patterns in their quality variations, especially the links with intermediate quality.
For example, links show correlation in packet reception over time, i.e., they are
bursty. We believe that by exploiting the underlying patterns of link variations,
we can enable better utilization of links from routing perspective. This dissertation

'For simplicity, we use the term link as an abbreviation for wireless link throughout this dis-
sertation



2 1. Introduction

thus tries to explore these patterns, express them in the form of a protocol metric,
and exploit them by developing relevant protocol extensions.

1.1 Problem Statement

Achieving multihop communication in a wireless network deals with three different
mechanisms: (1) link estimation, (2) routing, and (3) addressing.

Link estimation is concerned with identifying high quality links within a node’s
one-hop neighborhood. These links are typically identified based on the long-term
success rate of a link collected over a time frame in the order of minutes (or even
hours) [BLKWO08]. Although, in good network conditions, this approach is useful in
maintaining a stable topology, this long term binding restricts a network in how well
it can adapt to link dynamics. Hence, state-of-the-art link estimators are maladap-
tive in their operation. For example, in a sparse network with low density of nodes,
a node might have no high-quality neighbor in its communication range, requiring a
mechanism to deal with unstable connectivity. Similarly, today’s link estimators are
pessimistic in their link selection: They prefer short-ranged high-quality links over
intermittently connected links that might reach farther into the network. Such links
could offer better routing progress and hence reduce the number of transmissions,
lower energy usage in the network, and increase throughput.

Routing protocols use link estimators to establish routing paths in the network that
span multiple hops. A straightforward mechanism is to establish a tree-like topol-
ogy by selecting the best quality link at each hop that minimizes the remaining
distance (in hops) to the destination. We refer to this approach as traditional rout-
ing throughout this dissertation. Similar to link estimation, stability prevails over
adaptability in today’s routing protocols [RSBA(07a]. It means that maintaining a
stable routing tree is the ultimate goal of the existing routing algorithms. Hence,
they are conservative in their path selection and only achieve suboptimal routing
progress at each hop [RSBAO7a,BM05a]. Their design is intentionally unable to re-
alize fluctuations in the link qualities over a routing path. This is why they employ
link estimators in the first place to identify long term stable links in the network.

Finally, an addressing scheme is required to achieve point to point communication
in a multihop wireless network. A common scheme is to assign virtual coordinates
to nodes: Construct multiple trees rooted at landmarks — designated nodes — and
determine a node’s location based on the vector of hop counts from a set of land-
marks. The main challenge in such tree based addressing and routing schemes is
that the changes at one node induce changes in all child nodes further down the tree.
Hence, in unstable conditions, such schemes suffer heavily from rapid topological
changes due to varying link conditions in the network. To cope with this challenge,
maintaining trees and virtual coordinates across the network which are particularly
consistent is understandably the main objective of these schemes. Therefore, they
willingly concede performance penalties to achieve this objective.



1.2. Observations 3

1.2 Observations

A key assumption that implicates the basic design philosophy of today’s wireless
network protocols is that packet reception and packet loss events over a link are
independent from each other [Sril0]. This relatively simple assumption has had a
major influence in setting the functional level details of the three different mecha-
nisms discussed in the previous section. For example, link estimators express the
quality of a link by taking a moving average over a link’s packet reception rates.
Hence, no consideration, whatsoever, is given to the correlated packet loss events.
This can be detrimental for the network performance if such loss events are relatively
longer and go unnoticed at the routing layer. Similarly, this assumption implies that
addressing and routing protocols cannot predict the fate of future transmissions over
a link based on its very recent transmission history. Hence, it compels these proto-
cols (1) to employ the naive method, i.e., use the best quality link at each hop, and
(2) to avoid quick adaptation to the underlying link conditions as it leads to typical
routing pathologies such as loops and network partitioning.

Our empirical observations contradict this assumption of independent packet losses
over a link and thereby undermines many of the design decisions of today’s routing
protocols. Table 1.1 presents our key observations that form the basis of the concepts
presented in this dissertation.

1.3 Major Contributions

While negating the underlying assumption of today’s routing infrastructure in wire-
less networks, the observations in Table 1.1 lead to an important conclusion: Inter-
mediate quality links are useful for enhancing the performance of today’s routing
protocols. However, the utility of such links for routing lies in three key questions:

e Can we define this correlation in packet reception over a link in terms of a
metric that can be calculated at runtime?

e Can such a metric be used by routing protocols to include links with correlated
packet reception (i.e., bursty links) for enhancing performance parameters,
such as throughput and number of transmissions, without compromising the
stringent stability and reliability requirements of today’s applications?

e Can we formulate an addressing scheme that allows for inclusion of such links
into the routing infrastructure while assigning stable locations to nodes?

This dissertation provides an affirmative answer to these questions by developing
relevant mechanisms for all the three levels of wireless routing infrastructure. More-
over, this dissertation also demonstrates the generality of the presented mechanisms
across multiple classes of wireless networks, such as IEEE 802.11 (Wi-Fi) and IEEE
802.15.4 (ZigBee).
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Empirical
observation
More than 60% of the
unused links in the net-
work offer better routing
progress than the links
used by routing protocols.

Comparison with
today’s assumptions
Today's routing protocol
only achieve suboptimal
performance in terms of
path stretch, i.e., number
of hops enroute to destina-

tion.

Implication on
dissertation concept
Using such links could
shorten the path stretch
and  thereby increase
throughput and reduce
the number of transmis-

sions.

More than 70% of these
unused links are bursty
— alternate between reli-
able and unreliable trans-
mission periods.

Packet loss events over a
link are not necessarily in-
dependent.

Such links can be used for
packet forwarding during
their reliable transmission
periods.

The probability of next
transmission being suc-
cessful over a link in-
creases with the number of
previous successful trans-
missions.

Protocols can predict,
with high probability, the
fate of future transmis-
sions over a link.

We can possibly identify
reliable transmission peri-
ods on a bursty link.

Due to unstable connec-
tivity, a node's distance
from a landmark vary sig-
nificantly over time.

Assigning a static, current
vector of hop counts leads
to unstable addressing.

We need to find a mecha-
nism that locates and ad-
dresses a node using vari-
ability patterns instead of

an absolute vector.

Table 1.1 Key observations and their implications on the concepts presented in this dis-
sertation. These observations are based on the empirical data collected from
widely used wireless testbeds such as MoteLab [WASWO05], Indriya [DCAQ9], Mi-
rage [CBAT05], TWIST [HKWWO06] and SWAN [Stal.

1.3.1 Link Estimation

The basic concept of our link estimation mechanism is to express the quality of a
link in terms of how bursty it is. For this purpose we introduce two link metrics:
First, we present MAC3 — Moving Average Conditional packet delivery function —
as a lightweight metric that estimates the burstiness of links based on the recent
delivery traces at runtime. MACj3 helps us in separating links that show correlated
packet reception (i.e., bursty links) from the links that do not. Second, we define
EFT — Ezxpected Future Transmissions — as a metric to estimate the duration for
which a bursty link remains reliable for transmission. EFT helps us in determining
if the reliable transmission periods over a link are large enough to be used for packet
forwarding. We also show that EFT is strongly correlated to MAC;. Both these
metrics are mandatory to determine whether or not an intermediate link is bene-
ficial to the overall routing performance. Finally, based on these two metrics, we
introduce a Bursty Link Estimator (BLE), derive requisite parameters for its usage,
and evaluate its efficacy in estimating intermediate links. Our results indicate that
BLE identifies bursty links in the network with high accuracy, hence paving the way
for such links to be included into the routing infrastructure.
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1.3.2 Routing

To effectively utilize BLE, we present Bursty Routing Extensions (BRE) that dy-
namically selects bursty links during the course of transmission. BRE describes a
mechanism to implicity changes a node’s parents without disrupting the underlying
routing topology. Our evaluation on widely used testbeds indicate that BRE achieves
an average of 19% and a maximum of 42% reduction in the number of transmissions
when compared to other state-of-the-art proposals. Moreover, we show that both
BLE and BRE are not tied to any specific routing protocol and integrate seamlessly
with existing routing protocols and link estimators.

1.3.3 Addressing

We present a new addressing scheme, named Probabilistic ADdressing (PAD), that
assigns probabilistic addresses to nodes. In PAD, a node learns from its past loca-
tions and calculates the probability distribution over its recent hop distances from
landmarks. This probability distribution is then used as an address of the node and
it incorporates all possible paths leading to landmarks. Hence, a node’s location is
defined in terms of the probability that it exists in a certain location and remains
independent from the packet loss at shorter time scales. All other nodes in the
network predict the current location of a node in its distribution. Our evaluation
shows that PAD requires 3-7 times fewer address changes and even a simple routing
strategy over PAD reduces the number of transmissions in the network by 26%.

1.3.4 W.i-Fi Evaluation

Finally, we show that the utility of BLE, BRE and PAD is not limited to any spe-
cific class of wireless network. Although our detailed protocol evaluation targets
sensornets — a notoriously difficult class of wireless mesh networks — we prove the
generality of our mechanisms by evaluating them across multiple classes of wireless
networks. However, our goal is to avoid tedious re-implementation required to run
protocols in different classes of wireless networks due to the lack of an integrated
development environment. This typically restrict the developers to explore the fea-
sibility of their protocols in only one class of wireless network and implicitly assume
their applicability in the other [AKLT10, AWK ™" 11a].

To this end, we introduce TinyWifi, a platform for executing native sensornets pro-
tocols on Linux-driven wireless devices. TinyWifi builds on nesC [GLvB*03a] code
base that abstracts from TinyOS [LMGT04] and enables the execution of nesC-
based protocols in Linux. Using TinyWifi as an evaluation and runtime platform,
we demonstrate the superior performance of BRE, and PAD in IEEE 802.11 based
networks as well.

1.4 Limitations

This dissertation also highlights the limitations of the proposed mechanisms. For
example, BRE assumes dense deployments where a node has many neighbors to
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choose from. Higher density of nodes increases the probability of finding a neigh-
boring node with bursty link that offers better routing progress. Similarly, packet
transmission rates also play a crucial role in determining the performance of BRE.
This is because sending packets at higher rates over bursty links maintains a strong
correlation between their success or failure providence. While by sending packets
further apart, this correlation does not hold necessarily [Sril0].

The addressing scheme, i.e., PAD, is highly beneficial in challenging networking
conditions with frequent variations in link qualities. However, it only performs as
good as the state-of-the-art protocols in stable conditions dominated by good links.
This is because in stable conditions both the probability distribution and the static
vector of a node’s hop distances from landmarks are almost identical.

We also discuss the memory usage, computational overhead and transmission cost
of BLE, BRE and PAD. Each of these mechanisms offer a number of design choices
and trade-offs between their efficiency and overhead. For example, PAD results in
larger node addresses but allows to trade-off transmission overhead against memory
overhead in how address information is disseminated in the network. The first option
is to include a node’s address in broadcast beacons which increases the beacon size.
The second option is to only transmit a node’s current hop distance from landmarks
instead of the aggregated distribution. In this case, the neighbors that receive the
beacon need to store a history of theses coordinates and compute the PAD address
themselves.

1.5 Target Environments

Sensornets and meshnets provide flexible and robust ways of establishing network
structures without the need for an exhaustive infrastructure. Routing structures in
these networks are self-established and -maintained and depend on the presence of
wireless links between nodes in the network. A resource-efficient utilization of these
structures greatly increases throughput and network lifetime and reduces transmis-
sion energy and failures. Our work thus targets sensornets and meshnets due to their
equivalent routing mechanisms. Although our analysis comprises empirical data from
both IEEE 802.15.4 and 802.11 based wireless networks, the design choices are tai-
lored to sensornets. This is because our prototypes and their evaluation targets this
embedded class of wireless networks.

1.6 Structure

The remainder of this dissertation is structured as follows.

Chapter 2 provides background information by revisiting the fundamentals of link
estimation, routing, and addressing concepts in wireless networks. It presents the
state-of-the-art case studies in these three areas and qualitatively compares them
with our proposed mechanisms to establish a formal background for later discussions.

Chapter 3 highlights the need for utilizing intermediate links in wireless routing. It
introduces new link estimation metrics and presents the design and evaluation of
our proposed link estimator (i.e., BLE) based on these metrics.
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Chapter 4 presents the corresponding routing extensions (i.e., BRE) to enable the
inclusion of intermediate links into the routing infrastructure. It highlights the
associated challenges, such as concerning the stability and reliability of wireless
routing, and how this dissertation addresses them. It also empirically compares an
implementation of the proposed routing extensions with a state-of-the-art routing
protocol in sensornets.

Chapter 5 presents a probabilistic addressing mechanism (i.e., PAD) to utilize inter-
mediate links in point-to-point communication scenarios without compromising the
stability of addresses. It evaluates the stability of our addressing scheme by consid-
ering different sources of dynamics in wireless networks, such as link variations and
node failures.

Chapter 6 discusses two important contributions of this dissertation: First, it presents
the detailed architecture of our proposed evaluation platform (i.e., TinyWifi) that
enables direct execution of sensornet protocols on Linux based wireless nodes, such
as in meshnets and MANETSs. Second, it briefly evaluates the utility of the presented
approaches in IEEE 802.11 based meshnets.

Chapter 7 concludes this dissertation and points to the future directions for this
work.
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Multihop Wireless Routing:
Qualitative Perspective

In this chapter we revisit the fundamental concepts of link estimation, routing, and
addressing in self-maintained multihop wireless networks. We present some of the
prominent case studies that represent the state-of-the-art in these three areas. Al-
though the discussion in this chapter covers a broad spectrum of wireless networking
research, the case studies will pay special attention to sensornets. This is because our
experimental evaluation targets sensornets. However, sensornets and meshnets also
share inherent similarities: Common characteristics such as the need for multi-hop
routing in mesh topology are pitted against challenges such as wireless link dynamics
and node churn.

The goal is not just to introduce these studies but also to revisit their design philos-
ophy in the light of our observations. We first examine the details of each case study
at a requisite level to include the pivotal concepts in this dissertation. However, the
core of this chapter deals with comparing these studies with the concepts presented
later on. Hence, in the light of our observations (cf. Table 1.1), we try to make a
case for the protocol extensions presented in the later chapters. In this regard, we
define some key properties for each of the three areas and rate the case studies based
on these properties.

Our comparison is only limited to a qualitative level for two reasons. First, the
detailed quantitative comparison is deferred to later chapters until we present the
complete design of our protocol extensions. Second, our comparative discussion
targets the design philosophy of these protocols and not just their performance.
For example, we are interested in comparing properties such as the scalability and
reliability of a protocol design and not the achieved throughput of a particular
implementation. Please note that our rating for different protocol properties is
comparative and simply enables better understanding of the design tradeoffs among
different approaches. This rating shall not be considered as a formal classification
of the approaches discussed here.
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Overall, we believe that this discussion