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ABSTRACT

The Internet of Things is the interconnection of everyday objects to the web, with the purpose

of exchanging information to enable smarter actions and potentially make a process more efficient.

However, how power is provided and stored in remote sensing applications is still one of the main

modern electronics challenges of such technology and can become one of the main constraints to

prevent its mass adoption.

Energy Harvesting is an emerging technology that can transform energy in the environment into

usable energy, among such environmental energy are electromagnetic waves, thermal, solar, kines-

thetic transducers, fuel cells, to name a few. Because this technology makes use of the available

ambient energy, it has the potential to increase the power readiness for battery-operated electron-

ics and more importantly, it can become the technology that fully powers the next generation of

internet-enabled agricultural solutions.

This dissertation centers around the design and development of high-efficient power manage-

ment systems for AC and DC energy harvesting sources. The proposed architectures not only

consider circuits, systems and algorithms that make a more efficient power extraction but also fo-

cuses on providing inherent sensing functionalities at no extra system complexity, which in turn

not only achieves the goal of extending the battery life of proposed smart sensor applications but

also proposes new charge extraction methods to permanently power an electronic device.

The work presented in this dissertation demonstrates that energy harvesting, and internet of

things devices can be implemented in multiple smart agriculture scenarios by proposing algo-

rithms, circuits and systems capable of performing energy harvesting operations while providing

reliable data to the end user. The analysis of the design of such proof-of-concept prototypes are

provided in this dissertation along with its implementation and testing. The first part of this dis-

sertation proposes novel algorithms for maximum power extraction and new power measurement

techniques. The second part focuses on front-end circuits for AC energy harvesting sources and

circuits that can provide sensing capabilities along with energy harvesting operations.
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1. INTRODUCTION

1.1 Motivation

The increasing demand of agricultural goods such as crops and animal-derived products to

feed the growing global population has forced farmers and agricultural companies in general to

implement technological solutions to their fields to maximize their production. Internet of things

(IoT) for agriculture are devices that can collect data from crops and animals not only to improve

crop and animal development, but also to prevent the spread of pest or any other disease.

On the other hand, for the introduction of IoT technology to the fields, it is paramount to

have access to reliable sources of power, which is very limited for most farms. Therefore, energy

storage along with power management systems (PMS) become two critical components for the

proper adoption of technology in agriculture.

Energy harvesting (EH) can be found from different sources, on one hand piezoelectric and

electromagnetic transducers transform movement into electrical energy and they can be ideal to

extract power from the natural movement of animals. On the other hand, solar cells, wind technol-

ogy and microbial fuel cells, are better suited to be implemented from crop-tailored wireless sensor

nodes, that are designed to measure different parameters of a plant and its environment in a con-

fined geographical location. In both cases, the EH system will power an IoT technology that can

perform sensor measurements to transmit such information to the internet for further data process-

ing, one of the most important goals of such applications is to provide the farmer with meaningful

information to maximize production.

Another important requirement for IoT-based agricultural solutions is not only the reliable

data extraction from sensors in the field but also the processing of such data. Data processing

can happen in the IoT device itself, the cloud or a combination of both. IoT devices are suited

to process raw data from its sensors to only send data with less noise and avoid wasting both

power and bandwidth on unusable data. Server infrastructure are appropriate to perform more
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complex data analysis, such as the use of statistical methods, pattern recognition, machine learning

and artificial intelligence. Such data processing tools are essential for an efficient production of

agricultural products.

1.2 Research Impact

This dissertation focused on three main things: first, to provide the guidelines for the design of

devices for agriculture considering not only the environmental conditions but also highlighting the

intrinsic differences for animal and crop-based IoT applications. The second part focuses on EH

techniques to power IoT smart nodes, specifically by transforming energy from the environment

into usable energy to power the next generation of internet-enabled devices. Lastly, this dissertation

considers the proper interconnection of IoT devices to the cloud, its remote data processing and

interpretation to deliver meaningful data to farmers.

Wireless sensor networks, wearables and other IoT products for agriculture demand solutions to

make possible and practical to generate power on-the-go to not only extend the battery life of such

devices but to potentially fully power them. By having a source of power available through EH not

only new, and more power-hungry systems can be implemented in farms, but since the limitation

of power is removed, more data can be sampled from the field leading to greater granularity for

different variables or the integration of more sensors that can help farmers detect and prevent

problems at their farm. However, one of the most important points of this dissertation is the data

processing that can theoretically be collected from multiple farms across the world that can help

understand how crops and animals are affected by different variables, from unpredicted weather

conditions to human-produced farm practices.

This dissertation can potentially benefit individuals and companies that are adopting internet-

enabled technology to improve their agricultural outputs. Data scientists working on Artificial

Intelligence for agriculture, for example, can benefit from the development of hardware and soft-

ware presented in this dissertation to accurately extract agricultural-related data at a wide range of

sampling rates, that paired with proper algorithms, can potentially find new ways to mitigate and

even prevent the spread of pest and disease in agriculture.
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1.3 Dissertation organization

This dissertation is organized as follows. Chapter 2 reviews IoT systems for industrial appli-

cations along with an introduction to different EH systems centered around smart agriculture. A

brief review of IoT applications is discussed. Different EH sources are discussed in terms of their

electrical models, electrical properties, output power available. A brief review of power manage-

ment techniques and different energy storage devices currently used for IoT and EH applications

are provided to understand its current limitations in smart agriculture.

Chapter 3 elaborates on the different power management systems for EH applications tailored

for IoT. In this section an extensive analysis is given for power conditioning systems. The electrical

structure of boost converters along with an operation analysis presented here.

Chapter 4 describes Microbial Fuel Cells (MFC) as an emerging EH source capable of power-

ing wireless sensor networks (WSN) in agriculture. This technology is a novel EH source that can

transform organic substrates in wastewater into electricity through a bioelectrochemical process.

However, its output power available per liter is very limited, and insufficient to power an IoT smart

node. Different state-of-the-art techniques to reach a usable power output from several MFCs are

examined as well as their tradeoffs.

In this chapter, a custom PMS is proposed to allow maximum power harvesting from multiple

MFCs while providing a regulated output voltage as seen in Figure 1.1. To enable a more efficient

and reliable power-harvesting process from multiple MFCs that considers the biochemical limita-

tions of the bacteria to extend its lifetime, a power ranking and MFC health-protection algorithm

using an interleaved EH operation was implemented in a microcontroller. A power extraction

sub-block of the system includes an ultra-low-power step-up DC-DC converter, which integrates

MPPT capabilities. The energy harvesting technique presented in this chapter is tested to power an

internet-enabled smart node.

Chapter 5 presents a power management system for technology that can be worn by animals

and based on a custom made electromagnetic (EM) transducer as seen in Figure 1.2, a front-

end circuit for EH and activity sensing. Due to the AC-output nature of the EM transducer, this
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Figure 1.1: Proposed solution for power extraction from multiple MFCs.

chapter proposes a reconfigurable rectifier that can switch from passive operation to a more power-

efficient active topology depending on the available power in the system. This work also introduces

an activity detection circuit that enables the use of the inherent sensing capabilities of the EM

transducer.

In this chapter it is demonstrated that the combination of both, a reconfigurable rectifier and

an activity detection circuit, allows the system to gather information like that of an accelerometer

regarding the activity of the user, but at net-zero power consumption and lower cost.

Chapter 6 summarizes this dissertation. Appendix A includes the schematic and algorithm for

system described in chapter 4. Appendix B includes further test scenarios for the power condition-

ing system presented in chapter 5.
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Figure 1.2: Proposed solution for energy harvesting and sensing.
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2. ENERGY HARVESTING AND ITS USE IN AGRICULTURE

2.1 Introduction

Agriculture is the breeding of crops and animals, that is, the management of living things and

its environments to produce services and goods for a population [1]. Agriculture includes farming;

horticulture; animal husbandry; the production of fruits, vegetables, ornamental trees, flowers; the

processing, storage and commercialization of agricultural products, to name a few.

The internet of things (IoT), on the other hand, is the interconnection of everyday objects to the

cloud to make "things" capable of sending and retrieving information to and from the internet. One

goal of this global interconnection of objects is to use such data to make a process more efficient

even without human intervention. Therefore, there is potential for task-automatization that IoT can

potentially bring for multiple applications in agriculture, transportation, education, healthcare, etc

[2, 3, 4, 5, 6].

As IoT devices are set to reach 50 billion connected nodes by 2020 [7, 8] how these devices are

powered is becoming an important area of research for multiple reasons, two of which are: first,

a growing number of IoT applications are wireless, which sets a first constrain, battery limitation;

second, as new and more complex processes are being executed by IoT systems, such as embed-

ded machine learning, IoT devices incur in a higher power expenditure leading to faster battery

depletion. Therefore, replacement, recharging or any other type of maintenance of batteries can be

very costly, especially in remote areas where harsh conditions can make access to these devices a

dangerous or even an impossible human task.

Outdoor applications of IoT can represent an important opportunity for a new wave of self-

powered electronics, as it intersects two unique characteristics: on one hand, the advancement of

low-power embedded systems and optimized software now allow the design and implementation

of highly power-efficient electronics, and on the other hand, the available environmental energy

that can be harnessed and recycled back to the device itself.
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2.2 IoT and its applications in agriculture

Agriculture represents the backbone for numerous economies around the globe [2] and its

modernization is of international interest. As new advances in IoT technology are available to the

public, experts are finding new ways to bring it to the hands of farmers.

Farmers require quality data to track the health state of their animals and crops, by using this

information farmers can improve their profits by producing high harvest yields. Precision agricul-

ture (PA) is an approach to use precise internet-enabled tools and data about agricultural resources

to improve the quality of crops and boost yields [9]. The recollection of data is usually done with

sensors in the field, which can sample different variables, send it to the cloud to be processed and

then it can look to historical data to predict a pest, for example, and help the farmer make the

decision to implement a solution.

There is a big potential for new IoT applications and specially wireless sensor networks in

agriculture. However, because of its rural nature, some devices may require to be powered with the

energy available in the environment but still expect to have the maintenance cost of their electronic

devices to be low. Therefore, energy scavenging can play an important role in the future of global

agriculture.

2.3 Challenges in agriculture

Agriculture contributes immensely to the world economy as it is the source of employment,

provides food to a growing population and provides vital products to other industries. Some of the

most pressing problems in agriculture are presented in this section.

2.3.1 Weather

Agriculture and weather are intimately related as the effects of weather factors are directly

reflected in the agricultural productivity being floods and drought two of the most damaging ex-

amples. Therefore, weather hazards that affect agriculture are one of the most pressing problems

for traditional agriculture around the globe, as weather has proportional implications in the local

and global economies.
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In the same way, escalating interest in the topic of climate change have favored an extensive

approach to the relationship of weather and agriculture and more importantly, to the importance

of investing in meteorological advice and services focused solely in agriculture. Reliable weather

data has placed meteorology as a paramount factor for national economy.

As explained by James A. Taylor in [10], he mentions that in broad terms, agro-meteorological

studies may involve two main approaches. The first one, referred as a meteorological approach,

estimates physical potentialities and then calibrates the environmental factors related to agriculture,

such as water irrigation systems. And the second one, the agricultural approach, which determines

agricultural adaptation by examining the pattern and trend of biological and agricultural systems

and assesses them in terms of the physical environment. As James A. Taylor points out, there is

a role of the meteorological factors on the incidence and spread of certain diseases in plants and

animals.

It is safe to say that the success of a farmer depends on the correct management of a farm based

on the reliability and promptness of the weather data available for their farm to make correct deci-

sions on which equipment to use to make proper corrections depending on the weather variations

but most importantly success in agriculture is also tied to the prompt responsiveness of the farmer’s

assets.

It is important to notice that weather challenges need the collaboration not only of farmers

and meteorologist, but also economist, sociologists, geographer, statistician and engineers, as it

becomes paramount to share different viewpoints in search of novel integrations of different tech-

niques and methods.

2.3.2 Weed and pest

Plants that do not provide any value to the farmer’s economic activity or weed represent an

important challenge in agriculture since such plants waste nutrients and resources tailored for the

crop that the producer wants to grow. Since the mechanical extraction of weed is very labor inten-

sive and not cost effective, the use of pesticides is the most used approach in traditional agriculture.

However, since pesticides are usually applied using sprayers to reach as much area as possible in
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the minimum time, its use has its secondary adverse effects to humans and the environment.

Chemical methods, namely the application of herbicides, are used by most farmers to fight

weeds. Of the considerable amounts of chemical herbicides applied, important quantities are lost

because of evaporation or drift, as some of such chemicals reach the soil or the crop but only a very

low percentage of the herbicide reaches the targeted undesired weeds. Beyond the potentially ad-

verse ecological impact and the rising concerns of its negative effects on human health of pesticide

residues in water and food, herbicides and their application represent an important problem faced

in current agricultural practices. These concerns have led to governmental regulations in several

countries and an increasing demand for organic food produced without herbicides. Therefore, an

essential part of improving the efficiency of agriculture is through new weed control technology

[11].

Another big problem in farming appear as insects and other animals are attracted to crops to

spoil them. The current practices to fight insects use pesticides to control insects, which like the

use of herbicides, very large quantities affect not only soil and drinking water but also other insects

that are beneficial to the ecosystem around as it is the case of bees, for example.

Genetically modified crops have also been raised as an alternative to create more weather, pest

and herbicide-resistant crops.

2.3.3 Resource depletion: water and soil

Water is essential for agriculture, and due to climate change and the rise of urbanization it

also represents one of the most pressing challenges globally. Without proper water sources, food

production cannot be viable. Therefore, water management emerges as necessary to ensure food

production for a constant growing population. Even more importantlt, in the [12] report published

in 2012, the Organization for Economic Co-operation and Development estimates that around 1.5

billion people live today in areas severely affected by water scarcity. According to the report, the

number will increase to nearly 4 billion by 2050, which will trigger a global food crisis unless the

current approach to water consumption changes.

Agriculture already consumes two thirds of the world’s water and forecasts show that by 2050,

9



we will need as twice as much food as we produce today for the more than 9 billion people that

will inhabit the world. It is important to highlight that agriculture is also a major source of water

pollution in the form of livestock residues, pesticide and agricultural fertilizer run-off and all con-

tribute to the pollution of groundwater and waterways. In the same way, a significant impact in the

agricultural sector is due to intensive groundwater pumping for irrigation depletes aquifers [13].

A mayor contributor of water pollution in agriculture is the result of inefficient use of pesti-

cides, herbicides, fertilizers and other organic and non-organic matter lost into water systems. As

mentioned in [14] "Clean water is vital in securing economic benefits for agriculture and other sec-

tors, meeting human health needs, maintaining viable ecosystems, and providing societal benefits,

such as the recreational, visual amenity and cultural values society attaches to water systems."

Resource depletion and the costs of industrial agriculture are closely tied to water, and sophisti-

cated irrigation systems are born as direct solution to this problem. More technologies are needed

to reduce water consumption, as is the case of more efficient irrigation methods or agricultural

systems such as hydroponic warehouses that have the potential to reduce more than 25% of water

consumption as opposed to farms with such technologies.

2.3.4 Further problems and challenges

Agriculture face multiple challenges, such as resource depletion, associated to intensive water

usage, monoculture that degrades farmland making the use of fertilizers mandatory, not to mention

the risk and uncertainty that comes with changes in weather and the appearance of pest and weed.

Additionally, while cultural shifts in the past few years have led to a large population concentration

in urban areas , more recently, labor in agriculture is also becoming scarcer as immigration policies

become stricter in the US .

Because of multiple challenges faced in traditional agriculture, and as a result of an urgent

and substantial need for more climate resilience, indoor farming close to or inside urban areas has

raised as a new form of agricultural cultivation to grow products closer to where they are consumed.

However, small greenhouses and vertical farming facilities usually lack the management tools

and equipment to be operated more efficiently and meet the demands of their local markets at a
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competitive price .

Farming at any scale is a business, and horticulture, and more specifically flower growing is a

clear example of a high value crop that can be commercialized by small urban farmers. However,

technology for vertical farms or greenhouses for horticulture aimed for urban farmers, is very

capital intensive or has very poor efficiency to be profitable, thus limiting its potential for a larger

adoption. It is worth mentioning that the poor or nonexistent traceability technology for most

horticultural products is a missed opportunity to improve the confidence of their buyers in cities.

2.4 Energy-harvesting-based IoT system

A simplistic three layer model of IoT [15] consist of objects layer that is mainly formed of

sensors; a network layer that integrates transceivers that communicate the device with the cloud;

and the application layer which is the user interface that provides with meaningful information to

the customer.

The introduction of EH to IoT application involves the use of an energy harvester, which trans-

forms the energy in the environment to electricity; a power management unit that transform raw

energy into usable energy for the embedded system; and an energy storage element that is in charge

of providing power to the application when there is a need to transmit or receive data when ambient

energy is intermittent or nonexistent at all.

2.5 Energy harvesting sources

Different transducers can be used for EH while also using the outdoor characteristics of agri-

cultural applications. Some of the most prolific EH technologies and its electronic models [16] are

presented in this subsection.

2.5.1 Photovoltaic

Solar cells are among the most popular EH sources [17]. Photovoltaic (PV) cells transform light

into electricity by using the photovoltaic principle where light absorption generates in the solar

cell an electron-hole pair generation, thus carrier separate and build up the open circuit voltage Voc

across the p-n junction Fig. 2.1.
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Figure 2.1: Simplified photovoltaic panel.

Because of its construction, a solar cell exhibits a rectifying behavior and its current can be

determined by 2.1.

I = Iph − Id (2.1)

Where:

Id = I0
(
expqV/KT − 1)

)
(2.2)

The open circuit voltage of the solar cell can be determined as:

Voc =
KT

q
log

(
1 +

Iph
I0

)
(2.3)

Figure 2.2 presents an electrical model of the solar cell where Rs is a series resistance, Rsh a
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Figure 2.2: Electrical model of a photovoltaic panel.

shunt resistance, a rectifying diode is presented as Dpv in parallel with the current produced by the

solar cell shown as Ipv.

2.5.2 Thermoelectric generators

Thermoelectric generators (TEGs) can transform gradients of temperature into electricity mainly

throught the Seebeck effect [18] and the Peltier effect. As seen in Fig. 2.3, TEGs are formed by

several alternate pairs of n- and p-type pieces serially connected. When a hot surface is applied

to one side of the TEG and cold surface to the opposite side a temperature gradient is formed and

power is generated. This type of transducer finds some of its use in applications of high heat loss,

for example in internal combustion motors.

The relationship of a temperature gradient, existing between hot and cold surfaces, and output

voltage follows the Seebeck effect and this is expressed in Eq. 2.4, where αH−C is the Seebeck

coefficient and ∆T is the temperature difference between surfaces.

Vout = αH−C∆T (2.4)

The electrical representation of a TEG is presented in Fig. 2.4, where VTEG is the voltage

generated by this transducer when a temperature gradient is applied between both surfaces, and

RTEG is its equivalent series resistance.
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Figure 2.3: Thermoelectric generator transducer.

Figure 2.4: Thermoelectric generator electrical model.

2.5.3 Wind energy harvesting

Wind energy harvesting utilizes the ideas of large scale wind power generators, as the one

shown in Fig. 2.5, for small scale applications, in a way that mini generators can provide energy
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Figure 2.5: Wind powered generator

to a smart sensor, for example.

The electrical power delivered by a flow-driven generator can be expressed as Eq. 2.5 according

to [19].

Pout = ηCp
1

2
ρAV 3 (2.5)

A simplified electromechanical circuit is shown in Fig. 2.6. Where Idrive is the wind flow

power, M represents the mass of the rotational parts inside the generator, Cm is the coefficient

of frictional torque, Lin and Rin refer to the intrinsic inductance and resistance of the internal

generator, respectively [16].
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Figure 2.6: Wind powered generator electrical model

2.5.4 Kinetic energy harvesting

Due to its ubiquitousness, an attractive source of ambient energy is found in motion. Multiple

ways to convert vibration to electrical energy exist and have been explored for kinetic-based EH

[20] with output power ranging from a few microwatts to several miliwatts.

In agriculture specifically, WSN and IoT applications tailored to animals are a perfect candidate

for motion-based transducers as this type of energy source is less dependent in the weather and

relies more on the activity of an animal.

In this section, two of the most well-known transducers that uses vibration to generate electric-

ity, namely piezoelectric [21] and electromagnetic harvesters [22], are presented.

2.5.4.1 Piezoelectric

A piezoelectric transducer is presented in Fig. 2.7. An important property of these devices is

their high electromechanical coupling [23] which makes it suited to convert energy in the form of

vibration to electricity. Vibrational energy can be found in numerous automotive and industrial

settings, from the movement in motors to bridge repetitive displacements.

Piezoelectric generators can bend to become electrically polarized. The resonance at which

these transducers vibrate determines its output power. Therefore its maximum power happens at

its natural frequency ωn, and it is given by:

Pmax =
mY 2ω3

n

4ζT
(2.6)
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Figure 2.7: Piezoelectric transducer.

Figure 2.8: Piezoelectric transducer electrical model.

Where ζT is the damping factor; Y is the amplitude displacement; and m is the seismic mass

that drives the shaking movement of the piezoelectric transducer.

An electrical model of this transducer is presented in Fig. 2.8 and it shows the relationship

of the ac nature current source of this energy harvesting, denoted as Ipz, a piezoelectric internal

capacitance Cpz and a leakage current RLeak.

2.5.4.2 Electromagnetic

Electromagnetic transducers, Fig. 2.9, produce energy by the interaction of a magnet and a

coil, that produces a magnetic domain that is translated into an electrical domain as shown in Fig.

2.10.

Further analysis of electromagnetic transducers is presented in chapter 5.
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Figure 2.9: Electromagnetic transducer.

Figure 2.10: Electromagnetic transducer electrical model.

2.5.5 Radiofrequency harvester

Our world is transforming into a series of wireless connected devices. Frequency waves trans-

mitted from Wi-Fi hotpots, AM and FM stations, cellular towers and so on, have the potential to

be harvested as resembled in in Fig. 2.11.

Although RF power can be ubiquitous in urban areas, its power is still very limited. Its incident

power density S directly depends on the incident electric field strength E, the free space character-

istic impedance [16] and the source antenna such as how well aligned antennas are and the distance

between emitter and receiver.
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Figure 2.11: Radiofrequency harvester.

S =
E2

Z0

(2.7)

2.5.6 Emerging energy harvesting sources

Different technological breakthroughs have made possible the design and construction of pre-

vious EH sources. As new technologies evolve numerous new discoveries are made scientist open

the door to new ways to harvesting energy.

One of the most interesting areas of research for energy harvesting sources is the intersection

of electrochemical processes [24] and highly-efficient embedded systems. Such devices have the

potential of converting chemical substances into electricity.

2.5.6.1 Microbial fuel cells

Microbial fuel cells (MFC) are a promising technology that can transform organic substrates

in wastewater into electricity and clean water [25]. In the anode chamber of an MFC, see Fig.

2.12, living bacteria oxidizes organic materials in wastewater and releases electrons that builds

up to generate an output voltage while protons travel from the anode chamber to the cathode

chamber through a proton-exchange membrane (PEM). Hydrogen protons interact with oxygen in

the cathode chamber to generate water.
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Figure 2.12: Microbial Fuel Cell schematic.

Figure 2.13: Microbial Fuel Cell electrical model.

A simplified electrical model of an MFC in Fig. 2.13 is composed by an MFC voltage source

VMFC , in series with the cell’s characteristic resistance denoted as RMFC and an output capacitor

labeled as CMFC . Further analysis of MFC are discussed in chapter 4.

2.6 Power Management Unit

For an IoT to efficiently use the energy of a transducer needs a power conditioning stage which

in the case of ac transducers as it is the case of piezoelectric, radiofrequency, ac power generators

a rectification stage is mandatory.
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When the input voltage is in dc form then a switching converter can convert this ’raw’ input

voltage into voltage levels that are useful for microcontrollers, transceivers, sensors and multiple

other peripherals integrated an IoT device.

Finally, certain elements in an IoT device may be less tolerant to voltage variation due to

ripple from a switching converter. Therefore, a linear regulator may be required to provide source

voltages and voltage references in such embedded systems.

2.7 Energy storage elements

Due to the intermittency nature of EH, a place to store energy after it has been extracted from

a transducer is critical to ensure the proper performance of an IoT device. Two of the most pro-

lific technologies are batteries and capacitors, being super capacitors the center of study in this

dissertation because of the high power needs of IoT modules at the time of writing this thesis.

2.7.1 Batteries

Batteries are build from electrochemical cells capable of storing charges and are mainly used

to slowly deliver them to electronic devices. Among the different chemistry used in batteries,

Lithium ion has become the most popular for consumer electronics as it offers high power density

at a reasonable size and weight and it can be rechargeable.

The cost of integrating lithium ion cell in embedded systems have been constantly decreasing

at a point where can be integrated in larger IoT applications in the automotive industry.

2.7.2 Super capacitor

A clear advantage of supercapacitors is that it possesses high power delivery density and it can

be charged and discharged more times than a battery in its lifetime. However, super capacitors have

two important drawbacks, static leakage and size, which makes them unfeasible for applications

that require high power density and require a steady power delivery for prolonged periods of time.
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2.8 Relevance of energy harvesting in agriculture

As data analysis is becoming more useful with the advent of machine learning and artificial

intelligence, sensors are also becoming crucial for agriculture. Therefore, there is a great interest

in finding ways to provide ways to power such wireless sensor networks efficiently.

The advent of EH can reduce cost of production and maintenance for IoT devices in agricul-

ture are likely to go down, this can represent an important factor to ease the adoption of such

technologies to small holder farmers in developing countries.

Also, it possible to use this as an educational tool and even to help enable industrial-grade

farming in urban areas.

2.9 Proposed agricultural implementation

The proposed agricultural implementation is divided in two:

The first one aimed to crop agriculture in the orchids category, which includes lettuce. Specif-

ically, WSN that can extract different environmental variables, select the best ambient conditions

and a subsequent implementation that can recollect data regarding the nutrient provided to a spe-

cific crop and then communicate the collected information to multiple farmers around the world.

And the second work related to a device tailored for farm animals, being cattle a popular

example. The purpose of this IoT device is to track an animal and learn more about their behavior

and correlate such data to information valuable to the farmer such as their caloric expenditure

through movement throughout the day that can be of importance when selecting the diet of the

animal.

It is worth mentioning that the application designed for moving animals that can also have other

application such as in the consumer electronics market tailored to humans.
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3. FUNDAMENTALS OF ENERGY HARVESTING POWER-MANAGEMENT SYSTEMS

3.1 Introduction

Modern embedded systems require multiple voltage and current levels to power their different

sub-blocks (such as microprocessors, sensors, peripherals, transceivers, to name a few) according

to a set of specifications. It is very unlikely for a single power source to provide the different power

levels required reliably; therefore, producing consistent voltage and current levels for the different

components in the energy-harvesting-based embedded system requires a suitable power processing

unit.

First and foremost, such devices need a power supply, namely a transducer and/or a battery. In

the specific case of ac-based EH systems a proper AC-to-DC power transformation is mandatory,

which can be achieved by using a rectifier as shown in Fig. 3.1.

In this work, the energy harvesting sources and applications explored are in the low power

range, which make them a great candidate for rectifiers implemented in CMOS technology. CMOS

rectifiers transform raw AC power signals from transducers and convert them into DC power sig-

nals ready for a subsequent stage in the power processing unit. Another advantage of CMOS

rectification is that it can be very efficient mainly in terms of the threshold voltage needed for it to

achieve rectification or voltage conversion efficiency and to reduce its on resistance to improve the

rectification stage power conversion efficiency.

Due to the low power characteristics of the transducers using in EH a DC-DC step-up converter

is required as seen in Fig. 3.2. The main goal of this converter is to step-up the output voltage of

the DC source to levels that can be used for other blocks, such as sensors. The operation of this

converter involves the storage of energy in magnetic or electric fields in inductors or capacitors,

respectively, and then switching such components to deliver the stored in series with the source

energy to the output load, by doing so an effective increase of the output voltage/current levels is

seen at the output of this step-up converter. The ratio at which the input voltage is boosted and
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Figure 3.1: Rectifier for an EH source.

Figure 3.2: DC-DC converter with rectified input (top) DC-DC converter with EH source (bottom).

maintained at the output is determined by this extract-accumulate-deliver cycle.

Since the available power from an EH source is usually very intermittent a way to store energy

to proper levels to allow a transceiver send and receive data packets is needed. Two of the most

prolific ways to store charges for an EH application is by using rechargeable batteries or super

capacitors.
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Different transducers present a specific impedance at its output, and even more importantly, all

of them generate their power depending on its characteristics, while some of them depend on heat,

movement or sunlight, as is the case of thermoelectric generator, piezoelectric and photovoltaic,

respectively, other EH sources depend on living bacteria to produce energy, as is the case of Micro-

bial Fuel Cells. Algorithms, that can control switching converters according to the specifications

of an EH source can provide a better power efficiency and increase the life of such power sources

by considering how its internal components wear off. Algorithms and embedded systems are also

required in an EH system to sample sensors and to transmit data.

This chapter elaborates on the fundamentals of rectifiers, switching converters, storage ele-

ments, embedded systems and embedded software.

3.2 Rectification

Passive energy harvesting from mechanical vibration is naturally presented in the form of an

AC power supply, and even though the study of AC power supplies that eliminate the need of the

AC-to-DC conversion in EH have been the main case of study for numerous works [26, 27], most

embedded systems still require a regulated DC input voltage source. All of this, makes the study

of high-efficient, low-power rectifiers for EH an unavoidable challenge [28].

3.3 Passive rectification

A rectification circuit is a crucial interface for EH and it is essentially the conversion of al-

ternating current (AC) to direct current (DC). Such interface involves a circuit to ideally allow

a unidirectional flow of charges by blocking the power path when the rectified voltage becomes

dominant with respect to the input AC signal.

In this subsection we will review different passive rectification circuits for AC-to-DC power

conditioning.

3.3.1 Diode rectifier

Diodes in its ideal form, rectify AC signals very efficiently, as they do not present current

resistance and a zero threshold voltage. On the other hand, he main drawbacks of real diodes are
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Figure 3.3: Half wave diode rectifier.

mainly presented first in leakage current when diodes are reverse biased, which can considerable

hurt its rectification efficiency and second the voltage drop when diodes are forward biased [29]

which makes them unsuitable for small-voltages application as in EH [30].

The simplest topology of a rectifier in its passive form is a circuit based on a single diode as

presented in Fig. 3.3, this circuit is also known as a half-wave rectifier. Despite using the minimum

number of components, this topology is also one of the less efficient rectification circuits because

it only allows one half of an AC waveform to be presented to the load circuit; therefore, it only

delivers half the available power from the source.

The full rectification of an AC waveform can be achieved by using a full-wave rectifier. The

simplest and most prevalent circuit oriented to EH is a full-bridge diode rectifier [31, 32], presented

in Fig. 3.4, this standard topology [33, 34] is composed by four rectification diodes and is often

used as the benchmark to other works. Among the advantages of this basic topology, is that it

can be used in self-startup systems as it does not require external circuits nor pre-stored energy to

operate.

3.3.2 Diode-connected CMOS rectifier

Schottky diodes are available to implement in standard CMOS processes [35], but since they

are not directly compatible to CMOS processes, the integration of schottky diodes result in higher

production cost that makes them less attractive for most consumer electronic applications. For this
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Figure 3.4: Full-bridge diode rectifier.

reason, the most used form of integration of diodes in standard CMOS processes are commonly

done with diode-connected MOS transistors. As shown in Fig. 3.5, gates of MOS transistors are

shortened to their source resembling a two terminal device that in general terms, behaves as a

diode.

Even though this passive implementation of a rectifier has a higher power efficiency and small

output ripples when compared to half-wave rectifiers [36], its efficiency is still affected by its

threshold voltage Vth, Eq. 3.1. However, and even more importantly, in this configuration diode-

tied MOS transistors are not completely OFF or ON in this configuration [37], this effect increases

the voltage drop across two devices and allows current leakage in the remaining transistors which

in turn deteriorates the overall efficiency of the rectifier and therefore, decreased battery life of the

entire EH application.

Vrect = Vin − (|VthM1|+|VthM2|) (3.1)

As noted in [38], due to minimization of transistor technologies sizes, which allow the inte-

gration of more sophisticated functionalities into a microchip, structures as the diode-connected

CMOS rectifier become increasingly inefficient. This is because in the diode-connected CMOS

rectifier, the threshold voltage determines the minimum voltage level needed before the input sig-
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Figure 3.5: Diode-connected CMOS rectifier.

nal can be rectified. Therefore, one main constraint that leads to poor efficiency in low-voltage

processes, is the ratio between power supply and threshold voltage of transistors.

3.3.3 Gate cross-coupled NMOS rectifier

A gate cross-coupled NMOS rectifier is shown in Fig. 3.6. In this circuit, since the input signal

is connected to the gate of each cross coupled transistor, it is driven with a higher voltage swing

as which allows an improved switch conductivity when compared to a diode-tied topology. This is

expressed in Eq. 3.2.

gds =

√
µ · COX ·

W

L
(VSG − |VTH |) (3.2)

Where W and L are the width and length of the transistors, and µ is the charge-carrier effective

mobility and COX is the capacitance of the oxide layer

In the gate cross-coupled NMOS rectifier, at every source AC cycle, the effective voltage drop

of a crosscoupled MOS switch, formulated in Eq. 3.3, replaces the threshold voltage of a diode-

connected MOS transistor. Also, as compared to diode-connected CMOS rectifiers, the voltage

swing driving the CMOS transistors of a gate cross-coupled NMOS rectifier is higher. Both char-
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Figure 3.6: Gate cross-coupled NMOS rectifier.

acteristics allows a better MOS conduction and lower back leakage currents. As a result, the power

conversion efficiency can be expected to improve for low input voltages [39].

Veff =

√√√√ 2id

µ · COX ·
W

L

(3.3)

The key advantage of an input-driven transistor-based passive rectifier is that the forward volt-

age drop is considerably reduced, especially when a combination of parallel transistor switches is

used [40].

However, a threshold voltage drop from a diode-tied MOS transistor is always present in the

power path, which considerable diminishes its power efficiency.

3.3.4 Cross-coupled rectifier

In a cross-coupled rectifier presented in [41] and shown in Fig. 3.7, the MOS transistors that

are at the two main power paths are cross-coupled.

The main benefit of this power conditioning topology is that its low threshold voltage is around

70% [42]. On the other hand, this topology also shows a poor power efficiency due to parasitics
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Figure 3.7: Cross-coupled rectifier.

[43].

3.4 Active rectification

Multiple works have shown that active rectifiers can be more efficient [44, 45, 46]. The circuit

diagram shown in Fig. 3.8 displays a basic structure of an active half-wave rectifier, where a MOS

transistor and a comparator replaces the diode in Fig. 3.3. Active rectifiers are driven by an active

control circuit based on a comparator that provides the proper signal depending on the input (VAC)

and output (Vout) levels at the rectifier.

The advantage of using a control circuit as resembled in Fig. 3.9 is that, each MOSFET can

not only switch ON and OFF faster but to provide higher gate-drive voltages, boosting its power

efficiency and its switch conductivity.

3.4.1 Active rectifier with cross-coupled PMOS switches

The circuit shown in Fig. 3.10 resembles an active rectifier with cross-coupled PMOS switches

which is a power conditioning circuit that has been integrated in previous works [47, 48].

This topology uses two cross-coupled devices that are driven by two comparators that also turn
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Figure 3.8: Active diode used as a half-wave rectifier.

Figure 3.9: Active rectifier.

ON and OFF the gates, and consecutively, the power path branch of the rectifier according to its

input signal.

3.5 Design implementation considerations

Passive and active rectifiers offer different advantages, while active rectifiers offer higher power

conversion efficiencies, passive rectifiers do not require additional extra static power to operate.
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Figure 3.10: Active rectifier with cross-coupled PMOS switches.

One important implementation consideration center on the availability of power for the EH

system to operate, but more importantly, if the system can rely in such source of power at the

beginning of its operation. As stated before, passive power conditioning circuits do not require

additional power to operate, which can make them very attractive for self-startup systems. On the

other hand, active circuits can utilize alternatives such as having an auxiliary power source or even

using a combination of a low efficient rectifier-mode for startup and a more efficient rectifier-mode

after startup as presented in [49].

Another critical design consideration is power efficiency. This is mainly considering that while

active topologies are usually more efficient in terms of better blocking reverse leakage and lower

voltage drops across the MOS transistors, it should be noticed that active rectifiers consume static

power to operate that may offset the benefits they offer.

3.5.1 Performance metrics

Despite each power conditioning topology offer their own benefits and disadvantages, the fol-

lowing are metrics that can be used to compare their performance.

32



3.5.1.1 Voltage conversion ratio

The voltage conversion ratio (VCR) is defined as the ratio of the average output voltage to the

peak magnitude of the AC input voltage Eq. 3.4.

V CR =
Vout−av

|Vin|
(3.4)

3.5.1.2 Power conversion efficiency

Power conversion efficiency (PCE) is defined as the ratio of the output power to the input power

as shown in Eq. 3.5. The PCE takes into account all drops in the components in the power path,

and therefore it provides with a figure that subtracts the power dissipated by the internal circuitry

in series with the output load.

PCE =
Pout

Pin

× 100 (3.5)

PCE =
Vout
Vin
× Iout
Iin
× 100 (3.6)

PCE =
Vout

Vout + Vdrop
× Iout
Iout + Ileak

× 100 (3.7)

3.6 Switching converter fundamentals

Modern embedded systems for agriculture, as well as mainstream consumer electronics, inte-

grate numerous electronic elements such as analog operational amplifiers and digital logic gates

[50]. Inside such electronic systems multiple power requirements are needed, for example analog

circuits usually specify a minimum voltage supply to ensure an acceptable performance. In the

same way, low power consumption is always desirable to offer the maximum efficiency, in the spe-

cific case of digital circuits Eq. 3.8, provides a look at how power consumption is affected by, f

which is the output switching frequency,C the load capacitance and V the supply voltage. As it can
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Figure 3.11: Switching DC-DC converter concept.

be noticed the supply voltage holds a quadratic and direct relationship to the power consumption.

Therefore, lower voltage is desirable for digital circuits.

P = f · C · V 2 (3.8)

For this, the different circuits integrated in an embedded system require multiple voltage levels.

At the same time, it is usually a standard for an electronic system to have a single voltage source,

namely a supercapacitor, a battery and even a transducer to power analog and digital circuits. Such

requirements can be achieved with the implementation of a power conditioning circuit: a switching

converter.

Among the different characteristics switching converters offer, Fig. 3.11, include to help isolate

two circuits and as a impedance matching component, but particularly, the ability to efficiently

convert a main supply voltage to multiple voltage levels for other circuits is the most important.

All of this at a lower space and cost as opposed to having one voltage source, a battery for example,

per integrated circuit inside an embedded system.

3.7 Boost converter

The structure of step-up or boost converter of Fig. 3.12 is based on an inductor L, that serves

as an energy storage element, power switches S1 and S2 that charge and discharge the inductor
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Figure 3.12: Boost converter circuit diagram.

cyclically, and an output capacitor C that acts as a charge-storage and output-voltage filtering

component. Boost converters have the capability to produce output voltages Vout that are greater

than the input voltage Vin of the converter, as it can be deduced from 3.9.

A basic understanding of the operation of a boost converter can be known from Fig. 3.12:

during the first period defined in 3.10, with a duty cycle D of a pulsed width modulation signal

(PWM) defined as Tsw, the inductor L is being charged by shorting S1 and opening S2. In the

second phase of the cycle defined in 3.11 S1 is opened and S2 is shorted allowing the inductor L

to transfer the stored charges to the load. This charging and discharging continue throughout the

operation of the DC-DC converter.

Vout =
1

1−D
· Vin (3.9)

D1 = D · Tsw (3.10)

D2 = (1−D) · Tsw (3.11)
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Figure 3.13: Asynchronous boost converter circuit diagram.

3.7.1 Power stage

Switches of the boost converter are implemented using active components, the key differences

of both implementations, asynchronous and synchronous circuits, and their application considera-

tions are described as follows.

3.7.1.1 Asynchronous

A typical asynchronous boost converter is shown in Fig. 3.13. The two switches in this circuit

are S1 that represents a MOS transistor and D1 that represents a diode. When S1, also know as

the switching element, is on, L is connected in parallel to Vin to be charged by the effective input

voltage. At this point D1 is reverse biased as Vout presents a larger voltage than the L − S1 −D1

node. By switching off S1, L is connected in series to Vin, which allows the circuit to forward bias

D1. This cycle repeats itself during the operation of the boost converter to regulate the output to a

given voltage.

One of the advantages of the asynchronous circuit relies on its simplicity, this is mainly because

only S1 needs to be driven while there is no need for a control circuit for D1. This is especially

important as designers do not have to set circuit constrains for Vout short circuit issues. Therefore,

circuit design for this topology tends to be less expensive and smaller.

A clear disadvantage of this circuit is the voltage drop associated to D1, which can degrade the
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Figure 3.14: Synchronous boost converter circuit diagram.

power efficiency of the boost converter, especially for EH applications that usually provide a very

limited voltage.

3.7.1.2 Synchronous

In this power stage type two switches are implemented with MOS transistors, as depicted in Fig.

3.14. In comparison to the asynchronous boost converter previously presented, the synchronous

topology replaces diode D1 for MOSFET S2 that now charges the output capacitor C and supplies

current to the Load.

The operation of this circuit is identical to its asynchronous counterpart, when charging and

dischargingL, with the difference that S2 has to be driven with a control circuit of a complementary

signal to the one controlling Vgs of S1. That is, when S1 is on, S2 must be off and vice versa. The

complementary switching of S1 and S2 regulates the output voltage.

Because voltage drop across S2 is considerably reduced during the operation of this boost con-

verter, synchronous circuits can achieve higher efficiency than nonsynchronous converters. Also,

its back leakage can also be reduced as compared to diodes, optimizing this way the overall con-

version efficiency.

On the other hand, the correct switching of S1 and S2 must be ensured to avoid grounding Vout,

and deteriorating the DC-DC converter’s power efficiency. This important main design constrain
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Figure 3.15: Boost converter continuous conduction mode power stage waveforms.

for this circuit comes at the expense of circuit complexity and overall system cost.

3.7.2 Operating modes

There are two different types of operation depending on the load of the DC-DC converter:

Continuous Conduction Mode (CCM) and Discontinuous Conduction Mode (DCM). An steady-

state analysis of each mode is presented below.

3.7.2.1 Continuous Conduction Mode

A characteristic of this mode is that the current at the inductor L is continuous. That is, it never

reaches zero as displayed in Fig. 3.15.

For the analysis of this operating mode following are assumed too small to be negligible: volt-
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age drop Vds across MOSFETs and inductor L resistance.

During the inductor charging period, the constant input voltage Vin is directly applied to L. As

a result of the applied voltage, the inductor current increases linearly. The increase in current can

be calculated as follows:

VL = L× ∆IL
∆t

(3.12)

or

∆IL =
VL
L
×∆t (3.13)

Therefore, the increase in current for the on state is given by:

∆IL(+) =
Vin
L
× Ton (3.14)

It is worth noticing that at this point the current supplied to the load comes from the output

capacitor C.

During the second phase, switch S1 is off and since the current through inductor L cannot

change instantaneously, the current now passes through S2. At this point, the inductor now sources

current to the load, at the same time this current reduction in L changes the inductor’s polarity.

The voltage at the inductor is defined as Vout − Vin. Since the applied voltage does not change the

inductor current decreases linearly with respect to time and it is defined as follows:

∆IL(−) =
Vout − Vin

L
× Toff (3.15)

The conditions at steady state demand that the current increase and decrease at the inductor L

remains the same. Thus:

Vin
L
× Ton =

Vout − Vin
L

× Toff (3.16)
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By substituting the on and off states in terms of duty cycle D and switching period Tsw as

follows Toff = (1 − D) × Tsw and Ton = D × Tsw, an equation to calculated output voltage in

terms of its input voltage can be calculated as follows:

Vout =
Vin

1−D
(3.17)

As it can be deduced from Eq. 3.17, The output voltage is controlled by setting the on-time

of S1. That is, by increasing the on-time more charges are stored to the inductor therefore more

energy is delivered to the Load during the off-time.

The output current provided by the output capacitor should be zero for a full switching cycle,

thus, the average current of the inductor can be equated to the output current as follows:

IL−average =
Iout

1−D
(3.18)

Finally, most of the applications for the CCM are usually oriented to loads with high current

demands.

3.7.2.2 Discontinuous Conduction Mode

A characteristic of this mode is that the current at the inductor L is not continuous. That is, it

reaches zero amperes for some time of the switching period as presented in Fig. 3.16.

Three states can be clearly recognized in table 3.1.

State Duration
On Ton = D1 × Tsw
Off Ton = D2 × Tsw
Idle Tsw − Ton − Toff = D3 × Tsw

Table 3.1: Boost converter discontinuous conduction mode states.

The continuous and discontinuous modes are identical for states on and off, therefore its induc-
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Figure 3.16: Boost converter discontinuous conduction mode power stage waveforms.

tor current can be calculated as follows:

∆IL(+) =
Vin
L
× Ton = Ipeak (3.19)

∆IL(−) =
Vout − Vin

L
× Toff (3.20)

Vout = Vin ×
D1 +D2

D2

(3.21)

Similar to CCM, the output current is equal to the average of the peak current of L at the

inductor-discharging period. That is:
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Iout =
1

Tsw
× 0.5× Ipeak ×D2 × Tsw (3.22)

Also we know that:

Iout =
Vout
RLoad

(3.23)

By equating Eq. 3.22 and Eq. 3.23 and simplifying we get:

Vout = 0.5× Vin ×D1 ×D2 × Tsw
L

×RLoad (3.24)

Solving Vout using Eq. 3.21 and Eq. 3.24 we get:

Vout = Vin ×
1 +

√
1 +

2×D2
1 ·RLoad · Tsw
L

2
(3.25)

As it can be noticed, while Vout in CCM only depends on input voltage Vin and duty cycle D1,

Vout in DCM depends not only on input voltage Vin and duty cycle D1, but also on the switching

period Tsw, inductance L, and output load resistance RLoad.

3.7.3 Power efficiency

The main bottleneck of power efficiency of a boost converter centers in conduction losses

present in the on-resistance of its switches expressed with the following equation.

Ploss =
1

2
· fsw · Cgate · V 2

drive (3.26)

Therefore the efficiency expression is defined as follows:

ηloss =
Pout

Pout + PS1 + PS2 + Pinductor

(3.27)

where:
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PS1 = RS1 ·D1 ·
(
Iout
D2

)2

(3.28)

PS2 = RS2 ·D2 ·
(
Iout
D1

)2

(3.29)

Pinductor = Rinductor ·
(
Iout
D2

)2

(3.30)

3.8 Multisource power extraction techniques

Power conditioning circuits have been presented in this section that have the potential to harvest

energy from a single transducer. However, since energy harvesting circuits source its energy from

low-levels of intermittent environmental power, this can set an important design challenge [51] that

if neglected it can inevitable lead to system degraded effectiveness and even total device failure.

Low-power along with maximum transfer of power techniques have been developed for EH

applications [52, 53]. However, using a single EH source, can still be too unpredictable or in-

sufficient to meet the requirements for industrial applications that require long-term power supply

[54].

Power extraction systems and techniques that can harvest energy from multiple sources, such

as multiple microbial fuel cells, solar panels, thermoelectric generators, to name a few, can be

a viable way to increase system reliability while implementing low-power techniques for higher

power efficiency of well-know single-source EH circuits [55].

Time interleaved power extraction is a technique where multiple sources can be extracted by

multiplexing them to a single DC-DC converter as seen in Fig. 3.17.

Priority assignment algorithms determine which input is harvested, while other sources are

disconnected [56]. The authors in [57] propose an architecture that prioritizes the harvester with

maximum available power and then efficiently channels its energy to the output load.

While a diode-based ORing structure can connect in parallel multiple harvesters [58, 59] it only
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Figure 3.17: Power extraction from multiple EH sources.

hast the ability to harvest the energy from a single source at a time.

In [60], a reconfigurable multi-input, multi-output switch matrix is presented that is able to

combine energy from photovoltaic, thermoelectric, and piezoelectric transducers. This technique

is based in a time-interleaved shared inductor technique. Another work that used a shared-inductor

is [61], the work introduced also explores energy aware technique implementations.

The ability to harvest multiple sources simultaneously have been explored in [62]. This switched-

capacitor approach can combine energy from multiple EH transducers. The approach taken in this

work combines the energy from multiple sources by using a voltage doubler core. One of the

advantages of this approach is that it can be completely integrated.

As shown in [63] the combiner based in voltage-doubler has the ability to perform automatic

MPPT. This work also introduces a power-based harvester ranking technique where from a four
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input transducer interface the two sources that offer the highest energy are combined and delivered

to the output. The work in [64] further elaborates in the voltage doubler approach to also offer

improved MPPT for multiple sources.

As it can be seen from this section power conditioning are a crucial component for power

management for EH. In this chapter, different rectifiers were reviewed pointing out their design

trade offs.

This chapter also elaborated on how boost converters work along with presenting different

techniques to improve power extraction efficiency from different and multiple EH sources.
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4. A TIME-INTERLEAVE-BASED POWER MANAGEMENT SYSTEM WITH MAXIMUM

POWER EXTRACTION AND HEALTH PROTECTION ALGORITHM FOR MULTIPLE

MICROBIAL FUEL CELLS FOR INTERNET OF THINGS SMART NODES∗

4.1 Introduction

It is projected that networked microsensor technology, in the form of Wireless Sensor Networks

(WSNs), will keep playing an important role for the future of remote sensing [65]. Some of the ap-

plications for WSNs range from automation, human monitoring, equipment condition monitoring,

defense, aerospace, building, structural health monitoring and agriculture [66, 67, 68, 69, 70].

As reported in [71], WSNs have been implemented in point-to-multipoint and local point-

to-point communication networks achieving long-term field deployment but a limited sensing-

data processing. However, WSNs are nowadays increasingly becoming part of a more pervasive

concept, the Internet of Things (IoT), which allows devices to communicate with each other and

collect information on a much larger scale through the internet [72]. This opens new possibilities

to achieve more comprehensive data processing of the information being collected. IoT has the

potential to foster a large amount of applications by enabling more devices to be connected to the

web and make use of a wider range of pre-collected and pre-processed data.

A paramount challenge that can pose a limitation for a wider adoption in the use of IoT smart

nodes in areas of difficult access, is inherently associated to its battery requirements for a consider-

able power specification needed to perform on-field sensor measurements and to send the collected

information to the cloud. A desirable feature of WSN is to minimize not only the size and cost

of the energy storage element itself, but also to reduce the maintenance needed to constantly re-

place the sensor’s batteries. Harvesting enough energy from the environment where the WSN is

physically located, can be a plausible solution to extend the battery life of a remote sensor and

∗Reprinted with permission from " A Time-Interleave-Based Power Management System with Maximum Power
Extraction and Health Protection Algorithm for Multiple Microbial Fuel Cells for Internet of Things Smart Nodes,"
by A. Costilla Reyes, C. Erbay, S. Carreon-Bautista, A. Han and E. Sánchez-Sinencio, 2018. Appl. Sci. 8, no. 12:
2404, Nov. 2018, Copyright 2018 by the authors
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even fully power it for prolonged periods of time [73, 74]. The sources of energy that can be har-

vested from the ambient include solar, kinetic, thermal gradient, radiofrequency, electromagnetic

and Microbial Fuel Cells (MFCs) [75, 76, 77, 78, 79, 80].

MFCs are a promising emerging source of energy harvesting that can transform organic and

inorganic matter to generate electricity by using a bioelectrochemical conversion process [81, 82,

25, 83, 84]. MFCs can find a particular application in remote sensing [85] for places that are

difficult to access routinely for maintenance but with abundant organic material available, such

as sewage water and even oceans [86, 87, 88], where the use and replacement of batteries, can

be costly or impractical [80, 86, 89, 90, 91, 92, 93]. A potential application that can combine

IoT devices and MFC technologies is in the management and optimization of traditional public

services, such as residual water treatment plants [94]. It is important to note that while MFCs

can generate power from liquid and organic sediments found in wastewater and oceans, smart

nodes can monitor and transmit conditions found in water being treated such as temperature, pH,

conductivity, salinity, and organic sediment concentration, to name a few [86, 87, 88, 95].

Despite these opportunities, one of the main limitations of energy harvesting from MFC tech-

nologies is the low output power levels provided by each individual cell, typically in the order

of microwatts to a few milliwatts per liter [96]. For this reason, a Power Management System

(PMS) is required to maximize the power conversion efficiency and increase the voltage and cur-

rent level to the nominal power levels required by wireless sensors. Some implementations of

PMS have previously been reported to maximize the energy harvesting efficiencies of single MFCs

[86, 91, 92, 93, 97, 98, 99]. To reach usable output voltage levels while at the same time increasing

the output current density is by connecting several MFCs in series or in parallel to increase the

overall power out level. However, differences in power production from individual MFCs, as well

as voltage reversal issues when connecting multiple MFCs in series, present a challenge in the

overall efficiency of the system, since these variations dramatically worsen the power production

of MFCs arrays [96].

In this chapter a circuit topology for efficient energy harvesting from multiple MFCs to increase
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the total available energy of the system to meet the voltage and current specifications of a power-

demanding application is presented. A ranking algorithm was developed based not only on the

voltage of the MFC, which does not contain information about MFCs internal resistance, but rather

on the available power from each individual MFC to prioritize the charge extraction from the

MFC that has the highest available power. At the same time, recovery time is a critical observed

requirement for the MFC to recharge its internal capacitive elements as part of its power generation

cycle, to avoid damaging the MFC, due to power over-depletion and extend its lifetime. The

algorithm also includes an MFC-failure protection feature that isolates an MFC in the array when

the algorithm notices a significant power drop during the energy harvesting process. The MFC

output power is regulated by a step-up DC-DC converter that stores the extracted charges in an

output supercapacitor. Finally, the energy harvesting technique presented in this work is tested and

demonstrated through an internet-enabled smart node, capable of transmitting the collected data

to the internet. A performance comparison to other power management works based on MFC is

made in terms of charging time, topology features and efficiency.

The chapter is organized as follows: In subsection 2, a brief introduction to MFC is presented

and its electrical model is described. subsection 3 discusses the choice of top level circuit ar-

chitecture for multiple MFC power extraction and describes the MFC power ranking and power

extraction algorithms. The experimental results are presented in subsection 4 and 5 summarizes

this chapter.

4.2 MFC and Power Management System Specification

This section aims to provide accurate specifications of the construction of the MFCs used for

this chapter, its electrical description to determine the proper PMS specifications and the proposed

system specifications. All these components are described in the following.

4.2.1 MFC Construction and Characterization

Four MFCs were fabricated from an acrylic anode and cathode chambers. One 1,000 ml MFC

and three 240 ml MFCs were constructed, the two different sizes were used to simulate MFCs
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Figure 4.1: MFC device schematic description [100].

having different output power levels. A Proton Exchange Membrane (PEM) (Nafion 117TM, Ion

Power Inc.) was used to separate the anode and cathode chambers from each other, while selec-

tively allowing proton generated by bacteria to cross over to the cathode chamber to complete the

electrochemical reaction to produce power. The anode was a carbon felt (Morgan, UK) and the

cathode was a carbon cloth containing 0.5mg/cm2 of Pt catalyst on one side (ElectroChem, Inc)

for all MFCs. Both anode and cathode were connected through a titanium wire to a 1kΩ load

resistor that was placed between them to allow the electrons produced by bacteria to flow. The

schematic diagram of the MFC is shown in Figure 4.1 [100]. The electrical model in Figure 4.2 is

further discussed in the following subsection.

All MFCs were inoculated with anaerobic activated sludge collected from the Austin Wastew-

ater Treatment Plant for the initial growth of the bacteria on anodes. Then growth medium con-

taining acetate (1.0g/L) in Nutrient/Mineral/Buffer (NMB) solution was used (10mL/L mineral

base 1,10mL/L mineral base 2, and 1mL/L nutrient base). The solution was replaced with a

fresh one when the voltage across the load resistor dropped below 50 mV [91, 101, 102, 103]. The

constructed two-chamber MFCs are shown in Figure 4.3.
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Figure 4.2: MFC electrical model [100].

The MFC voltages were monitored in real time in volts (V) against time in seconds (s) [104] by

using a digital multimeter (Fluke 79 series II, Everett, WA, USA) through a multiplexer (Agilent

34970A, Santa Clara, CA, USA). Once the voltage production level was stable, power and voltage

at maximum power point were obtained by varying a testing load resistor value between the elec-

trodes in the range of 5kΩ−20Ω [105]. Table 4.1 summarizes the specifications and typical power

production of all MFCs.

Specification MFC 1 MFC 2 MFC 3 MFC 4
Total volume (mL) 240 240 240 1,000
Catholyte Air Air Ferricyanide Ferricyanide
Anode area (cm2) 12 12 12 50
Cathode area (cm2) 12 12 12 50
Power at MPPT (µW ) 595 484 435 6,400

Table 4.1: Specifications and performance of MFCs [100].
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Figure 4.3: Two-chamber microbial fuel cell and power management unit set up [100].

4.2.2 MFC Electrical Equivalent Modeling

The MFC can be electrically modeled as a voltage source with an internal resistance RMFC ,

open circuit voltage VMFC , and internal capacitance CMFC as shown in Figure 4.2. The value of

RMFC is composed of several different components (anode, cathode, membrane, and electrolyte

resistances) [91, 92, 93]. The value of VMFC is the MFC’s thermodynamic voltage, which varies

nonlinearly depending on the solution pH, temperature, and substrate concentration. Since MFCs

produce a DC voltage, CMFC is mostly ignored in similar works [80, 90]. However, due to the

method of locating the maximum power point (MPP) through the open circuit voltage of the MFC

in the proposed PMS,CMFC is important for the proper design of a maximum power point tracking

(MPPT) algorithm; thus, it is included in our model. The equivalent circuit model of the MFC was

used for the design of the PMS and the dynamic MPPT in this chapter.
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4.2.3 System Specifications

A voltage regulation stage is required to boost the low voltages (less than 1 volt) provided by

each of the four MFCs to a nominal voltage that can provide proper power values for the wire-

less sensor to operate properly. The step-up converter integrated to the system provides dynamic

impedance matching and low-power consumption for maximum-power extraction.

Since power extraction is performed to an array of four MFCs, MFC’s health-state measure-

ments, multiplexing control capabilities and the flexibility offered by a programmable device are

key features required for the control block of the proposed system. Thus, an extremely-low power

microcontroller is required to perform MFCs power ranking and multiplexing operations.

The energy-storage system specifications for the two wireless sensors, a short-range wireless

transmission and an IoT smart node, required the integration of an output load supercapacitor of 0.1

F and 5 F, respectively, to meet the power specifications for each sensor and allow them to properly

send a packet of data wirelessly of multiple temperature readings. The design specifications are

presented in Table 4.2.

Specification Value
Number of MFCs 4
Average Vin 350 mV
Vout 3.3 V
Output supercapacitor 5 F

Table 4.2: Specifications of the MFC-powered IoT system [100].

4.3 Circuit Architecture for Multi-MFC PMS

In this section, a summary of previous EH techniques for multiple MFC is presented along

with a proposed architecture that considers a DC-DC converter with MPP capabilities that has

been tailored for MFC technology. A PMS algorithm has been embedded in a programmable

intelligent computer (PIC) microcontroller and explained here, its main purpose is to allow the
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extraction of an array of MFCs while providing health protection features. Finally, a description

of the final implementation of the proposed PMS is given.

4.3.1 Overview of Energy Harvesting for MFC

Due to the technology’s nature, the MFC output voltage is very low and non-regulated [91],

which represents a major challenge for efficient power extraction. A parallel configuration of

MFCs can be used to increase the output current with the disadvantage that the output voltage will

remain at low levels. Another drawback of the parallel connection of MFCs is that if their output

voltage deviate from each other, this effect leads to a detrimental charge transfer among cells in

the array, also known as voltage reversal, preventing the stack of MFCs to fully deliver its charges

to a load [89]. This results in power losses that lead to a low overall power efficiency of the array.

On the other hand, a serial connection of MFCs provides higher output voltages based on the

sum of individual VMFC , with a common current that flows throughout the MFC array. In [96] a

voltage balancer is used along with a DC-DC converter for an array of serially connected MFCs.

By doing so, the output voltage, now higher than that of a single MFC, is efficiently harvested by

providing an active switching capacitor method to balance the system. However, the system can

also face multiple drawbacks including power extraction interruption and even system failure if a

single MFC in the stack is damaged or physically disconnected due to a contact deterioration, for

example. This can potentially disable the operation of the DC-DC converter block, leading to a

loss of power available from the remaining properly-functioning MFCs.

Previous works in PMSs have mainly focused on power extraction from a single MFC [90,

106]. This approach is limited to the amount of power that a single MFC can generate, which can

be depleted quickly, resulting in the interruption of the power supply at the load. In addition, if the

system does not integrate an automatic MPPT algorithm, achieving maximum power harvesting

can become cumbersome and time-consuming if conducted manually [86, 90, 96, 107, 108, 109].

Even more important, power extraction may not be efficient since the MPP can shift during the life-

time of an MFC. For this reason, the integration of an MPPT is essential for the DC-DC converter

to dynamically adjust to the electrical characteristics across multiple MFCs.
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In this chapter, the system proposed is intended to harvest the energy from an array of MFCs

in a time interleaved fashion, allowing the inactive MFCs to recharge its internal capacitances

(CMFC) when they are not being harvested. The system also integrates an MFC-failure protection

mechanism, which automatically isolates one or multiple MFCs from the system if its available

power is below a minimum threshold. The MFC-failure protection feature is intended to isolate an

MFC when it has been depleted, damaged or it has been physically disconnected.

4.3.2 Overview of the Proposed PMS Circuit for Multi-MFC

The block diagram of the proposed system is shown in Figure 4.4. Each MFC in the array is in-

dividually connected to a low-Ron N-type CMOS switch DMN1019UVT (Diodes Incorporated R©,

Plano, TX, USA), controlled by an extremely low power microcontroller PIC24F16KA102 (Mi-

crochip Technology Inc. R©, Chandler, AZ, USA) [110]. The PMS algorithm embedded in the

microcontroller allows testing the total power available in each MFC in the array, by using a power

measurement block, as shown in Figure 4.5. The microcontroller also regulates the power extracted

from an individual MFC in the stack by defining the time interleaved EH sequence and the amount

of time needed for each MFC before it is harvested again. The DC-DC converter block consists

of an ultra-low power boost converter BQ25505 (Texas Instruments Incorporated R©, Dallas, TX,

USA) [111]. Finally, the extracted charges are stored in an output supercapacitor that powers the

wireless sensor.

As the output voltage level of the MFC is not high enough for the proposed topology to allow

for self-starting operation from the PMS, an external one-time pre-charging of an output secondary

capacitor to 1.8 V is required to begin controller operation. Multiple different approaches may be

taken to startup the system [112, 113].

Once the system begins extracting energy from the MFC, there is no longer need for an external

power source to power the PMS.
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Figure 4.4: Block diagram of the proposed PMS [100].

Figure 4.5: Diagram of the proposed power measurement circuit [100].

4.3.3 Maximum Power Point DC-DC Converter

Based on the electrical diagram presented in Figure 4.1, the DC-DC boost converter selected

for this chapter was programmed to set its input resistance at 50% of the VMFC open circuit voltage

[92]. By using this reference, the input impedance of the boost converter is dynamically adjusted

by regulating its input current and voltage to track the MPP of the MFC.

As shown in 4.1, since the maximum power point is reached when the input resistance of the

PMS equals to the MFC’s input resistance characteristic, it sets a minimum condition for the power

losses that can be tolerated in by the internal resistance of switches, and sheet resistance for the

printed circuit board (PCB).
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Figure 4.6: Key reference points for an energy harvesting algorithm for MFC power extraction
[100].

PLOSS = I2RLOSS;RLOSS = RMFC ⇒ RPMU+PCB ≤ RMFC (4.1)

4.3.4 Multi-MFC PMS Algorithm

A microcontroller’s 10-bit analog to digital converter (ADC) determines the interleaved power

extraction time per MFC. As seen in Figure 4.6, the algorithm defines two thresholds for the power

extraction Vth−High and Vth−Low as follows:

Vth−Low determines when to stop the EH operation and is predefined at 50% of the initial

measured VMFC . When Vth−Low is reached, the MFC is removed from the PMS until the voltage

threshold high, Vth−High, is reached. The recovery time is defined as the time it takes for the MFC

to go from Vth−Low to Vth−High. Vth−Low and Vth−High are determined after selecting the voltage
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Figure 4.7: Flow diagram for MFC power extraction’s main Program [100].

thresholds that yield the most optimum power extraction and recovery time for energy harvesting,

without over-depleting the MFC from a series of threshold testing of an adaptive algorithm.

The power extraction algorithm presented in Fig. 4.7 (Main Program) is described below:

1. The Power Ranking Algorithm subroutine is executed. As a return variable, a look-up table

is filled out with the individual MFCs’ power rankings

2. The look-up table is accessed to interleave the MFC power extraction process
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3. The DC-DC boost converter is enabled to start EH

4. VMFC is compared to the low threshold voltage Vth−Low

5. When Vth−Low voltage is reached the DC-DC converter is disabled

6. If more MFCs in the array are waiting to be harvested, then the program jumps to instruction

in numeral 2 (above). Otherwise, the system stops its EH mode and waits until the recovery

time of the highest ranked MFC is reached

7. After the recovery time is completed, the algorithm restarts

The proposed interleaved energy extraction allows the step-up DC-DC converter to dynami-

cally find the MPP of each individual MFC, ensuring a maximum power output per MFC while at

the same time, the idle time for the remaining MFCs is used as a MFC’s recovery time that directly

affects the MFC’s health status.

Another important feature of this approach is that if there is a failure at one or more MFCs, the

system automatically adapts to it by assigning a rank of zero to that specific MFC, which allows

the system to neglect the damaged cell.

4.3.5 Power Ranking from Multiple MFCs

Due to the bioelectrochemical nature of the MFC (parasitic reactive elements), its open circuit

output voltage does not hold a direct relationship to the total amount of energy. Measuring the MFC

open circuit output voltage it is not necessarily indicative of the amount of energy available from

a specific device in the array because its internal resistance (RMFC) is not considered. Therefore,

the followed approach was chosen to properly estimate the power available per MFC:

The circuit shown in Figure 4.5 uses a 100µF power measurement capacitor (CPM ) and a

charging switch (Cap Charge) in a series to an MFC under testing. A second switch (Cap Dis-

charge) is in parallel with CPM to reset its voltage conditions at the end of a power measurement

by setting its initial voltage to zero. By neglecting parasitic elements, the power in circuit shown

in Figure 4.5 can be calculated using 4.2 below:

58



P = V I = V (t) · CPM · dV/dt (4.2)

It can be noticed from 4.2 that the voltage change in time dV/dt of CPM is directly propor-

tional to the total available power of the MFC under test, and most importantly, such charging time,

as estimated in 4.3, intrinsically considers resistances RMFC and RSwitch, where the latter resis-

tance is constant. Using this principle, the power ranking algorithm registers an accurate power

measurement every 16.52 ms.

τDischarge = CMFC ·Rout = CMFC · (RMFC +RSwitch) (4.3)

Thus, the final value of CPM , holds a direct relationship to the MFC’s individual power. Both,

the capacitor value and the constant charging time were selected to provide meaningful information

regarding the electrical characteristics of all the MFCs connected to the system. The previously

described process is repeated for each MFCs located in the MFC array. After all the MFCs are

measured, the data is sorted in a look-up table that mandates the order in which each MFC is

harvested.

The description of the power ranking sub-routine shown in Figure 4.8 is presented below:

1. The power ranking measurement capacitor is initialized to 0V by Cap Discharge switch

2. The MFC under testing is connected to the ranking circuit using Cap Charge switch

3. ADC values of MFC measured power are stored in the look-up table

4. The ADC values are sorted assigning the highest rank to the MFC with maximum voltage

and lowest rank to the MFC with minimum voltage. MFCs that cannot provide significant

power are ranked zero and neglected in the subsequent EH process

4.3.6 Implementation

The proposed PMS was developed on a two-layer PCB shown in Fig. 4.9. On the top side, a

microcontroller was placed along with the low-R switches and the power measurement capacitor.
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Figure 4.8: Flow diagram for MFC power extraction’s ranking algorithm subroutine [100].

The DC-DC boost converter is found at the bottom side of the PCB.

The collected power is stored in an off-board output supercapacitors that powers the sensor

nodes used to test the system.

The final algorithm was implemented using MPLAB X IDE and XC8 programmed in the

PIC24F16KA102’s non-volatile internal flash memory. It is important to mention that even though

the information retrieved by the power ranking algorithm was stored in the volatile data memory,
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Figure 4.9: Printed Circuit Board of the PMS for multi-MFC power extraction, top view (left) and
bottom view (right) [100].

the use of a non-volatile Electrically Erasable Programmable Read-Only Memory (EEPROM) to

store such power ranking values is available in case further off-line data analysis is required. The

sensor data collected in this chapter was acquired with the purpose to be transmitted and stored in

a remote server in the cloud to enable further and more complex data analysis.

Even though the proposed system can natively support up to nine MFC devices without any

further modification only four MFCs were tested in this chapter. It is also important to notice that

if more MFCs are needed to increase the overall power available, the system can easily be adapted

by adding more solid-state switches and digital multiplexers as needed.

4.4 Experimental Results and Discussion

4.4.1 PMS for Multiple MFCs

The operation of the power ranking subroutine operation is illustrated in Figure 4.10 which

displays at the top, four channels represent the VMFC waveforms of MFC1, MFC2, MFC3, and

MFC4, respectively. The bottom plot represents the CPM output voltage.
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The label rank 1-4 at the bottom plot, indicate when the respective MFC 1-4 is power-measured

by sampling its output power using CPM such value is held to perform an analog-to-digital con-

version. This sampling process is repeated for each MFC connected to the board periodically and

its ranking values are grouped in phases. The ranking obtained at the phase is shown in Table 4.3,

phase one. After the MFCs are sorted, then the power extraction can be performed. Phase two in

Table 4.3, represents a second power-ranking measurement recalibration.

Device Ranking (phase one) Ranking (phase two)
MFC 1 1st 1st
MFC 2 4th 2nd
MFC 3 2nd 3rd
MFC 4 3rd 4th

Table 4.3: MFC power rank [100].

In Figure 4.11, the time interleaved power extraction operation of the proposed PMS is pre-

sented for different extraction phases. The four channels representing the MFC output voltages are

labeled at the top of the graph. Initially, before power extraction, the voltage at the MFC represents

its open circuit voltage; then, when the MFC is harvested its voltage drops to its MPP voltage. Fi-

nally, when Vth−Low is reached, the algorithm harvests the next MFC in the look-up table only if

its output voltage is larger than Vth−High.

Figure 4.11 (left) shows the energy harvesting operation right after performing the MFC power

ranking presented in Figure 4.10. Thus, the pattern for the power extraction, pointed out with

gray arrows, follows the pattern described in Table 4.3 for phase one; however, after extracting

power from the MFCs for 20 hours, the MFCs’ power ranking look-up table recalibrates to the

values shown in Table 3, phase two. Such power changes are illustrated in Figure 4.11 (right). It

is important to highlight that, in phase two, not only are the power rankings changed for devices

MFC2, MFC3, and MFC4, but at this point MFC1 now takes more time to reach Vth−High. This

condition forces the algorithm to switch to the next available MFC that complies with the Vth−High
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Figure 4.10: MFC power ranking waveform [100].

specifications, which in this case is MFC2. The algorithm continues its operation, and MFC1 is

only harvested again when Vth−High is reached as originally proposed.
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Figure 4.12 shows the dynamic adaptability of the system. The highlighted section A shows the

normal operation of the system if the pre-established threshold voltages are observed. On the other

hand, section B demonstrates that when MFC4 does not reach the predefined voltage conditions,

its port is neglected in an effort to optimize the power extraction time.

As demonstrated, an important characteristic of the power ranking feature previously demon-

strated, is that if an MFC does not provide proper power conditions or has an internal failure, the

system automatically isolates the damaged MFC and continues its operation without affecting the

remaining MFCs or interrupting the energy harvesting process.

4.4.2 Wireless Smart Node Applications

A wireless temperature sensor (Monnit R©) capable of transmitting data in a local network was

fully powered by the PMS, four MFCs and a 0.1 F capacitor. Temperature measurements were

transmitted and retrieved using a local PC as shown in Figure 4.13. Figure 4.14 (top) shows the 0.1

F output voltage capacitor charging curve. As can be seen, the 0.1 F supercapacitor was charged

from 0 V to 2.5 V with an initial charging time (ti) of 9.17 minutes; then, the temperature sensor

was enabled and the data was transmitted wirelessly. After the packet was received by the PC,

the sensor was disconnected from the supercapacitor. After performing the data transmission, the

output voltage in the supercapacitor was 1.95 volts, from which it took an average recharging time

(tr) of 3.61 minutes to reach the 2.5 V level again. The process was repeated seven times in the

span of 34 minutes. The temperature readings are shown in Figure 4.14 (bottom).

This first application replicates the load supercapacitor and the commercial WSN used in [90].

Moreover, as presented in Table 4.1, the MFC array used contains 3 MFCs comparable in size

and electrical characteristics to the one used for the low-power MFC (LPMFC) example and 1

MFC similar to the one used for the high-power MFC (HPMFC) example. The results show a very

substantial improvement in charging time: When comparing the results of this work to the mea-

surements reported in [90] for the LPMFC, the initial charging time for the supercapacitor showed

an improvement of 954% and an improved recharging time of 346%. When compared to the mea-

surements reported for the HPMFC, the improvements in the initial charging time improvement
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was 327% and the recharging time was 207%.

In a second experiment, an IoT application was implemented to test the capabilities of the

proposed PMS for a power demanding extraction conditions. A Wi-Fi-enabled temperature smart

node was designed and built for this purpose. This sensor node was based on the IoT platform

Photon (Particle R©, San Francisco, CA, USA)[114]. As seen in Figure 4.15, the IoT circuit board

was wirelessly connected to a router to send the collected data over the internet, and the information

gathered was retrieved using a handheld iPhone R©device. Figure 4.16 (top) shows that the 5 F

output supercapacitor was charged from 0 V to 3.3 V with an initial charging time (ti) of 11.3 h;

at 3.3 V the internet-enabled smart node was enabled, and the data was transmitted wirelessly to a

remote server. After the data packet was received in the smartphone, the sensor was disconnected

and the output capacitor voltage presented an output voltage of 2.8 V. It took an average recharging

time (tr) of three hours to fully recharge the supercapacitor from 2.8 V to 3.3 V. The process was

repeated six times in the span of 24 h. The collected temperature readings are shown in Figure

4.16 (bottom).

By effectively powering the IoT application with the MFC array, the system robustness was

confirmed after providing continuous power extraction in the span of 24 h, in such period the

MFC did not show any abnormal stress or failure, validating in this way the potential use of MFC

technology for power-hungry systems, such as IoT-applications.

4.4.3 Total Power Consumption and Efficiency

The PMS’ power efficiency (η), as defined in 4.4, is presented in Figure 4.17. The peak end-

to-end efficiency measured was ∼ 50.7% for a 3.3 output voltage. Table 4.4 summarizes and

compares the presented chapter to previously reported systems.

(4.4)

η =
Pout

Pin

· 100

=
PMFC −

∑
(PLosses)

PMFC

· 100

=
PMFC − [Iout · (RMFC +RSwitch) + Ploss−converter]

PMFC

· 100
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Figure 4.11: MFC interleaved power extraction measurements: phase one (top) and phase two
(bottom) [100].
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Figure 4.12: Dynamic adaptability of the system: normal operation (left) and change in MFC’s
power conditions (right).

Figure 4.13: Local-network bluetooth sensor set up.
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Figure 4.14: Local-network bluetooth sensor supercapacitor voltage waveform and (top) tempera-
ture measurements (bottom).

Figure 4.15: Internet of things sensor node hardware setup [100].

68



Figure 4.16: Internet of things sensor supercapacitor voltage waveform and (top) temperature mea-
surements (bottom) [100].
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Figure 4.17: Measured Efficiency versus Output Voltage [100].
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4.5 Discussion

This chapter presents a methodology to charge a supercapacitor from multiple MFCs. The load

circuit being powered was capable of sending data in a local network over the internet. All of

this makes the MFCs a promising energy harvesting source for commercial applications in the IoT

domain, which can potentially allow smart nodes to be self-powered and to be used in places not

previously thought practical.

The proposed system can extract power from a single MFC in an MFC array at a time, which

enables a custom MPPT for every single MFC, while at the same time allowing idle MFCs to

recover and produce more charges, avoiding overly depleting the MFCs. The same feature also

allows the system to continuously work in the presence of an MFC that does not provide significant

charges, or even in the case of physical MFC detachment from the PMS. Such anti-MFC failure

features significantly improve the reliability of the whole system.

The performance of the system not only proved to be several times more efficient than the

old system’s reliance on extracting power from a single MFC, but it also proved more efficient

compared to works with custom-made ICs where PCB and external component losses are expected

to be less.

This research also determined that MFC networks are capable of meeting the specifications

of power hungry applications. An MFC system can also be scalable with minimum hardware

modifications to provide higher amounts of power. The techniques used in this work are compatible

with the design proposed in other works, and since the system was made using commercial off-

the-shelf components, it can be easily replicable and modifiable.

4.6 Conclusions

This chapter presents a system design that can extract power from an array of MFCs using a

time-interleave technique that not only enables a custom MPPT per MFC in the arrange but also

allows a proper MFC charge-recovery time to avoid overly depleting the cells in the array, which

can lead to an MFC failure or premature end-of-life. An optimal power harvesting process was
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measured when enabling a maximum power point tracking in the DC-DC power conversion block

across four different MFCs with an output characteristic power at MPPT ranging from 6400 νW

to 435 νW with an observed 50.7% peak efficiency. The results of the proposed system show a

robust performance of the proposed PMS after more than 24-h of MFC EH even in presence of

weak or damaged MFCs.

The system was able to run autonomously to charge an output supercapacitor of 0.1 F to 2.5 V

in 9.17 minutes to power a WSN. In the same way, the proposed PMS was able to charge an output

supercapacitor of 5 F from 0 V to 3.3 V in 13.6 h and endure a 24-h power extraction with no signs

of MFC over-depletion or failure. The system powered an internet-enabled smart node five times,

and the information was correctly retrieved from a remote server using a smartphone device.

By successfully completing this MFC-powered IoT-sensor node demonstration, EH based on

MFC technology has been verified as a promising area that has the capabilities to run power intense

systems, such as internet-enabled technologies, which can potentially enable the arrival of a new

generation of self-powered smart nodes.

Finally, future work in this area includes the development of efficient PMS startup circuits

tailored to MFC technology, more efficient low-power data acquisition and processing techniques

for remote sensing, in which the addition of new sensors and analytical models in the cloud can

give accurate real-time and predictive information about the health state of the MFC.
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5. RECONFIGURABLE SYSTEM FOR ELECTROMAGNETIC ENERGY HARVESTING

WITH INHERENT ACTIVITY SENSING CAPABILITIES FOR WEARABLE

TECHNOLOGY∗

5.1 Introduction

Wearable technology is a dynamic and growing industry that is increasingly offering popular

insights about the user’s well-being [117], as is the case of health monitors [118]. Activity trackers,

specifically, have two important characteristics: first, their limited set of features, makes them one

of the most power efficient consumer electronics. Second, because these wearables are mainly

intended to gauge user’s activity, they are very likely to be at the core of high physical movement

[119]. Figure 5.1 presents how these two characteristics make of activity-tracking devices a unique

candidate for body-motion energy harvesting (EH), which can harness the mechanical energy and

recycle it back to the wearable itself, to not only extend their battery life, but potentially to fully

power it [120]. Especially if this family of devices is designed only for essential sensing, control

and signal processing capabilities.

Research of EH sources to power efficient electronics [121] range from ambient light [122],

radiofrequency [123], thermal [124, 76] and kinetic [125]. Human, animal, along with machine

motion EH, are an attractive substitute for batteries in consumer electronics [126]. Piezoelectric

generators, which produce energy from vibrations, have the potential to generate power for wear-

ables; however, highly efficient piezoelectric technology often require the use of a cantilever setup

to maximize its power production, which makes them not attractive for a highly-portable wearable

application [127]. In contrast, a very cost-effective and highly scalable kinetic EH source can be

found in electromagnetic (EM) transducers [128, 129]. Such transducers consist of a coil, made

from magnetic wire, and a magnet assembled in a way to allow it to axially travel back and forth

∗Reprinted with permission from "Reconfigurable System for Electromagnetic Energy Harvesting With Inherent
Activity Sensing Capabilities for Wearable Technology," by A. Costilla Reyes, A. Abuellil, J. J. Estrada-López, S.
Carreon-Bautista and E. Sánchez-Sinencio, 2019. IEEE Trans. On Circuits and Systems II: Express Briefs, vol. 66,
no. 8, pp. 1302-1306, Aug. 2019, c©2019 IEEE
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Figure 5.1: Concept of an EH-based system for wearables.

throughout the magnetic coil. The motion required to displace the magnet, can be found in the

natural wrist motion of a person walking or running.

It is paramount to highlight that while previous EH systems based on an electromagnetic trans-

ducer for wearables have been reported, the intrinsic sensing capacity of the kinetic transducer to

collect data from the user’s activity is rarely exploited. In [130], an electromagnetic transducer in-

terface design is presented by integrating a transducer topology based on an alternate winding and

a differential rectifier to a boost converter. Here, while the active-resistance-matching technique

allows an improved input matching efficiency, the proposed circuit does not have the capability to

use the sensing data of the transducer to further improve its power efficiency. In [131], a rectifier

based on a low-quiescent negative voltage converter (NVC) is presented. The AC/DC chopper em-

ployed was designed and simulated to use the self-inductance of the electromagnetic transducer.

However, even though the properties of the EM transducer are inherently employed for the pro-

posed circuit to operate, the system does not provide with a way to isolate the EM transducer and

allow its use as a sensor to provide further system sensing functionalities.

In the same way, other works have explored novel solutions of harvesting low input voltages

power sources. In [132], for example, an adaptive rectifier is proposed that can switch between two

independent passive and active rectification blocks depending on the available power. However,

this implementation was done using discrete components which incur in considerable power losses

and has an important overall system size, that can make this application impractical for portable

and low-power EH wearable systems. On the other hand, [61] and [133] integrate on-chip a similar
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approach to reach significant improvements in efficiency by using independent passive and active

rectification blocks. In both works, the redundant rectification CMOS circuits for rectification

represents a considerable impact in the total area expenditure of the rectification block and a fixed

passive power path for current leakage.

This chapter presents a system designed to harness energy from body motion while providing

sensing capabilities which consist of an end-to-end EH system with inherit activity sensing tailored

for wearable devices. The proposed work, shown in Fig. 5.2, involves the development of a

compact EM transducer, a front-end circuit designed for rectification and sensing purposes, a power

conversion block based on the Texas Instrument’s BQ25505 DC-DC converter, and an efficient

control block. The rectification stage proposed here, reconfigures from passive to active mode to

improve its efficiency by rectifying lower input voltages from the source. A key characteristic of

the proposed rectification stage is its ability to completely isolate the EM transducer to the power

conversion stage to exclusively use it as a sensor and provide sensing information with proper logic

levels to allow a subsequent digital-based data analysis. This digitalized sensor-data, makes this

EH and sensing system a good substitute to supplementary sensors to gauge activity, such as an

accelerometer or a gyroscope, traditionally needed to determine a user’s number of steps or activity

intensity.

This chapter is organized as follows: subsection 2 describes the design of the proposed system,

subsection 3 elaborates on the system operation and subsection 4 presents the experimental results

of this work. Conclusions are presented in subsection 5.

5.2 System design

In this subsection all end-to-end design specifications of an electromagnetic energy harvesting

for wearable technology are specified and described. The proposed EH-based wearable system

considers three main system blocks: EM transducer, reconfigurable rectifier and activity detection

and power conversion stage. Figure 5.2 shows the top-level implementation of the EH-powered

wearable application presented in this chapter.
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Figure 5.2: Top-level system implementation of EH-based system for wearables [30].

5.2.1 Electromagnetic transducer

The electromagnetic transducer, designed to be worn in the wrist to capture the mechanical en-

ergy from movement while walking or running. The design of the transducer followed the analysis

presented in [128] and [129], considering the peak power delivered and the final dimensions as the

main specifications for the construction of the transducer presented here.

A plastic casing was modeled and 3D printed using acrylonitrile butadiene styrene (ABS) fila-

ment. Its main purpose is to accommodate the different elements of the custom transducer shown

in Fig. 5.3. The relative-axial movement of the main neodymium (NdFeB) magnet, of a diameter

of 4.76 mm and 9.53 mm of length produces the magnetic flux linkage that can be harvested by

the system when interacting with a 36 AWG magnetic wire. A plastic inner tube placed along the

full axial movement of the magnet through the coil, and two lateral magnets placed at the ends of

the 3D printed housing are intended to reduce mechanical friction losses. Due to the low operation

frequency of the system ( 5Hz) this transducer was modeled according to the final transducer’s

specifications listed in Table 5.1.
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Figure 5.3: Electromagnetic transducer structure [30].

Specification Value
DC resistance 61.68 Ω
Inductance 18.7 mH
Peak output voltage 2.5 V
Output power 7m W @ 100 Ω
Magnetic material Neodymium
Magnetic wire 36 AWG

Table 5.1: Transducer specifications [30].

An acceleration sensor is commonly integrated into wearable devices to perform activities such

as step counting. This information is often presented in the form of performance analytics that cor-

relate the steps and its intensity to the amount of energy spent by a user during exercising, for

example. The system presented here proposes the use of the EM transducer to gather basic infor-
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mation similar to that provided by acceleration-based sensors. In Fig. 5.4, the output waveform of

the EM transducer (top) is compared to the information provided by a Bosch BMA280 acceleration

sensor (bottom). Both waveforms were retrieved when the user moved his hands with both sensors

moving together. As it is observed, the EM transducer can be used to gather basic information

similar to that provided by an accelerometer.

It is important to notice that the symmetry of the waveforms in the EM transducer are due

to the interaction of the polarity of the main magnet to the coil. That is, the positive polarity of

the magnet going forward through the coil has the same output waveform polarity as the negative

polarity of the magnet going backward through the same coil, resulting in a symmetric waveform

for peaks I, II and III. In contrast, the output waveform of the accelerometer presents a symmetry

for peaks I and II of Fig. 5.4 (bottom), representing the forward movement of the user’s hand at a

top force close to 4g, whereas a backward movement of the hand presented in peak II, is a mirror

representation of the waveform presented in peaks I and III.

Albeit simple, the information contained in the EM transducer waveform successfully showed

the hand movements of the user as compared to an acceleration sensor x-axis output. The simplicity

of the information in the presented kinetic transducer output waveform can be employed to easily

determine number of hand movements and its speed for example. All of this from an element that

not only no consumes power, but provides energy to the wearable system. To exploit this property

found in the kinetic EM transducer, a front-end circuit is proposed and presented in the following

subsections.

5.2.2 Reconfigurable rectifier

A reconfigurable rectifier is required to convert the AC voltage from the EM transducer to

DC. To achieve this, a rectifier topology that reconfigures depending on the available power in the

system is presented here. The proposed circuit, illustrated in Fig. ??, reuses transistors M1 −M4,

in the main power path, for the passive and active rectification configurations.

The passive rectification mode illustrated in Fig. ??, is employed when the storage capacitor

voltage VStore is less than 1.8V , no enough energy is stored in the system to power the control

79



Figure 5.4: Electromagnetic transducer waveform output (top) and accelerometer y-axis waveform
output (bottom) comparison [30].

circuit for an active rectification stage to operate. Passive rectification is achieved during startup

when transmission gates TG1 − TG4 have a zero voltage on gate, operating as a short circuit,

resulting in a standard negative voltage converter (NVC) topology, where the difference in voltage

of the EM transducer connected at In+ and In- can enable either M1 and M4 or M2 and M3 for

positive and negative AC input voltage swings, respectively. This NVC circuit presents a rectified

signal at VRect and GND.

When the voltage at the storage capacitor reaches a minimum of 1.8 V, that is VStore > 1.8V ,

then the active configuration of the rectifier is enabled as presented in Figure 5.6. Signals VOK and

VOK , provided by the DC-DC converter in the power conversion block, open transmission gates

TG1 − TG4, reconfiguring from an NVC to the active rectification topology where M1 −M4 are

controlled by signals C1−C4 through M5−M8, instead. This active configuration can rectify low

input voltage swings commonly found in low-pace movements, such as walking. This is achieved

80



Figure 5.5: Reconfigurable rectifier in passive configuration [30].

with two TLV3691 nano-power comparators, referred to as U1 and U2 in Fig. 5.7, which enables

branches M1 and M4 or M2 and M3 by comparing the polarity of the EM transducer and VRect.

An important feature of the active rectification topology is that transistors M1 − M4 can be

turned off to fully isolate the transducer from the power path of the EH system and to enable the

system’s sensing capabilities. Since sensing is not permanently performed but intermittently per-

formed due to power efficiency restrictions, the EH operations are not affected in a significant way;

however, if the application does not require sensing, then EH mode can be enabled permanently.

Table 5.2 shows the reconfigurable rectifier’s transistor sizes which design avoided a minimum

length for transistorM1−M4 to reduce its voltage threshold, while maximum conductive resistance

and current specifications were limited to transducer’s resistance and power available mentioned

in Table 5.1.
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Figure 5.6: Reconfigurable rectifier in active configuration (detailed schematic view) [30].

Transistor Size (µm)
M1 −M4 900 / 0.4
M5 −M8 0.5 / 5
TG1 − TG4 2 / 5 (PMOS & NMOS)

Table 5.2: Reconfigurable rectifier transistor sizes [30].

5.3 Activity detection

The activity detection sub-block is shown in Figure 5.8. The EM transducer is connected to

this block through inputs In+ and In-. Transistors M9−M10 allows the higher input voltage of the

AC signal at the input to be copied at the gate of the transistor M11 to provide a rectified sensing

signal at the activity node. Lastly, the leak current, represented by RA, defines the output voltage
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Figure 5.7: Control circuit sub-block for active configuration of reconfigurable rectifier [30].

Figure 5.8: Activity detection transistor level circuit [30].

at no input condition while CA filters the sensed signal.

83



The activity detection circuit is connected to the EM transducer in parallel with the input of

the reconfigurable rectifier to provide a sensing signal to the system while providing energy to the

system. However, the sensed signal is expected to be distorted if the transducer is used for both EH

and sensing purposes. To accommodate these dual functions, the system must add the flexibility

of choice - to work in either the EH-mode or sensing-mode.

The reconfigurable rectifier block in its active can remove the EM transducer from the power

path by opening M1 −M4. By fully isolating the transducer through the rectification stage, it can

be used exclusively for sensing operations. Notably, the ability to isolate the EM transducer was

designed to provide a cleaner sensing signal and full-rail voltage swings. Table 5.3 presents the

transistor sizes used for the implementation of the activity detector topology in this section.

Transistor Size (µm)
M9,M10 0.5 / 4
M11 100 / 0.56

Table 5.3: Activity detector topology transistor sizes [30].

5.3.1 Power conversion block

A Texas Instruments BQ25505 DC-DC converter for low power applications is used to boosts

the VRect to a programmed 3.3 V. This component provides a voltage-okay flag VOK = high, when

VStore > 1.8V , which triggers the active mode of the EH-based wearable system presented here.

5.4 System operation

The EH-based wearable system operation diagram is presented in Fig. 5.9. At the top of the

diagram is the input signal from the kinetic transducer, which can be continuous or intermittent

depending on the movement provided by the user; thus, signals M1−M4 represent the state of the

transistors of the rectifier, and VOK determines the passive or active EH-mode. At the same time

the activity detector output in the time diagram represents the output node of the activity detection
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Figure 5.9: Energy harvesting system operation time diagram [30].

block. The rectifier mode along with the VStore voltage levels are presented at the bottom of the

diagram.

Initially, the reconfigurable rectifier starts in its passive mode, where the NVC-like configu-

ration allows a passive AC to DC rectification. The rectified signal is fed to the DC-DC boost

converter of the power conversion block.

When the voltage at the output storage capacitor reaches a minimum of 1.8 V, the boost con-

verter sets up the VOK flag that enables the active mode of the reconfigurable rectifier. If activity

is sensed from the transducer, then the operation of the comparators for active rectification is en-

abled, whereas when no activity is detected, the input of the transducer to the DC-DC converter

is disconnected to avoid any possible back-leakage. Any further activity by the user enables the
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system to restart in the EH-mode. An active rectification allows a lower In+ and In- rectifica-

tion, as compared to its passive rectification counterpart, associated with low-pace activity, such as

walking.

The system also integrates the capability to enter a sensing-mode by turning off transistors

M1 −M4 to isolate the EM transducer from the power conversion stage. The cleaner signal at the

output of the activity detector node can reach full logic levels that can be represented as digital

values that correlates to the activity from the user. Such digital information can potentially be used

to know the number of steps or to determine walking speed if the time between pulses is measured

and processed.

The resulting data obtained from the sensing mode can also be stored and transmitted to a

larger system for a more comprehensive data analytics using the Bluetooth wireless module already

integrated in a commercial wearable device.

Finally, if the output voltage drops below 1.8 V then the system configures as a passive rectifier

and the process repeats.

5.5 Measurement results

The energy harvesting front-end was fabricated in a 130 nm TSMC CMOS technology with an

active area of 0.0254 mm2. The IC micrograph is shown in Figure 5.10, the printed circuit board

of the EH system for wearables is shown in Figure 5.11 and the measurement setup is shown in

Figure 5.12.

Figure 5.13 presents the passive operation of the circuit. At startup, a brief low pace movement

section illustrates the drop in kinetic energy harvested during this period. At 1.8 V the active

rectification is enabled. In this transition, a drop in the VRect amplitude can be appreciated, due to

a change to a lower input impedance presented by the front-end circuit because the control circuit

allows an improved charge conduction of the rectification transistors M1 −M4 in the power path,

which in turn translates to a higher efficiency. The operation reaches its nominal output voltage at

3.3 V, and the test activity ends.

The activity detection measurement at the transition of the EH to the sensing mode is presented
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Figure 5.10: IC micrograph of the proposed power management system [30].

Figure 5.11: EH and sensing system printed circuit board of the proposed power management
system [30].
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Figure 5.12: Picture of the measurement setup mounted on the user [30].

in Fig. 5.14. As expected, the isolation of the kinetic transducer to be used solely for sensing can

provide digital logic compatible voltage signal levels, this feature not only prevents the signal to

be further degraded due to the loading impedance in EH harvesting mode but also provides data of

digital levels that can be used to analyze user activity without the need of a power hungry analog to

digital converter but a faster and more efficient digital circuit. Applications of this feature include

step-count estimation, and the implementation of gestures, which are particular hand movements

to control a music player, for example.

Voltage conversion efficiency (VCE) was tested using (5.1). Measurements showed over 90%

efficiency starting at 90 mV for active rectification, whereas a passive rectification configuration

shows a VCE over 90% at around 390 mV. As shown in Fig. 5.15, the VCE remains relatively

constant for higher input voltages at 99%.
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Figure 5.13: System operation waveforms: VStore (top) VRect (bottom) [30].

V CE =
VRect

VInput(Peak)

(5.1)

The power conversion efficiency (PCE), defined in (5.2), was measured using the setup shown

in Fig. 5.16, where VSource is a 1Hz sine waveform voltage source in series with a test resistance

within conditions shown in Table 5.1, and it showed a peak efficiency of 92.4% at 1 V, 32.4 µA

load. The power efficiency, presented in Fig. 5.17, decreases at low RL because of a reduced input

voltage derives in a lower VCE, as previously presents, which directly and negatively affects the

PCE. At a higher RL, the current consumed by the active rectification comparators becomes more

significant compared to the power delivered to the load; consequently, the efficiency is deteriorated.
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Figure 5.14: EH and sensing modes of operation output waveforms for AC input (top) and activity
signal (bottom) [30].

PCE =
1/T

∫ T

0
voutnioutn

1/T
∫ T

0
vinniinn

(5.2)

As a proof of concept, the power management system presented here was used to recharge a

Fitbit R©Charge HR commercial wearable. Measurements showed that after 30 minutes of a Sprint

Interval Training routine the system was capable of recharging 6.90% of the wearable device using

an 80 mAh Li-ion battery or 4.02 hours of extra battery life.

Table 5.4 compares the performance of the EH system presented here to other state-of-the-art

works [130, 131, 133], in terms of energy harvesting transductor used, process, peak power PCE
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Figure 5.15: Measured voltage conversion efficiency output voltage (V) and voltage efficiency (%)
[30].

Figure 5.16: Set up circuit to measure power conversion efficiency [30].
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Figure 5.17: Measured power conversion efficiency [30].

and sensing capabilities, showing relevant results in efficiency and features tailored for wearable

electronics based on EH.

5.6 Conclusion

In this chapter, a reconfigurable energy harvesting power management system with inherent

activity sensing capabilities was designed for wearable applications and implemented in a 130 nm

CMOS process. A custom-made EM transducer was employed to power the system, the AC to DC

conversion is handled by a reconfigurable rectifier operates in a passive mode configuration during

startup and a more power efficient active configuration for VStore > 1.8V with a peak 92.4% power

conversion efficiency.

This work introduces an activity detection circuit that enables the use of the inherent sensing

capabilities of the transducer used in EM-based EH. The combination of both, a reconfigurable
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Reference [130] [131] [133] THIS WORK
Transducer EM EM EM EM
Process 180 nm 130 nm 180 nm 130 nm
Rectifier PCEPeak (%) 97* 89* 86 92.4
Regulation Level (V) - - 3.0 3.3
Inherent sensing No No No Yes

Table 5.4: Comparison table with prior art. *Simulated [30].

rectifier and an activity detection circuit, and the EM transducer allows the system to gather similar

information than that of an accelerometer, traditionally needed to determine the user’s number of

steps or activity intensity, but at a lower power consumption and cost.
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6. SUMMARY AND CONCLUSIONS

This dissertation presented novel architectures of EH tailored for agricultural applications. The

first chapter of this dissertation presented the research motivation and potential impact of the work

presented here. It also introduced fundamental concepts on EH architectures, from transducers to

power management and energy storage requirements in embedded systems based on intermittent

power sources. Additionally, a detailed description of power conditioning circuits was discussed.

Specifically, rectification stages were discussed to provide different design trade offs along with

common metrics used to measure their performance; also dc-dc step-up converters were also de-

scribed and power extraction techniques concerning multiple sources of energy.

The second part of this dissertation proposed and described two IoT solutions for agriculture.

The first work introduced a Microbial fuel cell (MFC) a technology that is a novel energy harvest-

ing source that can transform organic substrates in wastewater into electricity through a bioelec-

trochemical process. It showed that its limited output power available per liter is in the range of a

few miliwatts, which results in very limited power. One way to reach a usable power output is to

connect several MFCs in series or parallel; nevertheless, the high output characteristic resistance

of MFCs and differences in output voltage from multiple MFCs, dramatically worsens the power

efficiency of such an array. In this paper, a power management system (PMS) is proposed to al-

low maximum power harvesting from multiple MFCs while providing a regulated output voltage.

To enable a more efficient and reliable power-harvesting process from multiple MFCs, a power

ranking and MFC-failure protection algorithm was implemented in a PIC24F16KA102 microcon-

troller. Moreover, we propose as the power extraction sub-block of the system an ultra-low-power

BQ25505 step-up DC-DC converter which integrates maximum power point tracking (MPPT) ca-

pabilities. The maximum efficiency measured of the PMS was ≈ 50.7%. The energy harvesting

technique presented in this work was tested to power two temperature-sensing wireless applica-

tions: a local range data transmitting sensor and a power-hungry internet-enabled smart node.

The second work presents a power management system for wearable technology based on a
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custom made electromagnetic (EM) transducer and a front-end circuit for energy harvesting (EH)

and activity sensing. Due to the AC-output nature of the EM transducer, this work proposes a

reconfigurable rectifier that can switch from passive operation to a more power-efficient active

topology depending on the available power in the system. The passive mode operates as a negative

voltage converter during start-up, while the active configuration is enabled and driven by a control

block after the available voltage at an output storage capacitor surpasses 1.8 V. This work also

introduces an activity detection circuit that enables the use of the inherent sensing capabilities of

the EM transducer. The combination of both, a reconfigurable rectifier and an activity detection

circuit, allows the system to gather information similar to that of an accelerometer regarding the

activity of the user, but at net-zero power consumption and lower cost. The EH front-end described

in this work was implemented in a 130 nm CMOS process with an area of 0.0254 mm2. Measure-

ments show that the circuit has a peak power conversion efficiency of 92.04%, while the power

management system can extend the battery’s charge of a Fitbit R©Charge HR by four hours for

every 30 effective minutes of a sprint interval training routine.

All the solutions proposed here presented prototypes designed, fabricated and tested, its results

were also reported as means to verify its operation and allow further research groups to utilize the

results presented. Appendix A provides source code and schematics to help other scientist and

engineers replicate the results for MFC technology presented here. Appendix B provides further

information on how the EH solution for kinetic energy can also be applied to human-oriented

applications.
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[133] H. Uluşan, Ö. Zorlu, A. Muhtaroğlu, and H. Külah, “Highly Integrated 3 V Supply Electron-

ics for Electromagnetic Energy Harvesters With Minimum 0.4 Vpeak Input,” IEEE Transac-

tions on Industrial Electronics, vol. 64, no. 7, pp. 5460–5467, 2017.

111



APPENDIX A

MICROBIAL FUEL CELL SUPPLEMENTARY MATERIAL

A.1 Source code

The main program of the source code for the multi-MFC -cell power ranking algorithm is

provided here,

void MFC_PowerExtraction (void);

void MFC_PowerRank(void);

unsigned int ADCResult[9]={0, 0, 0, 0, 0, 0, 0, 0, 0};

unsigned int ADCResultCopy[9]={0, 0, 0, 0, 0, 0, 0, 0, 0};

unsigned int i, j, k, ch, MFCcount, MFCth;

//channel selection in port

//MFC: 1 2 3 4 5 6 7 8 9

unsigned char MFCChannel[9]={0x0C, 0x05, 0x03, 0x02, 0x01, 0x00, 0x0A,

0x0B, 0x0C};

//Switch selection for for:

//MFC: 1 2 3 4 5 6 7 8

9

unsigned short MFC_LATA [9]={0x0008, 0x0010, 0x0000, 0x0000, 0x0000,

0x0080, 0x0040, 0x0000, 0x0000};

unsigned short MFC_LATB [9]={0x0000, 0x0000, 0x0040, 0x0100, 0x0200,

0x0000, 0x0000, 0x0400, 0x0800};

unsigned char counter;
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/*

Main application

*/

//LUT ranking

int cmpfunc (const void * a, const void * b)

{

return ( *(int*)b - *(int*)a );

}

int main(void)

{

// initialize the device

SYSTEM_Initialize();

NBoost_SetLow();

LATA = 0x0000; //Port A initialized to avoid voltage

reversal

LATB = 0x0000; //Port B initialized to avoid voltage

reversal

Cap_Discharge_SetLow(); //Set defaults as no power measurement

to be performed

while (1)

{

MFC_PowerRank(); //Power Ranking algorithm

MFC_PowerExtraction(); //Power Extraction subroutine

}
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return -1;

}

void MFC_PowerExtraction (void){

/*Stage 2: Power Extraction using LUT*/

/* Power Extraction routine*/

for (i=0 ; i<9 ; i++){ //MFC_Channel selector

pointer

for (j=0 ; j<9 ; j++){

if (ADCResultCopy[i] == ADCResult[j]){ //Extraction starts

from the strongest MFC *ADCResultCopy has the Ranked

values in LUT

MFCth = ADCResultCopy[i] >> 1; //50% MFC health point

ch = 1;

while(ch){

NBoost_SetHigh(); //Boost converter

disabled

__delay32(90000); //EH optimization

delay

//Test MFC’s health

NBoost_SetLow(); //Boost converter

disabled

LATB = 0x0000; //Clear LATCHB to

avoid voltage reversal.

LATA = MFC_LATA[j]; //Set Corresponding

Channel.

LATB = MFC_LATB[j];

ADC1_Start();
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while(!ADC1_IsConversionComplete());

//ADC1_IsConversionComplete() 1==Yes then go

out

ADC_result = (unsigned int)

ADC1_ConversionResultGet();

if (ADC_MFC_result<MFCth){ //MFC’s health check

up point

//Exit Energy Harvesting if MFC health doesn’t

meet minimum criteria

ch=0;

LATA = 0x0000;

LATB = 0x0000;

NBoost_SetLow();

j=9;

}

}

}

}

}

}

void MFC_PowerRank(void){

/*Stage 1: MFC Ranking code Starts*/

//Initialization

NBoost_SetLow(); //Boost converter disabled

Cap_Discharge_SetHigh(); //Capacitor initial voltage = 0V

LATA = 0x0000; //Port A initialized to avoid voltage

reversal
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LATB = 0x0000; //Port B initialized to avoid voltage

reversal

for (ch=0 ; ch<9 ; ch++)

{

LATB = 0x0000; //Port B initialized to avoid

voltage reversal

LATA = MFC_LATA[ch]; //Cap Charge Selection instruction

when boost converter is disabled

LATB = MFC_LATB[ch]; //Cap Charge Selection instruction

when boost converter is disabled

Cap_Discharge_SetLow(); //Capacitor Charging for Power

Measurement enabled

//Capacitor voltage is read below

/*Stage 2: Measurement starts here*/

ADC1_ChannelSelect(MFCChannel[ch]); //Dynamic Channel

Selection (Cap Charge))

ADCResult[ch] = 0;

ADC1_Start();

ADC1_Stop();

//Routine to discharge Cap

LATA = 0x0000; //Port A initialized. Cap

Discharge is in this I/O port range

LATB = 0x0000; //Port B initialized.

Cap_Discharge_SetHigh(); //Capacitor reset

while(!ADC1_IsConversionComplete());

//ADC1_IsConversionComplete() 1==Yes then continue

ADCResult[ch] = (unsigned int) ADC1_ConversionResultGet();

ADCResultCopy[ch] = ADCResult[ch]; //Store ADC result in LUT

/*Measurement ends here*/
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}

/*Stage 3: Rank LUT*/

AD1CON1bits.ADON=0; //Turn the ADC off (Power efficiency feature)

Cap_Discharge_SetLow(); //MFCs power be extracted

qsort(ADCResultCopy, 10, sizeof(int), cmpfunc); //ADC result

sorted

/*MFC Ranking code Ends*/

}

A.2 Circuit Schematics

A circuit schematics of Supplementary material for chapter on A Time-Interleave-Based Power

Management System with Maximum Power Extraction and Health Protection Algorithm for Mul-

tiple Microbial Fuel Cells for Internet of Things Smart Nodes is provided in this appendix.
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Figure A.1: Power management system circuit for multiple MFCs
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Figure A.2: Microcontroller MFC block schematic
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Figure A.3: Step-Up Converter block schematic
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APPENDIX B

RECONFIGURABLE RECTIFIER TEST CASES

The proposed reconfigurable rectifier is capable of signal gestures, steps and running informa-

tion which in turn can be presented to the user as a means for them to correlate activity to energy

being produced.

In this section two test cases are presented that can be used for activity detection and catego-

rization and a simple security application denominated "gesture-based binary passcode"

B.1 Activity detection

In test case number one, it is possible to differentiate running from walking in the power each

activity generates.

Figure B.1: PMU test case for running to walk activity.

B.2 Binary passcode

Test case number two, proposes the use the custom reconfigurable rectifier and activity detector

to signal gestures which can be used to elicit actions such as unlock screen, pause/resume workout
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and music controls, to name a few, such commands are determined by hand movements and the

time between their digital output.

Figure B.2: PMU test case for binary passcode detection features.
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