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#### Abstract

Motivated by real life challenges and pure research curiosity, this thesis considers several combinatorial problems related to combinatorial optimisation, computational complexity and graph theory. In each chapter, our goal is to refine our understanding of the complexity of the studied problem. When considering NPhard problems, we eventually circumvent the expected exponential complexity by providing parameterized and approximation algorithms. We also study the problems on restricted type of instances and propose efficient polynomial-time algorithms.

We study the notions of proportional density and define a proportionally dense subgraph as a subgraph whose vertices have proportionally as many neighbours inside the subgraph as in the whole graph. This notion combines local and global properties of the subgraph, an interesting paradigm rarely encountered in graph theory. Two problems related to proportionally dense subgraphs are studied, from the perspectives of structural graph theory, computational complexity and approximation. Then, we focus on a graph partitioning problem on vertex-coloured graphs, and study its complexity on restricted classes of caterpillars with bounded hair-length and planar graphs. Our contributions expose a gap in the complexity of the problem with regard to the hair-length and the maximum degree of the graph. Lastly, we propose a complexity study of a scheduling problem with fixed route and soft time constraints. We show that the problem's complexity inherently depends on the ride time constraints and give several polynomial-time algorithms for restricted type of instances.
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The goal of this chapter is to introduce the basic concepts of graph theory and computational complexity theory that are needed to apprehend the next chapters. We will cover the notions of decision and optimisation problems, complexity classes and approximation.

This chapter aims to provide the basic definitions of the concepts needed later in this thesis, such as the complexity classes $P$ and NP, polynomial-time reductions, approximation algorithms. First, we define some graph notations that we use throughout the thesis. Then, we discuss the computational complexity of decision and optimisation problems. Finally, we give a short overview of the content of the next chapters.

### 1.1. Graphs: notations and definitions

An undirected graph is a pair $G=(V, E)$, where $V$ is a set of vertices and $E$ is a set of edges, which are elements of $V \times V$. The vertices $u$ and $v$ of an edge $e=\{u, v\}$ are called the endpoints of $e$, and $u$ and $v$ are said to be adjacent. We also say that an edge $f$ is incident to a vertex $w$ if $w \in f$, and $f$ is incident to another edge $f^{\prime}$ if $f \cap f^{\prime} \neq \emptyset$.

A loop is an edge $\{u, u\}$, for some vertex $u \in V$. When the edges are ordered pairs of vertices, then the graph is directed and the edges are usually called arcs to avoid any ambiguity.

In this thesis, we only consider finite graphs, that is, graphs with a finite number of vertices. Also, unless stated otherwise, all graphs are unweighted, undirected and simple, i.e. without loops or multiple edges.

A path is a sequence of distinct edges which joins a sequence of distinct vertices. For simplicity, depending on the context, we may define a path as a sequence of edges or as a sequence of vertices. A cycle is a sequence of distinct edges which joins a sequence of vertices in which the only repeated vertices are the first and last vertices. Again, we may define a cycle as a sequence of edges or as a sequence of vertices.

A subgraph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ of $G$ is a graph such that $V^{\prime} \subseteq V, E^{\prime} \subseteq E$ and each edge in $E^{\prime}$ has both endpoints in $V^{\prime}$. A subgraph is connected if there exists a path between any two vertices in the subgraph. A connected component is a maximal connected subgraph. A subgraph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ is an induced subgraph of $G$ if $E^{\prime}$ contains all the edges of $E$ that have both endpoints in $V^{\prime}$. For a given $S \subseteq V, G[S]$ denotes the induced subgraph of $S$ in $G$. The set $S$ is a clique if $G[S]$ contains all possible edges between the vertices in $S$, and it is an independent set if $G[S]$ does not contain any edge. Let $u \in V$ be a vertex in $G$, then $N(u):=\{v \in V:\{u, v\} \in E\}$ is the neighbourhood of $u, N[u]:=N(u) \cup\{u\}$ is the closed neighbourhood of $u$ and $d(u):=|N(u)|$ is the degree of $u$. We write $d_{S}(u):=|N(u) \cap S|$ for the degree of $u$ in $G[S]$. We denote by $\bar{S}$ the complement
of $S$ in $G$, that is, $\bar{S}:=V \backslash S$. The cut $(S, \bar{S})$ is a partition of $V$ into two subsets $S$ and $\bar{S}$, the cut-set is the set of edges with endpoints in different subsets, and the size of the cut is the number of edges in the cut-set.

Besides these notations, we also consider some common classes of graphs. A complete graph is a graph that contains all possible edges between its vertices. A planar graph is a graph that can be drawn in the plane such that the edges only intersect at their endpoints. A bipartite graph is a graph whose vertex-set can be partitioned into two parts such that two adjacent vertices are in different parts. A complete bipartite graph is a bipartite graph whose edge-set contains every possible edge that connects vertices in different parts. A star is a complete bipartite graph with one part of size 1; A tree is a connected and acyclic graph (a tree is bipartite). A caterpillar is a tree which contains a central path such that all vertices are within distance 1 of the path, called the backbone. By extension, a $k$-caterpillar is a tree such that all vertices are within distance $k$ of the backbone.

We recommend the reading of $[15,87]$ for the definitions of other commonly used graph notations and terminology. Other notations, terms and graph classes may also be introduced later in this thesis.

### 1.2. Computational complexity

This section will provide some basic definitions in computational complexity. We made the choice to keep these definitions as simple as possible and refer to the cited literature for formal definitions using languages and Turing machines.

### 1.2.1. Algorithms

An algorithm is a step-by-step procedure that receives an input and performs some computation on it. We can assume that an algorithm always returns an output, even if constant. Algorithms fall into two categories, deterministic and nondeterministic.

## Definition 1.1: Deterministic and nondeterministic algorithms

- A deterministic algorithm will always go through the same sequence of states and return the same output for a fixed given input.
- A nondeterministic algorithm may go through a different sequence of states and return different outputs for a fixed given input.

A nondeterministic algorithm can be seen as an algorithm that can visit all possible computational paths. This means that, instead of branching at each alternative like a deterministic algorithm would, every alternative can run simultaneously [45].

The computational complexity of an algorithm is the amount of resources needed to run the algorithm. This amount is expressed as a function of the size of the input. For instance, an algorithm with complexity $f(n)$ means that the algorithm needs $f(n)$ resources to solve any instance of size $n$. If not clearly specified, the resource is always the time, and the computational complexity of an algorithm is called the running time (of the algorithm). The running time is generally expressed as the number of elementary operations which are assumed to take constant time on a computer. Hence, the running time of an algorithm can be expressed as the number of elementary operations multiplied by a constant factor, which depends on the computer. The space complexity of an algorithm can also be studied but is not considered in this thesis ${ }^{1}$.

In this thesis we express the complexity of an algorithm with the $O$ notation.

## Definition 1.2: $O$ notation

Given two functions $f$ and $g$, we say that $f=O(g)$ (" $f$ is big Oh of $g "$ ) if there exist two positive constants $\alpha$ and $x_{0}$ such that, for all $x \geq x_{0}$, $f(x) \leq \alpha \cdot g(x)$.

Other asymptotic notations can be encountered in the literature, such as the o notation ( $f$ is dominated by $g$ asymptotically), the $\Theta$ notation ( $f$ is bounded both above and below by $g$ asymptotically) and the $\Omega$ notation ( $f$ is bounded below by $g$ asymptotically).

### 1.2.2. Decision problems, $P$ and NP

A decision problem is a problem that can be posed as a yes-no question of the input values. We are particularly interested in the problems for which a certificate (also called proof or witness in the literature) can be verified in polynomial time. Informally, if someone gives us a "solution" for some instance of a problem, we want to be able to check whether the "solution" is valid in efficient time.

[^0]
## Definition 1.3: NP class

The class NP is the set of all decision problems for which the problem instances, where the answer is "yes", have certificates verifiable in polynomial time.

An equivalent definition of the class NP is the set of decision problems for which there exists a nondeterministic polynomial-time algorithm solving the problem [4].

The complement of a decision problem is the decision problem resulting from reversing the "yes" and "no" answers, and the class coNP contains the decision problems whose complements are in NP.

Some problems in NP are known to be polynomial-time solvable, and they define a subset of NP.

## Definition 1.4: P class

The class P is the set of all decision problems that can be solved in polynomial time with a deterministic algorithm.

While some problems in NP are proved to belong to $P$, others are not, despite decades of research. There lies the P versus NP problem : There seems to exist a dichotomy of the problems in NP between problems that are "easy to solve" (in P) and problems that are "hard to solve". As described by Cook in [28], the P versus NP problem is "to determine whether every language accepted by some nondeterministic algorithm in polynomial time is also accepted by some (deterministic) algorithm in polynomial time." It is one of the seven Millennium Prize Problems ${ }^{2}$.

To describe this complexity dichotomy in further details, we need to define the concept of polynomial-time reduction.

## Definition 1.5: Polynomial-time reduction

Let $A$ and $B$ be two decision problems. A polynomial-time reduction is a function $f$ that maps instances of $B$ into instances of $A$ in polynomial-time such that, for any instance $x$ of $B, x$ is a yes-instance if and only if $f(x)$ is a yes-instance. We say that $B$ (polynomial-time) reduces to $A$.

We can now formally define the notions of NP-hardness and NP-completeness.

[^1]
## Definition 1.6: NP-hardness and NP-completeness

A decision problem $A$ is NP-hard if every problem $B$ in NP can be reduced in polynomial time to $A$. Furthermore, if $A$ is NP-hard and belongs to NP, then $A$ is NP-complete.

Informally, an NP-hard problem is at least as hard as any problem in NP. A polynomial-time reduction is one of the most useful tools at the disposal of the researcher for characterising the complexity of a problem. Its main use is to prove that a problem $A$ is NP-hard by showing that there exists an NP-hard problem $B$ and a polynomial-time reduction from $B$ to $A$. But a polynomial-time reduction can also prove that a problem is in P : If a problem $A$ can be reduced to a problem $B$ in P , then $A$ is obviously in P as well.

Even though not discussed in this, it is interesting to mention that, under the assumption that $P \neq N P$, there exist problems within NP that are not in $P$ and not NP-complete [62] (these problems are called NP-intermediate).

Cook proved that the Boolean Satisfiability problem, commonly known as SAT, is NP-hard by showing that any problem in NP can be reduced to SAT [29]. An instance is a formula in conjunctive normal form (CNF), also called a CNF formula, which is a conjunction of one or more clauses, where a clause is a disjunction of literals. When each clause contains at most $\ell$ variables, we say that the formula is a $\ell$-CNF formula. In the same paper, the 3 -SAT problem where each clause contains exactly 3 variables has also been proved NP-hard. If it is possible to assign True or False values to all variables such that the formula evaluates to True, then the formula is satisfiable and the assignment is satisfying. On the other hand, if there is no satisfying assignment of the formula, then the formula is unsatisfiable.

## SAT

Input: A CNF formula $\phi$.
Question: Is there a satisfying assignment of $\phi$ ?
Note that the problems SAT and 3-SAT also belongs to NP, and therefore are NP-complete.

Let us illustrate the concept of polynomial-time reduction by reducing 3-SAT to the Min Vertex Cover problem, and thus proving that the latter is NP-hard. A vertex cover is a subset of vertices $S$ such that each edge contains at least one endpoint in $S$. This proof comes from [47] and is the first known result showing
that Min Vertex Cover is NP-hard. We safely assume that a clause does not contain the positive and negative literals of a same variable, otherwise we can simply remove the clause from the formula.

## Min Vertex Cover

Input: $\quad \mathrm{A}$ graph $G$ and an integer $k$.
Question: Is there a vertex cover of size at most $k$ in $G$ ?

The general idea of Construction 1.1 is to create a graph from a 3 -CNF formula where each variable is represented by a variable gadget and each clause is represented by a clause gadget.

## Construction 1.1

Let $\phi$ be a 3-CNF formula with exactly 3 variables per clause, that is, a set of $m$ clauses $C_{1}, C_{2}, \ldots, C_{m}$ on $n$ variables $x_{1}, x_{2}, \ldots, x_{n}$. We construct the graph $G=(V, E)$ as follows:

- for each variable $x_{i}$, create a variable gadget made of two adjacent vertices $v_{i}$ and $\bar{v}_{i}$;
- for each clause $C_{j}$, create a clause gadget $T_{j}$, which is a clique of size 3 (a triangle);
- finally, for each variable $x_{i}$ of a clause $C_{j}$, connect one vertex in $T_{j}$ to $v_{i}$ if the literal $x_{i} \in C_{j}$ or to $\bar{v}_{i}$ if $\bar{x}_{i} \in C_{j}$, and such that the vertices in $T_{j}$ have degree 3 (connected to exactly one vertex outside the clause gadget).

Of course, Construction 1.1 can be done in polynomial time (see Fig. 1.1 for an example).

## Theorem 1.1

Min Vertex Cover is NP-complete.

Proof. Of course, Min Vertex Cover is in NP. Let $\phi$ be a 3-CNF formula with exactly 3 variables per clause, that is, a set of $m$ clauses $C_{1}, C_{2}, \ldots, C_{m}$ on $n$ variables $x_{1}, x_{2}, \ldots, x_{n}$, and consider the graph $G=$ $(V, E)$ obtained through Construction 1.1. We claim that $\phi$ is satisfiable if and only if there exists a vertex cover of size at most $n+2 m$ in $G$.


Figure 1.1: Example of a graph obtained through Construction 1.1 with the 3-CNF formula $\left(x_{1} \vee x_{2} \vee x_{3}\right) \wedge\left(\bar{x}_{1} \vee x_{2} \vee x_{3}\right) \wedge\left(\bar{x}_{1} \vee \bar{x}_{3} \vee x_{4}\right) \wedge\left(\bar{x}_{2} \vee \bar{x}_{3} \vee x_{4}\right) \wedge\left(\bar{x}_{2} \vee \bar{x}_{3} \vee \bar{x}_{4}\right)$. Vertices in black belong to a vertex cover of size $n+2 m=14$, and hence $x_{1}:=$ False, $x_{2}:=$ False, $x_{3}:=$ True and $x_{4}:=$ True.

Let $\beta$ be a satisfying assignment of $\phi$ and $S$ be an empty set of vertices. For each variable $x_{i}$, if $x_{i}$ is set to True in $\beta$, then add the vertex $v_{i}$ to $S$, otherwise add the vertex $\bar{v}_{i}$ to $S$. At this point, $|S|=n$ and $S$ covers all the edges between the vertices representing the literals of the variables. Now, consider a clause gadget $T_{j}$ representing a clause $C_{j}$ and note that there exists $u_{j} \in T_{j}$ adjacent to a vertex in $S$, since $\beta$ satisfies $\phi$. Then, add the vertices in $T_{j} \backslash\left\{u_{j}\right\}$ to $S$. Note that all the edges of the clause gadget and between the clause gadget and the corresponding variable gadgets are covered by $S$. Once all the clause gadgets have been processed, $S$ is a vertex cover of size $n+2 m$.
Let $S$ be a vertex cover in $G$ of size at most $n+2 m$. It is easy to see that $S$ contains at least two vertices for each clause gadget and at least one vertex for each variable gadget. Therefore, $S$ has size exactly $n+2 m$ and contains exactly two vertices per clause gadget and one vertex per variable gadget. We set a variable $x_{i}$ to True in $\beta$ if the vertex $v_{i}$ belongs to $S$, otherwise we set it to False. Note that doing so, each variable is assigned one (and only one) value because $S$ contains exactly one vertex per variable gadget. Now, suppose that there exists a clause $C_{j}$ which is not satisfied by $\beta$ and let $u_{j}$ be the only vertex in $T_{j}$ which does not belong to $S$. Without loss of generality, let $v_{i}$ be the vertex from a variable gadget adjacent to $u_{j}$. Since $S$ is a vertex cover and $u_{j} \notin S$, then $v_{i} \in S$, which implies that $x_{i}=$ True in $\beta$. A contradiction with the fact that the clause is not satisfied.

In Chapters 3 to 5 we make use of polynomial-time reductions to show that the problems Max PDS, Colourful Components and Colourful Partition are NP-hard on restricted classes of graphs, and the problem Min PickupDelivery Scheduling is NP-hard when ride time constraints are soft.

### 1.2.3. Optimisation problems, PO and NPO

In this subsection we are interested in optimisation problems where the goal is to find an optimal solution for a given input.

## Definition 1.7: Optimisation problem

An optimisation problem is a quadruple $(I, f, c, g)$ such that:

- $I$ is a set of instances,
- given an instance $x \in I, f(x)$ is the set of feasible solutions,
- given $x \in I$ and $y \in f(x), c(x, y)$ denotes the cost of $y$ and $c(x, y)$ is computable in polynomial time, and
- $g$ is a goal, either maximisation or minimisation.

An optimal solution is, therefore, a feasible solution with maximum or minimum cost (depending on the goal of the problem).

Note that an optimisation problem is always associated with a decision problem asking whether there exists a solution with cost at least $k$ (if the goal is to maximise the cost) or at most $k$ (if the goal is to minimise the cost). We therefore talk about the decision variant and optimisation variant of a problem.

## Definition 1.8: NPO class

The class NPO contains all optimisation problems whose associated decision problem is in NP.

## Definition 1.9: PO class

The class PO contains all optimisation problems that can be solved in polynomial time with a deterministic algorithm.

Of course, the inclusion $\mathrm{PO} \subseteq \mathrm{NPO}$ holds. Note that, given an optimisation problem $A$, if its decision variant is NP-hard, then necessarily its optimisation variant is NP-hard. We refer the reader to [8] for more details.

The notion of NPO-completeness also exists, and says that a problem $A$ is NPO-complete if it belongs to NPO and there exists a PTAS-reduction from every problem in NPO. We do not cover the definition of PTAS-reduction here but we redirect the reader to [31].

### 1.2.4. Dealing with the complexity

The Exponential Time Hypothesis states that 3-SAT cannot be solved in subexponential time in the worst case. Note that some NP-complete problems can be solved in subexponential time (but not polynomial), for example, the Max Independent Set can be solved in subexponential time on planar graphs. However, when an instance of 3 -SAT of size $n$ is reduced to an instance of MAX Independent Set on a planar graph, the latter graph contains $\Theta\left(n^{2}\right)$ vertices, so an exponential lower bound of $O\left(2^{c n}\right)$ for 3-SAT translates into a lower bound of $O\left(2^{\sqrt{c n}}\right)$.

In order to comprehend the computational complexity of an NP-hard problem, two complementary methods are available. On the one hand, one may decrease the values of the exponent and the base in the function expressing the computational complexity of the algorithm (this often implies the design of complex algorithms and fine complexity analysis). On the other hand, one can prove complexity lower bounds of the problem. For a short paper on the subject, see [76].

While the above methods are interesting to classify problems, the complexity of the problems is not polynomial in the size of the input, and therefore quickly intractable even for relatively small instances. In this section, we discuss three different approaches: restricting the problem on special types of instances, approximating the solution, and designing parameterized algorithms and kernels.

### 1.2.4.1. Restriction of the problem on special types of instances

Many structural properties of an instance can be restricted, thus allowing us to design efficient algorithms. In the general case, it is sometimes possible to design polynomial-time algorithms for restricted types of instances.

Taking the example of Min Vertex Cover again, it is not difficult to prove that the problem is polynomial-time solvable on bipartite graphs. This result is known as König's theorem, which in fact proves that in any bipartite graph the size of a maximum matching (a set of pairwise non-incident edges of maximum size) equals the size of a minimum vertex cover (see [15] for a proof).

For graph problems, many structural properties can be restricted, thus allowing us to design efficient algorithms. Also, one can focus on minor-free classes of graphs [66], for instance, planar graphs forbid $K_{3,3}$ (complete bipartite graphs with two parts of size 3 ) and $K_{5}$ (the complete graph on 5 vertices) as minors. A less restrictive but common technique is to forbid (induced) subgraphs. For example, Min Vertex Cover is polynomial-time solvable on $P_{5}$-free graphs [65] (graphs with no induced paths on 5 vertices), even though NP-hard on cubic graphs (all the vertices have degree 3) [2].

Of course, this restriction can be done together with the other techniques presented in the next subsections to obtain even more efficient algorithms.

### 1.2.4.2. Approximation and inapproximability

Assuming that $\mathrm{P} \neq \mathrm{NP}$, the optimality of a solution for an NP-hard problem comes at a price: an exponential running-time. However, it is sometimes interesting to obtain a "good" but not necessarily optimal solution in a shorter time. This is exactly what approximation algorithms intend to do, trading the optimality of a solution for a gain of time. We refer the reader to $[8,84]$ for detailed definitions and advanced notions of approximation.

Let $A$ be an optimisation problem and $x$ be an instance of $A$. We denote by $O P T_{A}(x)$, or simply $\operatorname{OPT}(x)$ if clear from context, the value of an optimal solution for $x$, and by $|x|$ the size of the instance.

## Definition 1.10: Approximation ratio

Given an an optimisation problem $A$ and an instance $x$ of $A$, the approximation ratio, also called performance ratio, of a solution $y$ to an instance $x$ of $A$ is defined as

$$
R_{A}(x, y)=\max \left\{\frac{c_{A}(x, y)}{O P T(x)}, \frac{O P T(x)}{c_{A}(x, y)}\right\} .
$$

A polynomial-time approximation algorithm is a generic name to describe an algorithm that runs in polynomial time and returns approximated solutions with a provable guarantee on the ratio between the optimal and the returned solution.

## Definition 1.11: Approximation algorithm

Given an an optimisation problem $A$ and an instance $x$ of $A$, an approximation algorithm for $A$ is an algorithm that returns a solution $y$ to $x$ such that $R_{A}(x, y) \leq f(|x|)$ for some function $f$.

Depending on the type of the function $f$, we can classify optimisation problems into complexity classes depending on difficulty to find an approximation algorithm for them. Let us first define the class APX that we will also encounter later in this thesis.

## Definition 1.12: APX class

The class APX is the class of optimisation problems in NPO that admit a polynomial-time approximation algorithm whose approximation ratio is bounded by a constant.

A problem in APX with ratio bounded by a constant $\alpha$ is called a polynomialtime $\alpha$-approximation algorithm, or more generally a constant-factor polynomialtime algorithm. Problems having an approximation algorithm with approximation ratio bounded by $\alpha \cdot \log (|x|)$ form the class $\log -\mathrm{APX}$. In the same way, problems admitting an approximation algorithm with approximation ratio bounded by $\alpha \cdot p(|x|)$, with $p$ a polynomial, form the class poly - APX.

To give an example of a problem in APX, we consider the optimisation variant of Min Vertex Cover and prove that there exists a polynomial-time 2-approximation algorithm for the problem.

## Min Vertex Cover

Input: A graph $G$.
Output: A vertex cover in $G$ of minimum size.

## Theorem 1.2

Min Vertex Cover is polynomial-time 2-approximable.
Proof. Let $G=(V, E)$ be a graph, $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ be a copy of $G$ and $S$ be an empty set of vertices. Find a maximal matching $M$ in $G$, that is, a maximal set of edges pairwise non-incident. Note that a maximal matching can be otained greedily in $O(|E|)$. For each edge $\{u, v\}$ in $M$, add $u$ and $v$ to $S$. Obviously, because $M$ is maximal, then $S$ is a vertex cover. Moreover, if $\{u, v\} \in M$, then every vertex cover contains $u$ or $v$, otherwise the edge is not covered. Therefore, any vertex cover contains at least $|M|$ vertices, that is, $O P T(G) \geq|M|$. This means that $O P T(G) \leq|S| \leq 2 \cdot O P T(G)$, and therefore Min Vertex Cover is polynomial-time 2-approximable.

## Corollary 1.2.1

Min Vertex Cover is in APX.
In Section 3.4, we give a polynomial-time approximation algorithm proving that MAx PDS can be approximated within an approximation of 2 , hence showing that the problem belongs to APX.

Note that, for some problems in NPO, it is possible to arbitrarily fix the approximation ratio to any constant. Suppose that $A$ is a minimisation problem, then a polynomial-time approximation scheme (PTAS) is an approximation algorithm that, given an instance $x$, returns a solution $y$ such that $c_{A}(x, y) \leq$ $(1+\varepsilon) \cdot O P T(x)$ for any given $\varepsilon>0$. If $A$ is a maximisation problem, then $c_{A}(x, y) \geq(1-\varepsilon) \cdot O P T(x)$. Note that its running time can be exponential in $\frac{1}{\varepsilon}$. The optimisation problems in NPO that admit a polynomial-time approximation scheme form the class PTAS, and if the running time is polynomial in the size of the instance and in $\frac{1}{\varepsilon}$, they form the class FPTAS.

We naturally obtain the following inclusions:

$$
\mathrm{PO} \subseteq \mathrm{FPTAS} \subseteq \mathrm{PTAS} \subseteq \mathrm{APX} \subseteq l o g-\mathrm{APX} \subseteq \text { poly }-\mathrm{APX} \subseteq \mathrm{NPO}
$$

It is also interesting to prove lower bounds on the approximation ratio of a problem, or more generally to prove that a given problem does or does not belong to some approximation class, (e.g. PTAS or APX). In this thesis, we use two main techniques for such proofs: approximation-preserving reductions and gap reductions.

## Definition 1.13: Approximation-preserving reduction

An approximation-preserving reduction between two optimisation problems $A$ and $B$ is a pair of functions $(f, g)$ such that:

- $f$ maps instances $x$ of $A$ to instances $x^{\prime}$ of $B$,
- $g$ maps solutions $y^{\prime}$ of $B$ to solutions $y$ of $A$, and
- $g$ preserves some guarantee on the approximation ratio of the output solutions.

This means that if $A$ reduces to $B$ via an approximation-preserving reduction, then given an instance $x$ of $A$ and an (approximation) algorithm for $B$, it is possible to convert the instance $x$ of $A$ into an instance $x^{\prime}$ of $B$, run the algorithm on $x^{\prime}$, and recover a solution for $A$ that has some guarantee on the approximation ratio,

Some approximation-preserving reductions also preserve the membership in a complexity class C : If $A$ reduces to $B$ with such an approximation-preserving reduction and $B$ belongs to C , then $A$ belongs to C . Note that if a problem $A$ is C-hard and $A$ reduces to $B$ through an approximation-preserving reduction, then $B$ is C-hard [31].

In Section 3.3.1 and Section 5.3.1, we use an $L$-reduction to prove the APXhardness of two different problems.

## Definition 1.14: L-reduction

Let $A$ and $B$ be two optimisation problems. An L-reduction from $A$ to $B$ is an approximation-preserving reduction $(f, g)$ such that for any instance $x$ of $A$ and any solution $y^{\prime}$ of $f(x)$ :

- $O P T_{B}(f(x)) \leq \alpha \cdot O P T_{A}(x)$, with $\alpha$ a constant, and
- $\left|O P T_{A}(x)-c_{A}\left(x, g\left(y^{\prime}\right)\right)\right| \leq \beta \cdot\left|O P T_{B}(f(x))-c_{B}\left(f(x), y^{\prime}\right)\right|$, with $\beta$ a constant.

We now introduce the concept of gap reductions, a powerful technique to prove hardness results. Gap reductions are usually used to prove lower bounds on the best possible approximation ratio for a problem (or eventually the inapproximability of the problem).

## Definition 1.15: Gap introducing reduction

A gap-introducing reduction, also called gap-producing reduction, from a decision problem $A$ to a minimisation problem $B$ consists of functions $f$ and $\beta$ along with a polynomial-time algorithm which given an instance $x$ of $A$ outputs an instance $x^{\prime}$ of $B$ such that:

- if $x$ is a yes-instance, then $O P T_{B}\left(x^{\prime}\right) \leq f\left(x^{\prime}\right)$, and
- if $x$ is a no-instance, then $O P T_{B}\left(x^{\prime}\right)>\beta\left(\left|x^{\prime}\right|\right) \cdot f\left(x^{\prime}\right)$.

If $B$ is a maximisation problem, then:

- If $x$ is a yes-instance, then $O P T_{B}\left(x^{\prime}\right) \geq f\left(x^{\prime}\right)$.
- If $x$ is a no-instance, then $O P T_{B}\left(x^{\prime}\right)<\frac{f\left(x^{\prime}\right)}{\beta\left(\left|x^{\prime}\right|\right)}$.

The gap, $\beta(|x|)$ is the hardness factor of the gap-introducing reduction. This means that a polynomial-time approximation algorithm for $B$ with approximation ratio $\beta(|x|)$, or better, would be able to distinguish between the two cases, and ultimately solve problem $B$ in polynomial time. Therefore, if $A$ is NP-hard, then it is NP-hard to approximate $B$ within $\beta(|x|)$.

It is now possible to use this result and obtain a gap-preserving reduction between two optimisation problems.

## Definition 1.16: Gap-preserving reduction

Let $A$ and $B$ be optimisation problems. A gap-preserving reduction from $A$ to $B$ comes with four functions $f_{A}, f_{B}, \alpha$ and $\beta$. Assume that $A$ and $B$ are minimisation problems. Then, given an instance $x$ of $A$, the reduction returns in polynomial time an instance $x^{\prime}$ of $B$ such that:

- $O P T(x) \leq f_{A}(x) \Longrightarrow O P T\left(x^{\prime}\right) \leq f_{B}\left(x^{\prime}\right)$;
- $O P T(x) \geq \alpha(|x|) \cdot f_{A}(x) \Longrightarrow O P T\left(x^{\prime}\right) \geq \beta\left(\left|x^{\prime}\right|\right) \cdot f_{B}\left(x^{\prime}\right)$.

If $A$ and $B$ are maximisation problems, then:

- $O P T(x) \geq f_{A}(x) \Longrightarrow O P T\left(x^{\prime}\right) \geq f_{B}\left(x^{\prime}\right)$;
- $O P T(x) \leq \frac{f_{A}(x)}{\alpha(|x|)} \Longrightarrow O P T\left(x^{\prime}\right) \leq \frac{f_{B}\left(x^{\prime}\right)}{\beta\left(\left|x^{\prime}\right|\right)}$.

Approximating $B$ in polynomial-time within a ratio of $\beta\left(\left|x^{\prime}\right|\right)$ would imply that we can distinguish between the two cases for $A$. Hence, if it is NP-hard to approximate $A$ within $\alpha(|x|)$, then it must be NP-hard to approximate $B$ within $\beta\left(\left|x^{\prime}\right|\right)$.

A similar technique has been used in [35] to prove that Min Vertex Cover cannot be approximated within 1.3606 unless $\mathrm{P}=$ NP. If the unique games conjecture (UGC) [58] is true, then it can be showed that Min Vertex Cover cannot be approximated within a constant factor strictly smaller than 2 [59]. Another way to state these results is to say that any polynomial-time approximation algorithm that solves Min Vertex Cover has an approximation ratio greater than 1.3606 unless $\mathrm{P}=\mathrm{NP}$ and greater than $2-\varepsilon$, for any $\varepsilon>0$, unless UGC fails. Hence, Min Vertex Cover is APX-hard, and since we proved that Min Vertex Cover is in APX, we obtain the following corollary.

## Corollary 1.2.2

Min Vertex Cover is APX-complete.
In Section 3.3, we use a gap-preserving reduction to give a constant lower bound on the approximation ratio of any polynomial-time algorithm for the MAX PDS problem and therefore prove that the problem is APX-hard.

### 1.2.4.3. Parameterized complexity

To effectively tackle an NP-hard problem and understand which parts of the instance influence the complexity, one can study the parameterized complexity of the problem [32, 38, 46]. The idea is to express the complexity of a decision problem by a parameter $k$. The natural parameter is usually the size of the solution, but many other parameters can be compared, such as treewidth, clique number, independent number, chromatic number...

A simple brute force algorithm usually implies a complexity of type $O\left(c^{O(n)}\right)$, for $c$ a constant and $n$ the size of the instance. The goal here is to avoid the appearance of $n$ in the exponent.

## Definition 1.17: XP class

The class XP contains the decision problems that can be solved in time $O\left(n^{f(k)}\right)$, for some computable function $f$.

While the complexity of a problem in XP can be interesting when $f(k)$ is small, a major improvement would be to make sure that $n$ does not participate in the exponent or the base of the exponential.

## Definition 1.18: FPT class

The class FPT contains the decision problems for which an algorithm with complexity $O\left(f(k) \cdot n^{c}\right)$ exists, for some computable function $f$.

An algorithm with this kind of complexity if called a fixed-parameter algorithm (also known as FPT algorithm). Often, such complexities are written $O^{*}(f(k))$, which drops the polynomial factor in $n$. Problems in FPT are said to be fixedparameter tractable.

An alternative to finding such an algorithm is to design a kernel for the problem. A kernel is an instance ( $I^{\prime}, k^{\prime}$ ) such that:

- the size of $I^{\prime}$ must be bounded by a function of $k^{\prime}$,
- $k^{\prime}$ must be bounded by a function of $k$,
- $\left(I^{\prime}, k^{\prime}\right)$ is obtained in $O\left(f(k) \cdot n^{c}\right)$ time, and
- there is a solution to $\left(I^{\prime}, k^{\prime}\right)$ if and only if there is a solution to $(I, k)$.

It can be shown that a problem is FPT if and only if it admits a kernel. Thus, kernelization is another way of defining fixed-parameter tractability. For example, the Min Vertex Cover problem admits a kernel of size at most $3 k$ [26], with $k$ the natural parameter of the problem, and hence can be solved in time $O^{*}\left(2^{3 k}\right)$.

Unfortunately, not all problems are fixed parameter tractable, and such a complexity cannot be obtained. We refer the reader to [37] for a definition of the $W$-hierarchy and its implications on the (parameterized) complexity of problems.

### 1.3. Overview of the thesis

In this thesis, we study several different problems related to graph partitioning, computational complexity and combinatorial optimisation.

In Chapter 2, we consider the problem of partitioning a graph into two parts such that each part induces a proportionally dense subgraph (PDS), namely a $2-P D S$ partition. A PDS is a subgraph in which each vertex has proportionally as many neighbours within the subgraph as in the whole graph. We say that a PDS is a subgraph that respects the notion of proportional density. We provide the first known examples of graphs that do not admit a 2-PDS partition. In fact, we are able to construct an infinite family of graphs without a $2-\mathrm{PDS}$ partition. The existence of such graphs was left as an open question in [10]. Then, we provide another class of graphs which have a 2-PDS partition but where one of the parts necessarily induces a disconnected subgraph.

Inspired by the notion of proportional density and PDS, in Chapter 3 we consider the problem of finding a PDS of maximum size, namely the Max PDS problem. We prove several hardness results on the problem, such as the APX-hardness on split graphs and the NP-hardness on bipartite graphs. We also show that deciding if a PDS is inclusion-wise maximal is coNP-hard, even on bipartite graphs. Nevertheless, we give a polynomial-time $\left(2-\frac{2}{\Delta+1}\right)$-approximation algorithm for the problem, where $\Delta$ is the maximum degree of the graph. This, in turn, proves that the problem is APX-complete. Then, we consider the problem on Hamiltonian cubic graphs and show that all such graphs except two have a PDS of size $\left\lfloor\frac{2 n+1}{3}\right\rfloor$, which we prove to be an upper bound on the size of a PDS in cubic graphs. Such a PDS is connected and can be found in linear time if a Hamiltonian cycle is given.

In Chapter 4, we study two graph partition problems on vertex coloured graphs. The goal is to partition the graph into colourful components which are connected components with no two vertices of the same colour while minimising the number of components (Colourful Partition) or minimising the number of edges with endpoints in different components (Colourful Components). These problems, originally motivated by comparative genomics, have been studied in several classes of graphs but questions regarding their complexity were left open. We first prove that both problems are NP-hard on quaternary 2-caterpillars, ternary 3-caterpillars and binary 4 -caterpillars, answering at the same time an open question regarding their complexity on trees with maximum degree at most 5 [18]. Nonetheless, we show that the problems are linear-time solvable on 1-caterpillars, without any restriction on the degrees and even if the backbone induces a cycle. Our algorithm outperforms the previously best known quadratic algorithm for paths. Finally, we answer an open question regarding the complexity of Colourful Components in $\ell$-coloured graphs [18] with maximum degree at most 5 by proving that the problem remains NP-hard on 5-coloured planar graphs with maximum degree 4 and on 12 -coloured planar graphs with maximum degree 3 .

In Chapter 5, we give several contributions to a well-studied scheduling problem in the context of Dial-A-Ride problems. An instance of our problem is a fixed route of stops, where each stop is either a pickup or a delivery of a request. Each stop is associated with a time window constraint and a corresponding penalty function when the former is violated. Also, each request is associated with a ride time constraint, which is an upper bound on the time between the scheduled pickup and the scheduled delivery, and a corresponding penalty function. Our first contribution is to show that this problem is NP-hard if and only if the ride time constraints are soft, i.e. if such constraints can be violated. Then, we consider several subclasses of instances where the problem becomes polynomial, for instance when the value of the maximum ride time is bounded by a constant and when the stops in the sequence are ordered such that all pickups appear before all the deliveries.

Finally, in Chapter 6, we review the problems studied in this thesis and summarise our contributions.

## Chapter 2

## Partition into Two Proportionally Dense Subgraphs
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In this chapter, we are interested in a problem of partition of a graph into exactly two proportionally dense subgraphs (PDS), namely a 2-PDS partition. In a PDS, each vertex must have proportionally as many neighbours in its PDS than in the other. We answer in the negative to a question left open in [10] regarding the decidability of the problem: Do all graphs admit a $2-P D S$ partition? Then, we investigate the cases where a 2-PDS partition exists but at least one of the PDS's is disconnected.

Some of the results presented in this chapter appear in the following paper:

* C. Bazgan, J. Chlebíková and C. Dallard, 'Graphs without a partition into two proportionally dense subgraphs', arXiv e-prints, Submitted to Information Processing Letters, 2018. arXiv: 1806.10963 [cs.DM].

A journal version is currently under review for publication in a selected journal.

### 2.1. Introduction

In this chapter, we are interested in the graphs that cannot be partitioned into two (connected) subgraphs respecting the notion of proportional density. First, let us mention some NP-hard problems that consider a partition into two parts, that are close to our notion of 2-PDS partition.

The Satisfactory Partition problem, introduced by Gerber and Kobler [50], asks whether a graph can be partitioned into two parts such that every vertex is adjacent to more vertices in its own part than in the other. The problem has been extensively studied, both from complexity and approximation perspectives [13, 49, 50, 80].

The Bisection problem asks whether there exists a partition into two parts of the same size such that the cut between the two parts is smaller or equal than a given integer $k$. However, several polynomial-time approximation algorithms exist [41, 77] and the problem is FPT [33]. An interesting work from Wagner and Wagner investigates the complexity of intermediate problems between Min Cut and Bisection [86], i.e. problems deciding if there exists a partition into two parts of bounded sizes whose cut is bounded as well.

In the Maximally Balanced Connected Partition problem, the task is to partition a graph into two connected subgraphs such that the size of the smallest subgraph is maximised [23].

Another closely related problem is the Sparsest Cut problem asking whether there exists a cut with sparsity at most $k$, for some given $k \in \mathbb{Q}$. The sparsity of a cut $(S, \bar{S})$ is $\frac{|E(S, \bar{S})|}{\min \{|S|,|S|\}}$, where $E(S, \bar{S})$ is the set of edges with endpoints in both $S$ and $\bar{S}$. The problem is NP-hard [68] but there exists a polynomial-time approximation algorithm with ratio $O(\sqrt{\log n})$, with $n$ the number of vertices in the graph.

Lastly, we mention the notion of isoperimetric number [20, 21] described as the minimum ratio $|N(X)| /|X|$ for all possible proper subsets of vertices $X$, with $N(X)=\left(\bigcup_{v \in X} N(v)\right) \backslash X$. Mohar proved that deciding if the isoperimetric number of a graph is smaller than a given constant is NP-complete [72].

Our definition of proportionally dense subgraph is closely related to the definition of a community as introduced in [73]. Olsen defines a community structure as a partition of the vertices into communities, where a part, i.e. an induced subgraph (with at least 2 vertices), is a community if and only if each vertex has proportionally as many neighbours in its community than in any other community. Hence, the notion of proportional density can be seen as a way to define dense regions of the graph, correlating the size of the region and the degree of each
vertex composing it. In [10], the authors investigate the notion of 2-community structure as a community structure with exactly two parts. We use the same definition (up to the special case where a community is of size one) to define a 2-PDS partition.

So far, only a few results are known about the existence of a 2-PDS partition in a graph, and the complexity of finding one. In fact, all known results are positive results, that is, polynomial-time algorithms to find a 2-PDS partition in a special class of graphs. It has been proved in [40] that deciding if a graph contains a 2-PDS partition with both PDS's of the same size is NP-complete. On trees [10, 40] and graphs with maximum degree 3 or minimum degree $n-3$ ( $n$ the order of the graph) a connected 2-PDS partition always exists and can be found in polynomial time [10]. The results extensively use the connectivity of the PDS's. To find a connected 2-PDS partition in a tree, one can prove that there exists an edge such that its removal yields two connected PDS's. If a graph has a maximum degree at most 3 , a greedy algorithm keeps decreasing the size of a cut under some constraints and the removal of the final cut describes two connected PDS's.

Observe that, in the mentioned results, the algorithms do not decide whether there exists a 2 -PDS partition but find and return a 2 -PDS partition as solution. Since no graphs were known to not have a 2-PDS partition, we are left with a natural question: Do graphs without a 2-PDS partition exist? If the answer is no, that is, if all graphs were to admit a 2-PDS partition, one could consider the associated search problem and study its complexity. While the goal of this chapter is not to discuss the computational complexity of search problems (as we effectively answer yes to the latter question), it is worth mentioning that even if a decision problem is trivial (the existence is always true), its corresponding search problem may be hard to solve. Firstly introduced in [70], the class TFNP is the class of nondeterministic multivalued functions with values that are guaranteed to exist and can be verified in polynomial time. Simply put, TFNP is a complexity class that contains problems whose associated decision variants are trivial (the existence is always true). The class FP is a subclass of TFNP and contains problems (total functions) that can be solved in polynomial time. There is also the class FNP, superclass of TFNP that drops the requirement that the functions are total. Of course, $\mathrm{FP} \subseteq \mathrm{TFNP} \subseteq \mathrm{FNP}$. Deciding whether the inclusions are strict or not is equivalent to decide if $\mathrm{P}=\mathrm{NP}$. For further details on these complexity classes and their subclasses, we recommend the reading of $[14,19,74,75]$.

### 2.2. Proportional density and PDS's

Throughout the chapter, we use the notations introduced in Section 1.1. We also say that a vertex $u$ is universal if $d(u)=|V|-1$ and pendant if $d(u)=1$.

Given a graph $G=(V, E)$, the density of a subgraph on a vertex set $S \subseteq V$ is usually defined as $\frac{|E(S)|}{|S|}$, where $E(S)$ is the set of edges in the subgraph. The problem of finding a subgraph of maximum density can be solved in polynomial time [51], but it becomes NP-hard when at least, or exactly, $k$ vertices must belong to the subgraph $[6,42,60]$.

Here, we introduce the notion of proportional density, which captures both the size of the subset and the number of neighbours. In turn, we define a proportionally dense subgraph (PDS) as an induced subgraph respecting the proportional density constraint.

## Definition 2.1: Proportionally dense subgraph (PDS)

For a graph $G=(V, E)$, a proportionally dense subgraph of $G$ is an induced subgraph on a vertex set $S \subset V$ such that each vertex $u \in S$ is satisfied in $S$, that is,

$$
|\bar{S}| \cdot d_{S}(u) \geq(|S|-1) \cdot d_{\bar{S}}(u), \text { or, equivalently, }(|V|-1) \cdot d_{S}(u) \geq(|S|-1) \cdot d(u) .
$$

Note that if $|S| \geq 2$, then we can rewrite the inequalities as

$$
\frac{d_{S}(u)}{|S|-1} \geq \frac{d_{\bar{S}}(u)}{|\bar{S}|} \text { or, equivalently, } \frac{d_{S}(u)}{|S|-1} \geq \frac{d(u)}{|V|-1}
$$

The proof of the equivalence can be found in [10]. Note that a subgraph containing a single vertex is also a PDS, but obviously a PDS cannot be the entire graph.

## Definition 2.2: 2-PDS partition

A 2-PDS partition of a graph $G=(V, E)$ is a partition $\Pi=\left\{S_{1}, S_{2}\right\}$ of $V$ such that $S_{1}$ and $S_{2}$ induce two PDS's in $G$.

In this chapter, we address the problem of deciding if a graph admits a 2-PDS partition. Notice that a PDS does not necessarily need to be connected. Therefore, we also consider the problem of deciding if a graph has a connected 2-PDS partition, that is, a 2-PDS partition whose PDS's are connected subgraphs. As we will see in Section 2.3, both problems are proved to be decision problems since we are
able to give an infinite class of graphs that do not admit a 2-PDS partition, and a second infinite class of graphs that only admit a disconnected 2-PDS partition, but not a connected one.

If a graph is disconnected, both problems become trivial, and hence we assume that all graphs are connected.

## Overview of the results.

In Section 2.3.1, we construct an infinite family of graphs without a 2-PDS partition. As far as we know, these are the first negative results regarding the existence of a 2-PDS partition, and therefore the problem of deciding if a graph admits a 2-PDS partition is a decision problem. We also give examples of graphs without a 2-PDS partition that do not belong to the family. Then, in Section 2.3.2, we propose another infinite family of graphs without a connected 2-PDS but with a disconnected one.

### 2.3. Infinite classes of graphs

In the hope of finding small graphs without a 2-PDS partition, we used a computer based approach and generated all connected graphs up to 11 vertices $^{1}$ and checked for each graph whether it admits a 2-PDS partition, connected if possible. This procedure returned four graphs with 10 vertices (see Fig. 2.4) from which we were able to construct an infinite family of graphs without a 2 -PDS partition. We also obtained graphs with 11 vertices that have a disconnected 2-PDS partition but no connected one. Again, from these examples we defined an infinite family of graphs which do not have a connected 2-PDS partition but admit a disconnected one. The structural properties of these examples were crucial to define our infinite families.

### 2.3.1. Graphs without a 2-PDS partition

The question about the existence of graphs without a 2-PDS was left open in [10]. To the best of our knowledge, no graphs without a 2-PDS partition were known. In this section we present an infinite class $\mathcal{G}$ (see Definition 2.3) of graphs with even number of vertices without a 2-PDS partition.

[^2]
## Definition 2.3

Let $\mathcal{G}$ be the class of graphs such that, if $G=(V, E) \in \mathcal{G}$, then

- $V=W_{1} \cup W_{2} \cup\{w, x, y, z\}$, where $W_{1}, W_{2}$ are cliques of the same size $k, k \geq 3$, and $\{w, x, y\}$ is a clique of size 3 ;
- $w$ is adjacent to all vertices in $W_{1} \cup W_{2}$, and $z$ is only adjacent to $y$;
- $1 \leq d_{W_{1}}(x)=d_{W_{2}}(x) \leq k-1$ and $2 \leq d_{W_{1}}(y)=d_{W_{2}}(y) \leq k-1 ;$
- $\left|W_{i} \cap(N(x) \cup N(y))\right|>\frac{3 k}{k+3}$ for each $i \in\{1,2\}$;
- there exist vertices $\alpha, \beta \in W_{1} \cup W_{2}$ such that $\alpha \in N(y) \backslash N(x)$, and $\beta \in N(x) \cap N(y) ;$
- there is no edge between the vertex sets $W_{1}$ and $W_{2}$.


Figure 2.1: A schematic representation of a graph in $\mathcal{G}$.
Note that the smallest graphs in $\mathcal{G}$ have 10 vertices (see Fig. 2.2), and one of them is planar (see Fig. 2.3).

## Theorem 2.1

All graphs in $\mathcal{G}$ do not have a 2-PDS partition.

## Proof.

Let $G=(V, E)$ be a graph in $\mathcal{G}$. Firstly, notice that there is no 2-PDS partition $\{A, B\}$ in $G$ such that $|A|=1$ or $|B|=1$. Without loss of generality, suppose by contradiction that $A=\{v\}$ for some vertex $v \in V$, and notice that the neighbour of $v$ in $B$ must be a universal vertex in order


Figure 2.2: The four graphs with 10 vertices that belong to $\mathcal{G}$.


Figure 2.3: A planar graph from $\mathcal{G}$ with 10 vertices without a 2 -PDS partition. On the left, its schematic representation as in Fig. 2.1; on the right, its planar representation.
to be satisfied. Since $G$ does not contain a universal vertex, there is no 2-PDS partition $\{A, B\}$ in $G$ with $|A|=1$ or $|B|=1$. Hence, assume that $|A|,|B| \geq 2$.
Observe that the vertex $z$ is satisfied if and only if it belongs to the same PDS as the vertex $y$. Hence, without loss of generality, we assume that $y, z \in B$. In addition, the vertex $w$ has degree $|V|-2$ and is not connected to $z \in B$. Hence, necessarily $w \in A$.
Now we prove that for any partition $\{A, B\}$ of $V$, where $w \in A$ and $y, z \in B$, there is at least one vertex which is not satisfied, and hence there is no 2-PDS partition in $G$. For any partition $\{A, B\}$ of $V$, we denote by $A_{i}$ and $B_{i}$ the sets $A \cap W_{i}$ and $B \cap W_{i}$, respectively, for $i \in\{1,2\}$. We split the proof into two cases: In the first case, we suppose that $B_{1}$ or $B_{2}$ is empty; in the second case, we assume that $B_{1}$ and $B_{2}$ are not empty.

Case 1: $B_{1}=\emptyset$ or $B_{2}=\emptyset$.
Suppose first that $B_{1}=\emptyset$ and $B \subseteq\{x, y, z\} \cup W_{2}$.

- If $B_{2}=\emptyset$, we have two possibilities:
- if $x \in B$, then $B=\{x, y, z\}$ and $\beta \in A$ is not satisfied since $\frac{d_{A}(\beta)}{|A|-1}=\frac{k}{2 k}<\frac{2}{3}=\frac{d_{B}(\beta)}{|B|} ;$
- if $x \in A$, then $B=\{y, z\}$ and $\alpha \in A$ is not satisfied since $\frac{d_{A}(\alpha)}{|A|-1}=\frac{k}{2 k+1}<\frac{1}{2}=\frac{d_{B}(\alpha)}{|B|}$.
- If $B_{2} \neq \emptyset$ and $B_{2} \neq W_{2}$ :
- Case $x \in B$.
* If there exists $u \in A_{2}$ such that $u \in N(x) \cup N(y)$ and $u$ is satisfied, then we have:

$$
\frac{\left|A_{2}\right|}{k+\left|A_{2}\right|}=\frac{d_{A}(u)}{|A|-1} \geq \frac{d(u)}{|V|-1} \geq \frac{k+1}{2 k+3},
$$

which implies that $\left|A_{2}\right| \cdot(k+2) \geq k \cdot(k+1)$, and hence that $\left|A_{2}\right|>k-1$. A contradiction since $\left|A_{2}\right| \leq k-1$.

* Otherwise, for all $u \in A_{2}, u \notin N(x) \cup N(y)$. Hence, for any $u \in A_{2}$, if $u$ is satisfied then:

$$
\frac{\left|A_{2}\right|}{k+\left|A_{2}\right|}=\frac{d_{A}(u)}{|A|-1} \geq \frac{d(u)}{|V|-1}=\frac{k}{2 k+3},
$$

which implies that $\left|A_{2}\right| \cdot(k+3) \geq k^{2}$, and hence that $\left|A_{2}\right| \geq \frac{k^{2}}{k+3}$. Due to our assumptions about the graph, $\left|W_{2} \cap(N(x) \cup N(y))\right|>\frac{3 k}{k+3}$. Thus, $k-\frac{3 k}{k+3}>\mid W_{2} \backslash(N(x) \cup$ $N(y))\left|\geq\left|A_{2}\right| \geq \frac{k^{2}}{k+3}\right.$ which implies $k>k$, a contradiction.

- Case $x \in A$. Let $u \in A_{2}$.
* If $u \in N(y) \cap N(x)$ and $u$ is satisfied, then we have:

$$
\frac{\left|A_{2}\right|+1}{k+\left|A_{2}\right|+1}=\frac{d_{A}(u)}{|A|-1} \geq \frac{d(u)}{|V|-1}=\frac{k+2}{2 k+3},
$$

which implies that $\left|A_{2}\right| \geq k-\frac{1}{k+1}$, and then $\left|A_{2}\right| \geq k$, a contradiction since $B_{2} \neq \emptyset$.

* If $u \in N(y) \backslash N(x)$, then $d_{A}(u)=\left|A_{2}\right|$ and $d(u)=k+1$. Therefore, similarly to the previous case, we obtain that $\left|A_{2}\right| \geq k+\frac{1}{k+2}$ and so $\left|A_{2}\right|>k$, a contradiction.
* If $u \in N(x) \backslash N(y)$, then:

$$
\frac{\left|A_{2}\right|+1}{k+\left|A_{2}\right|+1}=\frac{d_{A}(u)}{|A|-1} \geq \frac{d(u)}{|V|-1}=\frac{k+1}{2 k+3},
$$

which implies that $\left|A_{2}\right| \cdot(k+2) \geq k^{2}-2$, and hence $\left|A_{2}\right| \geq$ $\frac{k^{2}-2}{k+2}>k-2$. Since assuming that there is a vertex in $A_{2} \cap N(y)$ leads to a contradiction (see previous cases), we can assume that $A_{2} \cap N(y)=\emptyset$. Then, since $d_{W_{2}}(y) \geq 2$, then $\left|W_{2} \backslash N(y)\right| \leq k-2$. Thus, $k-2 \geq\left|A_{2}\right|>k-2$, a contradiction.

* If $u \notin N(x) \cup N(y)$, then $d_{A}(u)=\left|A_{2}\right|$ and $d(u)=k$. Again, similarly to the previous case, we obtain $\left|A_{2}\right|>k-2$ and a contradiction.
- If $B_{2}=W_{2}$, then either $B=\{x, y, z\} \cup W_{2}$, and we have $|A|+2=|B|$ but $d_{A}(x)=d_{B}(x)$, and thus $x$ is not satisfied, or $B=\{y, z\} \cup W_{2}$; since $|A|=|B|$ we have: $\frac{d_{B}(y)}{|B|-1}<\frac{d_{B}(y)+1}{|B|}=\frac{d_{A}(y)}{|B|}=\frac{d_{A}(y)}{|A|}$, and therefore $y$ is not satisfied.

We conclude that if there is a 2-PDS partition in $G$, then $B_{1} \neq \emptyset$. The case $B_{2}=\emptyset$ is similar, and therefore if there is a 2-PDS partition in $G$, then $B_{2} \neq \emptyset$.

Case 2: $B_{1}, B_{2} \neq \emptyset$.

Without loss of generality, we suppose $\left|B_{1}\right| \leq\left|B_{2}\right|$. Let $u \in B_{1}$ and suppose that $u$ is satisfied in the partition $\{A, B\}$. We prove that in all cases, if $u$ is satisfied then it implies a contradiction with $\left|B_{1}\right| \leq\left|B_{2}\right|$.

* If $x \in A$ :
- If $u \in N(x) \cap N(y)$ is satisfied, then:

$$
\frac{\left|B_{1}\right|}{\left|B_{1}\right|+\left|B_{2}\right|+1}=\frac{d_{B}(u)}{|B|-1} \geq \frac{d(u)}{|V|-1}=\frac{k+2}{2 k+3},
$$

which implies that $\left|B_{1}\right| \cdot(k+1) \geq\left(\left|B_{2}\right|+1\right) \cdot(k+2)$, and hence that $\left|B_{1}\right|>\left|B_{2}\right|$. A contradiction with the assumption that $\left|B_{1}\right| \leq\left|B_{2}\right|$, and hence $u$ is not satisfied.

- If $u \in N(x) \backslash N(y)$, we have $d_{B}(u)=\left|B_{1}\right|-1$ and $d(u)=k+1$ and similarly we obtain $\left|B_{1}\right| \cdot(k+2) \geq\left|B_{2}\right| \cdot(k+1)+(3 k+4) \geq$ $\left|B_{2}\right| \cdot(k+1)+\left(\left|B_{2}\right|+4\right)>\left|B_{2}\right| \cdot(k+2)$, a contradiction since $\left|B_{1}\right| \leq\left|B_{2}\right|$.
- If $u \in N(y) \backslash N(x)$, we have $d_{B}(u)=\left|B_{1}\right|$ and $d(u)=k+1$ and similarly we obtain $\left|B_{1}\right| \cdot(k+2) \geq\left|B_{2}\right| \cdot(k+1)+(k+1) \geq$ $\left|B_{2}\right| \cdot(k+1)+\left(\left|B_{2}\right|+1\right)>\left|B_{2}\right| \cdot(k+2)$, a contradiction since $\left|B_{1}\right| \leq\left|B_{2}\right|$.
- If $u \notin N(x) \cup N(y)$, we have $d_{B}(u)=\left|B_{1}\right|-1$ and $d(u)=k$ and similarly we obtain $\left|B_{1}\right| \cdot(k+3) \geq\left|B_{2}\right| \cdot k+3(k+1) \geq$ $\left|B_{2}\right| \cdot k+3\left(\left|B_{2}\right|+1\right)>\left|B_{2}\right| \cdot(k+3)$, a contradiction since $\left|B_{1}\right| \leq\left|B_{2}\right|$.
* If $x \in B$ :
- If $u \in N(x) \cap N(y)$ is satisfied, then:

$$
\frac{\left|B_{1}\right|+1}{\left|B_{1}\right|+\left|B_{2}\right|+2}=\frac{d_{B}(u)}{|B|-1} \geq \frac{d(u)}{|V|-1}=\frac{k+2}{2 k+3},
$$

which implies that $\left|B_{1}\right| \cdot(k+1) \geq\left|B_{2}\right| \cdot(k+2)+1$, and thus that $\left|B_{1}\right|>\left|B_{2}\right|$. A contradiction with the assumption that $\left|B_{1}\right| \leq\left|B_{2}\right|$, and hence $u$ is not satisfied.

- If $u \in N(x) \backslash N(y)$ or $u \in N(y) \backslash N(x)$, we have $d_{B}(u)=\left|B_{1}\right|$ and $d(u)=k+1$ and similarly we obtain $\left|B_{1}\right| \cdot(k+2) \geq\left|B_{2}\right|$. $(k+1)+2(k+1) \geq\left|B_{2}\right| \cdot(k+1)+2\left(\left|B_{2}\right|+1\right)>\left|B_{2}\right| \cdot(k+3), \mathrm{a}$ contradiction since $\left|B_{1}\right| \leq\left|B_{2}\right|$.
- If $u \notin N(x) \cup N(y)$, we have $d_{B}(u)=\left|B_{1}\right|-1$ and $d(u)=k$ and similarly we obtain $\left|B_{1}\right| \cdot(k+3) \geq\left|B_{2}\right| \cdot k+4 k+3 \geq$ $\left|B_{2}\right| \cdot k+4 \cdot\left|B_{2}\right|+3>\left|B_{2}\right| \cdot(k+4)$, a contradiction since $\left|B_{1}\right| \leq\left|B_{2}\right|$.

In Fig. 2.4, we present four graphs with 11 vertices without a 2-PDS partition. These graphs have an odd number of vertices, and hence they do not belong to $\mathcal{G}$. To prove that they do not have a 2-PDS partition, one can notice that, like the graphs in $\mathcal{G}$, they have a pendant vertex $z$ connected to a vertex $y$, and a vertex $w$ connected to all the vertices except the pendant vertex. As a result, the vertex $z$ is satisfied if and only if it belongs to the same PDS as $y$, and thus $w$ must be in the other PDS. The rest of the proof can be done by case distinction.


Figure 2.4: Four graphs with 11 vertices which do not have a 2-PDS partition

### 2.3.2. Graphs without a connected 2-PDS partition

Now, we present an infinite family of graphs where each graph admits a disconnected 2-PDS partition, but not a connected one. The existence of such graphs was left as an open problem in [10].

## Definition 2.4

We define the infinite class of graphs $\mathcal{H}$ such that, if $G=(V, E) \in \mathcal{H}$, then

- $V:=W \cup\left\{\alpha_{1}, \beta_{1}, \alpha_{2}, \beta_{2}\right\}$, where $W$ is a clique of odd size at least 7 ;
- $\exists x \in W$ such that $N(x) \backslash W:=\left\{\alpha_{1}, \beta_{1}, \beta_{2}\right\}$;
- $\exists y \in W$ such that $N(y) \backslash W:=\left\{\alpha_{2}, \beta_{2}, \beta_{1}\right\}$;
- $N\left(\alpha_{1}\right):=\left\{\beta_{1}, x\right\}, N\left(\alpha_{2}\right):=\left\{\beta_{2}, y\right\} ;$
- $N\left(\beta_{1}\right):=\left\{\alpha_{1}, x, y\right\}, N\left(\beta_{2}\right):=\left\{\alpha_{2}, x, y\right\}$.


Figure 2.5: A schematic representation of a graph in $\mathcal{H}$.
Compared to the graphs in $\mathcal{G}$, each graph in $\mathcal{H}$ has an odd number of vertices, the smallest one has 11 vertices.

## Theorem 2.2

All graphs in $\mathcal{H}$ do not have a connected 2-PDS partition but have a disconnected one.

Proof. Let $G=(V, E) \in \mathcal{H}$. Suppose that $G$ has a connected 2-PDS partition $\{A, B\}$. If $A \subseteq W$, then we have two cases: either $A=W$ but then $G[B]$ is disconnected or $A \subset W$ but then a vertex in $W \backslash A$ is not satisfied in $B$. Hence, $A \nsubseteq W$ and similarly $B \nsubseteq W$. Consequently, to guarantee the connectivity of $G[A]$ and $G[B]$, the vertices $x$ and $y$ must be in different parts of the partition. Therefore, we assume without loss of generality that $x \in A$ and $y \in B$.
If $\alpha_{1} \in B$, then $y$ is not satisfied since it is connected to each vertex in $A$. Similarly, $\alpha_{2}$ cannot belong to $A$ since otherwise $x$ is not satisfied. As a result, we only have to consider the possible cases for $\beta_{1}$ and $\beta_{2}$, knowing that $x, \alpha_{1} \in A$ and $y, \alpha_{2} \in B$.
If $A=\left\{x, \alpha_{1}, \beta_{1}\right\}$, then the vertex $\beta_{2}$ is not satisfied in $B$ since $\frac{d_{B}\left(\beta_{2}\right)}{|B|-1} \leq \frac{2}{7}<$ $\frac{1}{3}=\frac{d_{A}\left(\beta_{2}\right)}{|A|}$. Similarly, if $B=\left\{y, \alpha_{2}, \beta_{2}\right\}$, then the vertex $\beta_{1}$ is not satisfied in $A$.

If $\left\{x, \alpha_{1}, \beta_{1}\right\} \subset A$ and $\left\{y, \alpha_{2}, \beta_{2}\right\} \subset B$, then consider two vertices $a \in$ $(W \backslash\{x\}) \cap A$ and $b \in(W \backslash\{y\}) \cap B$. The vertex $a$ is satisfied in $A$ if and only if

$$
\frac{d_{A}(a)}{|A|-1}=\frac{|A|-3}{|A|-1} \geq \frac{|B|-2}{|B|}=\frac{d_{B}(a)}{|B|}
$$

which implies that $|A| \geq|B|+1$. Similarly, the vertex $b$ is satisfied in $B$ if and only if $|A| \leq|B|-1$, which is a contradiction.
If $\beta_{1}, \beta_{2} \in A$, then the vertex $\beta_{2}$ is satisfied in $A$ if and only if

$$
\frac{d_{A}\left(\beta_{2}\right)}{|A|-1}=\frac{1}{|A|-1} \geq \frac{2}{|B|}=\frac{d_{B}\left(\beta_{2}\right)}{|B|}
$$

which implies that $|A| \leq \frac{|B|}{2}+1$. Moreover, the vertex $\alpha_{2}$ is satisfied in $B$ if and only if

$$
\frac{d_{B}\left(\alpha_{2}\right)}{|B|-1}=\frac{1}{|B|-1} \geq \frac{1}{|A|}=\frac{d_{A}\left(\alpha_{2}\right)}{|A|}
$$

which implies that $|A| \geq|B|-1$. We then obtain $|B|-1 \leq|A| \leq \frac{|B|}{2}+1$, and therefore $|B| \leq 4$. Thus, $|A| \leq 3$, which is not possible since $|V| \geq 11$. Similar arguments can be used to prove that $\beta_{1}$ and $\beta_{2}$ cannot both belong to $B$.
We conclude that $G$ does not have a connected 2-PDS partition. However, it is easy to see that, if $A:=\left\{\alpha_{1}, \beta_{1}, \alpha_{2}, \beta_{2}\right\}$ and $B:=V \backslash A$, then $\{A, B\}$ is a disconnected 2-PDS partition of $G$.

### 2.4. Conclusion and further work

The notion of proportional density, and the definition of a proportionally dense subgraph, is based on a combination of local and global properties: In a PDS each vertex has to satisfy a condition depending not only on its degree but also on the size of the subgraph. This condition makes the problem complex from an algorithmic point of view and requires a novel approach.

Our infinite families of graphs bring a new insight into the existence of 2-PDS partitions in graphs, with and without constraint of connectivity. One way of research could try to find a characterisation of these graphs. Obviously, the main open question is the complexity of deciding the existence of a (connected) 2-PDS partition.
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Motivated by the notion of proportional density and PDS studied in the previous chapter, we now investigate the complexity of the problem of finding a PDS of maximum size in a graph. We prove several hardness results for the problem on split and bipartite graphs. On the positive side, we present a polynomial-time approximation algorithm for the problem. We also show that all Hamiltonian cubic graphs with $n$ vertices (except two) have a PDS of size $\left\lfloor\frac{2 n+1}{3}\right\rfloor$, which we prove to be an upper bound on the size of a PDS in cubic graphs.

Some of the results presented in this chapter appear in the following paper:
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### 3.1. Introduction

In Chapter 2, we have defined the notions of proportional density and proportionally dense subgraph (PDS). In this chapter, we use the same notions but focus on the problem of finding a PDS of maximum size in a graph.

For a graph $G=(V, E)$, the density of a subgraph on a vertex set $S \subseteq V$ is commonly defined as $\frac{|E(S)|}{|S|}$, where $E(S)$ is the set of edges in the subgraph. The problem of finding a subgraph of maximum density can be solved in polynomial time using a max flow technique [51]. However, when the subgraph must contain exactly $k$ vertices, the problem becomes NP-hard [6, 42] and is known as the Densest $k$-Subgraph problem. Two variants of the problem have also been studied where the number of vertices in the subgraph must be either at least $k$ or at most $k$. The former is known to be NP-hard [60], but there exists a polynomialtime 2-approximation algorithm to solve it [5]. It was also shown that any $\alpha$ approximation for the at most $k$ variant would imply a $\Theta\left(\alpha^{2}\right)$-approximation for the densest $k$-subgraph problem [5].

As we have seen in Chapter 2, an induced subgraph on a vertex set $S \subset V$ is said to be proportionally dense if all of its vertices in $S$ have proportionally as many neighbours in the subgraph as in the graph, hence the condition $\frac{d_{S}(u)}{|S|-1} \geq \frac{d(u)}{|V|-1}$ holds for each vertex $u$ in $S$. A proportionally dense subgraph grants more importance to the vertices than the standard definition of a dense subgraph, as all the vertices in a PDS must be 'satisfied', i.e. respect the above condition. This can be compared with defensive alliances in graphs, where the vertices in the alliance must have at least as many neighbours inside the alliance than outside it [61, 79], without the notion of proportion of neighbours.

From a theoretical point of view, it is interesting to observe a problem that connects local and global properties of vertex subsets, interweaving the size of the subset and the number of neighbours. Moreover, this paradigm has rarely been seen in graph theory problems.

## Overview of the results.

In Section 3.2, we introduce the basic notations used in the chapter. Section 3.3 presents various hardness results of the Max Proportionally Dense SubGRAPH problem. Then, we give positive results about the approximation of this problem in Section 3.4. We also prove that the the problem can be solved in linear time on Hamiltonian cubic graphs in Section 3.5. Conclusion and open problems are given in Section 3.6.

### 3.2. Notations and definitions

Throughout the chapter, we use the notations introduced in Section 1.1. We say that a graph $G$ is a Hamiltonian graph if it contains a Hamiltonian cycle (a cycle going through all the vertices). Moreover, $G$ is a cubic graph if $d(u)=3$ for any vertex $u \in V$. Lastly, $G$ is a split graph if the vertex-set can be partitioned into a clique and an independent set.

We assume that all graphs contain at least 3 vertices.
Although Definition 2.1 from Chapter 2 already defines the notion of PDS, for the sake of completeness, let us recall it.

## Definition 3.1: Proportionally dense subgraph (PDS)

For a graph $G=(V, E)$, a proportionally dense subgraph of $G$ is an induced subgraph on a vertex set $S \subset V$ such that each vertex $u \in S$ is satisfied in $S$, that is,

$$
|\bar{S}| \cdot d_{S}(u) \geq(|S|-1) \cdot d_{\bar{S}}(u), \text { or, equivalently, }(|V|-1) \cdot d_{S}(u) \geq(|S|-1) \cdot d(u) .
$$

Note that if $|S| \geq 2$, then we can rewrite the inequalities as

$$
\begin{equation*}
\frac{d_{S}(u)}{|S|-1} \geq \frac{d_{\bar{S}}(u)}{|\bar{S}|} \text { or, equivalently, } \frac{d_{S}(u)}{|S|-1} \geq \frac{d(u)}{|V|-1} . \tag{3.1}
\end{equation*}
$$

Note that two adjacent vertices form a PDS of size 2. Therefore, in the rest of the chapter we assume that every PDS contains at least 2 vertices and make use of the ratios in the inequality.

## Max PDS

Input: A graph $G$.
Output: A proportionally dense subgraph in $G$ of maximum size.

Remark 3.1. Observe that a proportionally dense subgraph may be connected or not, even if the graph is connected. We study both cases and talk about a connected PDS in the former case.

To give an example of graphs illustrating Remark 3.1, we give two connected graphs in which the proportionally dense subgraph of maximum size is not connected. In the cubic graph in Fig. 3.1, the grey vertices represent a PDS of size 7, which is not connected. In fact, for any set $S \subset V$, at least one vertex $u \in S$ has $d_{S}(u) \leq 2$. If $S$ is a PDS, then we must have $\frac{2}{|S|-1} \geq \frac{d_{S}(u)}{|S|-1} \geq \frac{d(u)}{|V|-1}=\frac{3}{9}=\frac{1}{3}$,
which directly implies that $|S| \leq 7$. Morever, if the set $S$ contains 7 vertices and induces a connected subgraph, then there exists $u \in S$ such that $d_{S}(u)=1$, which is not satisfied since $\frac{1}{7-1}=\frac{d_{S}(u)}{|S|-1}<\frac{d_{\bar{S}}(u)}{|S|}=\frac{2}{3}$. It can be checked that the maximum size for a connected PDS is only 5. Similarly, in the caterpillar in Fig. 3.1, any connected induced subgraph of size at least 12 has one unsatisfied vertex. The maximum size for a PDS is 12 , while only 8 for a connected PDS.


Figure 3.1: Two connected graphs in which all PDS of maximum size are not connected. Gray vertices represent a PDS of maximum size in each graph.

### 3.3. Hardness results

In this section we prove several hardness results for MAX PDS on split and bipartite graphs, and further extend the results to prove that deciding if a PDS is inclusion wise maximal is coNP-complete.

We construct two polynomial-time reductions from Max Independent Set, which is known to be NP-hard [57].

## Max Independent Set

Input: A graph $G$.
Output: An independent set in $G$ of maximum size.

### 3.3.1. Split graphs

We first describe a polynomial-time reduction, and then prove two intermediate results allowing us to prove the NP-hardness of MAX PDS on split graphs.

## Construction 3.1

Let $G=(V, E)$ be a connected graph not isomorphic to a star. We define the graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ as follows:

- $V^{\prime}:=\left\{z_{1}, z_{2}\right\} \cup M \cup N$, where $N:=V, M:=\{u v:\{u, v\} \in E\}$ and $z_{1}, z_{2}$ are two additional vertices;
- for all $e \in M$ and $u \in N$, the edge $\{e, u\} \in E^{\prime}$ if and only if $u \notin e$;
- the set $M \cup\left\{z_{1}, z_{2}\right\}$ induces a clique in $G^{\prime}$.

Obviously, Construction 3.1 can be done in polynomial time. Notice that $G^{\prime}$ is a split graph, and is connected if and only if $G$ is not isomorphic to a star. See Fig. 3.2 for an example.


Figure 3.2: The graph $G^{\prime}$ obtained from the graph $G$ using Construction 3.1.

## Lemma 3.1

Let $G=(V, E)$ be a graph not isomorphic to a star and let $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ be the graph obtained through Construction 3.1. Let $S \subset V^{\prime}$ be a set of vertices such that $M \cup\left\{z_{1}, z_{2}\right\} \subseteq S$. Then a vertex $e \in M$ is satisfied in $G^{\prime}[S]$ if and only if $d_{S}(e) \geq|S|-2$.

Proof. A vertex $e \in M$ has degree $d(e)=\left|V^{\prime}\right|-3$. Hence if $d_{S}(e)<$ $|S|-2$, then $d_{\bar{S}}(e)=|\bar{S}|$, and thus $e$ is not satisfied in $G^{\prime}[S]$. However, if $d_{S}(e) \geq|S|-2$, then $d_{\bar{S}}(e)<|\bar{S}|$. Also, since $G$ is connected, then $|M| \geq|N|-1$ and $|S| \geq|M|+2>|N| \geq|\bar{S}|$. Therefore, we have

$$
|\bar{S}| \cdot d_{S}(e) \geq|\bar{S}| \cdot(|S|-2) \geq(|\bar{S}|-1) \cdot(|S|-1) \geq(|S|-1) \cdot d_{\bar{S}}(e),
$$

| and thus $e$ is satisfied in $G^{\prime}[S]$.

## Lemma 3.2

Let $G=(V, E)$ be a graph not isomorphic to a star and let $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ be the graph obtained through Construction 3.1. Let $S_{1} \subset V^{\prime}$ such that $G^{\prime}\left[S_{1}\right]$ is a PDS. Then there exists $S_{2} \subset V^{\prime}$ such that $G^{\prime}\left[S_{2}\right]$ is a PDS, $\left|S_{2}\right| \geq\left|S_{1}\right|$ and $M \cup\left\{z_{1}, z_{2}\right\} \subseteq S_{2}$. Moreover, $S_{2}$ can be found in polynomial time.

Proof. Firstly, we show that $N \nsubseteq S_{1}$.

- if $S_{1}=N$, since $G^{\prime}[N]$ is an independent set, then any vertex $u \in S_{1}$ has $d_{S_{1}}(u)=0$ and $d_{\bar{S}_{1}}(u)>0$; hence $u$ is not satisfied and $G^{\prime}\left[S_{1}\right]$ is not a PDS;
- if $N \subset S_{1}$, then $\bar{S}_{1}$ is a subset of the clique $M \cup\left\{z_{1}, z_{2}\right\}$; it means any vertex $u \in S_{1} \cap\left(M \cup\left\{z_{1}, z_{2}\right\}\right)$ has $d_{\bar{S}_{1}}(u)=\left|\bar{S}_{1}\right|$ and $d_{S_{1}}(u)<\left|S_{1}\right|-2$, and thus
$\left|\bar{S}_{1}\right| \cdot d_{S_{1}}(u)<\left|\bar{S}_{1}\right| \cdot\left(\left|S_{1}\right|-2\right)<\left|\bar{S}_{1}\right| \cdot\left(\left|S_{1}\right|-1\right)=\left(\left|S_{1}\right|-1\right) \cdot d_{\bar{S}_{1}}(u)$, so $u$ is not satisfied and $G^{\prime}\left[S_{1}\right]$ is not a PDS.

Now, let $S_{2}:=S_{1} \cup M \cup\left\{z_{1}, z_{2}\right\}$ and $\bar{S}_{2}:=V^{\prime} \backslash S_{2}$.
Observe that for any $f \in S_{1} \cap M, d_{S_{2}}(f)-d_{S_{1}}(f)=\left|S_{2}\right|-\left|S_{1}\right| \geq 0$ and $d_{\bar{S}_{2}}(f) \leq d_{\bar{S}_{1}}(f)$. Thereby, we obtain $\frac{d_{S_{2}}(f)}{\left|S_{2}\right|-1} \geq \frac{d_{S_{1}}(f)}{\left|S_{1}\right|-1} \geq \frac{d_{\bar{S}_{1}}(f)}{\left|\bar{S}_{1}\right|} \geq \frac{d_{\bar{S}_{2}}(f)}{\left|\bar{S}_{2}\right|}$, so $f$ is satisfied in $S_{2}$. Also, if a vertex in $M$ is satisfied in $S_{2}$, then according to Lemma 3.1 it is also satisfied in any $S_{2}^{\prime} \subseteq S_{2}$, as long as $M \cup\left\{z_{1}, z_{2}\right\} \subseteq S_{2}^{\prime}$. If there exists $e \in M \backslash S_{1}$ which is not satisfied in $S_{2}$, then following Lemma 3.1 it holds $d_{S_{2}}(e)<\left|S_{2}\right|-2$. Thus, there exists a vertex $u \in S_{2} \cap N$, non-adjacent to $e$, which we can transfer from $S_{2}$ to $\bar{S}_{2}$. Obviously, at most $\left|M \backslash S_{1}\right|$ transfers are needed to satisfy all the vertices in $S_{2}$, and thus $\left|S_{2}\right| \geq\left|S_{1}\right|$ holds true. Since $S_{2} \cap N \subseteq S_{1} \cap N$ and $N \nsubseteq S_{1}$, then $S_{2} \neq V^{\prime}$.
Note that $\bar{S}_{2} \subseteq N$ and that each vertex $u \in S_{1} \cap N$ is satisfied in $S_{2}$, since $d_{\bar{S}_{2}}(u)=0$. Clearly, $z_{1}$ and $z_{2}$ are satisfied in $S_{2}$. Thus, $G^{\prime}\left[S_{2}\right]$ is a PDS, and it can be found in polynomial time.

Notice that Lemma 3.2 implies that there exists a PDS of maximum size in $G^{\prime}$ that is connected. Hence, the following result also holds when looking for a connected PDS.

## Theorem 3.1

Max Proportionally Dense Subgraph is NP-hard on split graphs.
Proof. Let $G=(V, E)$ be a graph not isomorphic to a star, $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ be the graph obtained through Construction 3.1, and $k \in\{1, \ldots,|V|-2\}$. Notice that since $G$ is connected and not isomorphic to a star, then there is no independent set of size $|V|-1$ in $G$. We claim that there is an independent set of size at least $k$ in $G$ if and only if there is a PDS of size at least $|M|+2+k$ in $G^{\prime}$.
Let $R$ be an independent set of $G$ of size at least $k$. In $G^{\prime}$, we define $S:=M \cup\left\{z_{1}, z_{2}\right\} \cup R$ and $\bar{S}:=V^{\prime} \backslash S$. First, note that $R \subseteq N$ thus $\bar{S}=N \backslash R$. The vertices in $S \cap N \cup\left\{z_{2}, z_{2}\right\}$ are obviously satisfied in $G^{\prime}[S]$ as they only have neighbours in $S$. Hence, if there exist unsatisfied vertices, then they must be from the set $M$. Choose a vertex $e \in M$. Since $R$ is an independent set of $G$, then for each edge $e=\{u, v\} \in E$ at most one of the vertices $u$ and $v$ belongs to $R$. Hence, the vertex $e \in M$ is not adjacent to at most one vertex in $S$ and thus $d_{S}(e) \geq|S|-2$. According to Lemma 3.1, the vertex $e$ is satisfied in $G[S]$. Thus $G[S]$ is a PDS of size at least $|M|+2+k$. Let $S \subset V^{\prime}$ be of size at least $|M|+2+k$ such that $G^{\prime}[S]$ is a PDS. According to Lemma 3.2, there exists $S^{\prime} \subset V^{\prime}$ such that $G^{\prime}\left[S^{\prime}\right]$ is a PDS, $\left|S^{\prime}\right| \geq|S|$ and $\left\{z_{1}, z_{2}\right\} \cup M \subseteq S^{\prime}$. We claim that $R^{\prime}:=S^{\prime} \cap N$ is an independent set of $G$ of size at least $k$. Obviously $\left|R^{\prime}\right| \geq k$. Moreover, Lemma 3.1 states that for all satisfied vertices $e \in M, d_{S^{\prime}}(e) \geq\left|S^{\prime}\right|-2$. This means that for each vertex $e \in M$ there is at most one vertex $u \in S^{\prime}$ that is not adjacent to $e$. Since the vertices $e \in M$ and $u \in N$ are not adjacent in $G^{\prime}$, it implies that $u \in e$ in $G$, and therefore the edge $e \in E$ has at most one endpoint $u \in R^{\prime}$ in the graph $G$. Thus, $R^{\prime}$ is an independent set of size at least $k$.

There exist several ways to prove that a problem is APX-hard. Below, we propose two different proofs showing that MAx PDS is APX-hard on split graphs.

In Proposition 3.1, we show that the reduction used in Theorem 3.1 is an approximation-preserving reduction, more specifically an $L$-reduction from Max Independent Set to Max PDS. In turn, we obtain that Max PDS is APXhard, even on split graphs. Then, in Proposition 3.2, we use the concept of gap-preserving reduction to show that it is NP-hard to approximate Max PDS within 1.0026028 on split graphs. This clearly implies the APX-hardness of MAX PDS on split graphs.

## Proposition 3.1

Max Proportionally Dense Subgraph is APX-hard on split graphs.
Proof. We prove that the reduction from Theorem 3.1 can be seen as an L-reduction (see Definition 1.14) from Max Independent Set on cubic graphs to Max PDS. Let $I$ be an instance of Max Independent Set on the cubic graph $G=(V, E)$. We construct an instance $I^{\prime}$ of Max PDS defined on the graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ obtained through Construction 3.1. Since each cubic graph is 4-colourable, $O P T(I) \geq \frac{|V|}{4}$. Moreover, a cubic graph has exactly $\frac{3|V|}{2}$ edges, and hence $O P T\left(I^{\prime}\right)=2+|E|+O P T(I)=$ $2+\frac{3|V|}{2}+O P T(I) \leq 2+\frac{3|V|}{2}+|V| \leq 2+\frac{5|V|}{2} \leq 2+10 \cdot O P T(I) \leq 12 \cdot O P T(I)$. For any $S$ inducing a PDS in $G^{\prime}$ we can construct an independent set $R$ in $G$ of size $|R|=|S|-|E|-2$. Since $O P T\left(I^{\prime}\right) \geq|S|=|R|+|E|+2$, in particular, when $R$ is a maximum independent set, $O P T\left(I^{\prime}\right) \geq O P T(I)+|E|+2$. In addition, $O P T(I) \geq|R|=|S|-|E|-2$, and when $G^{\prime}[S]$ is a maximum PDS, $O P T(I) \geq O P T\left(I^{\prime}\right)-|E|-2$. Thus, $O P T(I)=O P T\left(I^{\prime}\right)-|E|-2$ and $O P T(I)-|R|=O P T\left(I^{\prime}\right)-|S|$.
Since Max Independent Set is APX-hard on cubic graphs [2], we conclude that Max PDS is APX-hard on split graphs.

## Proposition 3.2

It is NP-hard to approximate Max Proportionally Dense Subgraph within 1.0026028 on split graphs, and hence the problem is APX-hard (even on split graphs).

Proof. Let $I$ be an instance of Max Independent Set on a cubic graph $G=(V, E)$. It is known that it is NP-hard to decide whether $O P T(I)<\frac{12 \tau+11+2 \varepsilon}{24 \tau+28} \cdot|V|$ or $O P T(I)>\frac{12 \tau+12-2 \varepsilon}{24 \tau+28} \cdot|V|$, for any $\varepsilon>0$, where $\tau \leq 6.9$ [22].
We construct an instance $I^{\prime}$ of Max PDS defined on the graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ obtained through Construction 3.1. Note that $M \subset V^{\prime}$ is of size $|E|$, that is $|M|=|E|=\frac{3|V|}{2}$ since $G$ is cubic. From Theorem 3.1, we know that $O P T\left(I^{\prime}\right)=|M|+2+O P T(I)$. Consequently, it is NP-hard to decide whether $O P T\left(I^{\prime}\right)<|M|+2+\frac{12 \tau+11+2 \varepsilon}{24 \tau+28} \cdot|V|=\frac{48 \tau+53+2 \varepsilon}{24 \tau+28} \cdot|V|+2$ or $O P T\left(I^{\prime}\right)>$ $|M|+2+\frac{12 \tau+12-2 \varepsilon}{24 \tau+28}=\frac{48 \tau+54-2 \varepsilon}{24 \tau+28} \cdot|V|+2$. We obtain that it is NP-hard to approximate MAx PDS within 1.0026028 .

### 3.3.2. Bipartite graphs

In the following, we modify the previous construction in order to prove the NPhardness of MAx PDS on bipartite graph. The reduction will also be used to show the NP-hardness of an "extension version" of the problem, implying the coNP-completeness of deciding if a PDS is inclusion wise maximal.

## Construction 3.2

Let $G=(V, E)$ be a graph with $|E| \geq|V|$, and an integer $k$ such that $1 \leq k<|V|-1$. We define the graph $G_{k}^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ as follows:

- $V^{\prime}:=L \cup M \cup N$, where $N:=V, M:=\{u v:\{u, v\} \in E\}$ and $L$ contains $|L|:=|M| \cdot(|V|-k-1)-k+1$ additional vertices;
- for all $e \in M$ and $u \in N$, the edge $\{e, u\} \in E^{\prime}$ if and only if $u \notin e$;
- for all $e \in M$ and $v \in L$, the edge $\{e, v\} \in E^{\prime}$.

Obviously, Construction 3.2 can be done in polynomial time. Clearly, $G_{k}^{\prime}$ is connected if and only if the input graph is not isomorphic to a star, which can't be since $|E| \geq|V|$. Also, notice that $G_{k}^{\prime}$ is a bipartite graph as there are edges only between $M$ and $L \cup N$. See Fig. 3.3 for an example.

$$
G=(V, E)
$$

$$
G^{\prime}=\left(V^{\prime}, E^{\prime}\right)
$$



Figure 3.3: The graph $G_{k}^{\prime}$ obtained from $G$ through Construction 3.2 using with $k=3$.

We now prove intermediate results, which help concluding that MAx PDS is NP-complete on bipartite graphs.

## Lemma 3.3

Let $m, n$ and $k$ be integers such that $1 \leq k<n-1<m$ and $\ell:=$ $m \cdot(n-k-1)-k+1$. Then $\frac{\ell+k-1}{\ell+m+k-1}=\frac{n-k-1}{n-k}$.

Proof. $\quad(n-k) \cdot(\ell+k-1)=(n-k-1) \cdot(\ell+k-1)+\ell+k-1=$ $(n-k-1) \cdot(\ell+k+1)+m \cdot(n-k-1)=(n-k-1) \cdot(\ell+m+k+1)$.

## Lemma 3.4

Let $G=(V, E)$ be a graph not isomorphic to a star, $k$ be an integer such that $1 \leq k<|V|-1$ and $G_{k}^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ be the graph obtained through Construction 3.2. Let $S \subset V^{\prime}$ be such that $|S| \geq|L|+|M|+k$. Then a vertex $f \in M \cap S$ is satisfied in $G_{k}^{\prime}[S]$ if and only if $d_{\bar{S}}(f)<|\bar{S}|$.

Proof. If $d_{\bar{S}}(f)=|\bar{S}|, f$ is obviously not satisfied. If $d_{\bar{S}}(f)<|\bar{S}|$, then notice that $d(f)=|L|+|N|-2=\left|V^{\prime}\right|-|M|-2$. Therefore, $d_{S}(f)=$ $d(f)-d_{\bar{S}}(f) \geq\left|V^{\prime}\right|-|M|-2-|\bar{S}|+1=|S|-|M|-1$. Also, $|\bar{S}| \leq|N|-k$. Consequently, according to Lemma 3.3,

$$
\frac{d_{S}(f)}{|S|-1} \geq \frac{|S|-|M|-1}{|S|-1} \geq \frac{|L|+k-1}{|L|+|M|+k-1}=\frac{|N|-k-1}{|N|-k} \geq \frac{d_{\bar{S}}(f)}{|\bar{S}|} .
$$

## Lemma 3.5

Let $G=(V, E)$ be a graph not isomorphic to a star, $k$ be an integer such that $1 \leq k<|V|-1$, and $G_{k}^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ be the graph obtained through Construction 3.2. Let $S_{1} \subset V^{\prime}$ such that $G_{k}^{\prime}\left[S_{1}\right]$ is a PDS and $\left|S_{1}\right| \geq|L|+|M|+k$. Then there exists $S_{2} \subset V^{\prime}$ such that $G_{k}^{\prime}\left[S_{2}\right]$ is a PDS, $\left|S_{2}\right| \geq\left|S_{1}\right|$ and $L \cup M \subseteq S_{2}$. Moreover, $S_{2}$ can be found in polynomial time.

Proof. First, we prove that $M \subset S_{1}$. As $\left|S_{1}\right| \geq|L|+|M|+k>|M|+|N|$, then $S_{1} \cap L \neq \emptyset$. Take a vertex $z \in S_{1} \cap L$ and notice that since $d(z)=|M|$, then $d_{\bar{S}_{1}}(z)=\left|M \backslash S_{1}\right|$. The vertex $z$ is satisfied in $G_{k}^{\prime}\left[S_{1}\right]$ if and only if

$$
\frac{|M|-d_{\bar{S}_{1}}(z)}{|L|+|M|+k-1} \geq \frac{d_{S_{1}}(z)}{\left|S_{1}\right|-1} \geq \frac{d_{\bar{S}_{1}}(z)}{\left|\bar{S}_{1}\right|} \geq \frac{d_{\bar{S}_{1}}(z)}{|N|-k} .
$$

This implies that

$$
\begin{aligned}
|M| \cdot(|N|-k)-d_{\bar{S}_{1}}(z) \cdot(|N|-k) & \geq d_{\bar{S}_{1}}(z) \cdot(|L|+|M|+k-1) \\
\Longleftrightarrow|M| \cdot(|N|-k)-d_{\bar{S}_{1}}(z) \cdot(|N|-k) & \geq d_{\bar{S}_{1}}(z) \cdot|M| \cdot(|N|-k) \\
\Longleftrightarrow|M| \cdot(|N|-k) & \geq d_{\bar{S}_{1}}(z) \cdot(|M|+1) \cdot(|N|-k) \\
\Longleftrightarrow 0 & \geq d_{\bar{S}_{1}}(z) .
\end{aligned}
$$

Thus, we have $d_{\bar{S}_{1}}(z)=0$ and conclude that $M \subset S_{1}$.
Let $S_{2}:=S_{1} \cup L \cup M$ and $f \in M$. As $f$ is satisfied in $G_{k}^{\prime}\left[S_{1}\right]$, according to Lemma 3.4, we have $d_{\bar{S}_{1}}(f)<\left|\bar{S}_{1}\right|$. Since $f$ is connected to all the vertices in $L$, necessarily $d_{\bar{S}_{2}}(f)<\left|\bar{S}_{2}\right|$ and $f$ remains satisfied in $G_{k}^{\prime}\left[S_{2}\right]$. Obviously, the vertices in $L$ are satisfied in $G_{k}^{\prime}\left[S_{2}\right]$ since all their neighbours are in $M$. This is also true for the vertices in $N \cap S_{2}$.

Notice that Lemma 3.5 implies that there exists a PDS of maximum size that is connected in $G_{k}^{\prime}$. Hence, the following result also holds when looking for a connected PDS.

## Theorem 3.2

Max Proportionally Dense Subgraph is NP-hard on bipartite graphs.

Proof. Let $G=(V, E)$ be a graph not isomorphic to a star and $k \in$ $\{1, \ldots,|V|-2\}$. Notice that since $G$ is connected and not isomorphic to a star, then there is no independent set of size $|V|-1$ in $G$. Let $G_{k}^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ be the graph obtained through Construction 3.2. We claim that there is an independent set of size at least $k$ in $G$ if and only if there is a PDS of size at least $|L|+|M|+k$ in $G_{k}^{\prime}$.
Let $R$ be an independent set of $G$ of size at least $k$. In $G_{k}^{\prime}$, we define $S:=L \cup M \cup R$ and $\bar{S}:=V^{\prime} \backslash S$. First, note that $R \subseteq N$ thus $\bar{S}=N \backslash R$. The vertices in $L \cup R$ are obviously satisfied in $G_{k}^{\prime}[S]$ as all their neighbours are in $S$. Hence, if there exist vertices not satisfied in $G_{k}^{\prime}[S]$, then they must belong to the set $M$. Consider a vertex $e \in M$. Since $R$ is an independent set of $G$, then for each edge $e=\{u, v\} \in E$ at most one of the vertices $u$ and $v$ belongs to $R$, and, therefore, at least one belongs to $\bar{S}$. Therefore, the vertex $e \in M$ is not adjacent to at least one vertex in $\bar{S}$ and thus $d_{\bar{S}}(f)<|\bar{S}|$. According to Lemma 3.4, $e$ is satisfied in $G[S]$. Thus $G[S]$ is a PDS of size at least $|L|+|M|+k$.

Let $S \subset V^{\prime}$ be of size at least $|L|+|M|+k$ such that $G_{k}^{\prime}[S]$ is a PDS. According to Lemma 3.5, there exists $S^{\prime} \subset V^{\prime}$ such that $G_{k}^{\prime}\left[S^{\prime}\right]$ is a PDS, $\left|S^{\prime}\right| \geq|S|$ and $L \cup M \subseteq S^{\prime}$. We claim that $R^{\prime}:=S^{\prime} \cap N$ is an independent set of $G$ of size at least $k$. Obviously $\left|R^{\prime}\right| \geq k$. Lemma 3.4 states that for all satisfied vertices $e \in M, d_{\bar{S}^{\prime}}(e)<\left|\bar{S}^{\prime}\right|$. Therefore, as $d_{N}(e)=|N|-2$ and $\bar{S}^{\prime} \subseteq N$, there is at most one vertex $u \in S^{\prime} \cap N$ not adjacent to $e$. From Construction 3.1, if there is no edge between the vertices $e \in M$ and $u \in N$ in $G_{k}^{\prime}$, then $u \in e$ in $G$. Hence, the edge $e \in E$ in $G$ has at most one vertex $u \in R^{\prime}$. Thus, $R^{\prime}$ is an independent set of size at least $k$.

Below, we prove that deciding if a subset of vertices can be extended into a larger subset which induces a PDS is NP-complete. We obtain as a corollary that deciding if a PDS is inclusion wise maximal is coNP-complete.

## PDS Extension

Input: $\quad$ A graph $G=(V, E), U \subset V$.
Question: Is there a vertex subset $S \subset V$ such that $U \subset S$ and $G[S]$ is a proportionally dense subgraph?

To prove that PDS Extension is NP-complete, we use again Construction 3.2.

## Lemma 3.6

Let $G=(V, E)$ be a graph not isomorphic to a star, $k$ be an integer such that $1 \leq k<|V|-1$, and $G_{k}^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ be the graph obtained through Construction 3.2. Let $S \subset V^{\prime}$ be such that $L \cup M \subset S$ and $G_{k}^{\prime}[S]$ is a PDS. Then $|S| \geq|L|+|M|+k$.

Proof. Let $u \in S \cap N$, and notice that $d_{S}(u)<|M|$, so there exists a vertex in $M$ which is not connected to $u$. Let $f \in M$ be such a vertex. Note that $d_{S}(f) \leq|S|-|M|-1$ and $d_{\bar{S}}(f) \geq|\bar{S}|-1$, as $f$ is not connected to $u$. Let $k^{\prime}:=|N \backslash \bar{S}|=|N|-|\bar{S}|$. We claim that $k^{\prime} \geq k$. Suppose by contradiction that $k^{\prime}<k$. Then $\frac{|L|+k^{\prime}-1}{|L|+|M|+k^{\prime}-1}<\frac{|L|+k-1}{|L|+|M|+k-1}$ and $\frac{|N|-k-1}{|N|-k}<$ $\frac{|N|-k^{\prime}-1}{|N|-k^{\prime}}$. According to Lemma 3.3, we conclude that $\frac{|L|+k^{\prime}-1}{|L|+|M|+k^{\prime}-1}<\frac{|N|-k^{\prime}-1}{|N|-k^{\prime}}$. Therefore,

$$
\frac{d_{S}(f)}{|S|-1} \leq \frac{|L|+k^{\prime}-1}{|L|+|M|+k^{\prime}-1}<\frac{|N|-k^{\prime}-1}{|N|-k^{\prime}} \leq \frac{d_{\bar{S}}(f)}{|\bar{S}|}
$$

which contradicts that $f$ is satisfied, thus that $G_{k}^{\prime}[S]$ is a PDS. We conclude that $|S|=|L|+|M|+k^{\prime} \geq|L|+|M|+k$.

## Theorem 3.3

PDS Extension is NP-complete on bipartite graphs.
Proof. Obviously, PDS Extension is in NP. Let $G=(V, E)$ be a graph not isomorphic to a star and $k \in\{1, \ldots,|V|-1\}$. Notice that since $G$ is connected and not isomorphic to a star, then there is no independent set of size $|V|-1$ in $G$, so we can consider that $k \leq|V|-2$. Let $G_{k}^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ be the graph obtained through Construction 3.2. We claim that there is an independent set of size at least $k$ in $G$ if and only if there is PDS of size of size at least $|L|+|M|+k$ in $G_{k}^{\prime}$.
Assume there exists an independent set of size $k$ in $G$. Then there exists $S \subset V^{\prime}$ of size $|S| \geq|L|+|M|+k$ such that $G_{k}^{\prime}[S]$ is a PDS, and $L \cup M \subset S$ (see proof of Theorem 3.2).
According to Lemma 3.6, if there exists $S \subset V^{\prime}$ such that $G_{k}^{\prime}[S]$ is a PDS and $L \cup M \subset S$, then $|S| \geq|L|+|M|+k$. Therefore, there exists an independent set of size at least $k$ in $G$ (see proof of Theorem 3.2).
We conclude that deciding if there exists $S \subset V^{\prime}$ such that $L \cup M \subset S$ and $G_{k}^{\prime}[S]$ is a PDS is NP-complete, and thus that PDS Extension is NP-complete on bipartite graphs.

Notice that the set $L \cup M$ is connected, thus if it can be extended into a PDS, then the PDS is connected. Hence, it is NP-complete to decide whether a vertex subset (inducing a connected subgraph) can be extended into a connected PDS. Furthermore, the set $L \cup M$ can induce a PDS or not, depending on the values of $k$ and $|V|$. Indeed, $G_{k}^{\prime}[L \cup M]$ is a PDS if and only if $\frac{|L|}{|L|+|M|-1} \geq \frac{|N|-2}{|N|}$, which implies $k \leq \frac{n}{2}$. Therefore, we conclude that deciding if a PDS is inclusion-wise maximal is coNP-complete.

## Corollary 3.3.1

Let $G=(V, E)$ be a graph and $S \subset V$ such that $G[S]$ is a proportionally dense subgraph. Deciding if $S$ is inclusion-wise maximal is coNP-complete on bipartite graphs.

### 3.4. Approximation of Maximum PDS

We show that MAx PDS is polynomial-time 2-approximable, which establishes its APX-completeness. We also show that the ratio can be improved to $\frac{2 \cdot(\Delta-1)+1}{\Delta}$ on connected graphs, where $\Delta$ is the maximum degree of the graph, using an upper-bound on the maximum possible size of a PDS.

Now, we design a polynomial-time algorithm that generates, given a graph $G=(V, E)$, a PDS of size at least $\left\lceil\frac{|V|}{2}\right\rceil$.

## Lemma 3.7

Let $G=(V, E)$ be a graph and $S \subset V$ be a set of vertices of size $\frac{|V|}{2}$ or $\frac{|V|}{2}+1$ for $|V|$ even, and $\frac{|V|+1}{2}$ for $|V|$ odd. If $S$ is not a PDS in $G$, then there exists a vertex $u \in S$ such that $d_{S}(u)<d_{\bar{S}}(u)$ if $|S| \leq \frac{|V|+1}{2}$, and $d_{S}(u) \leq d_{\bar{S}}(u)$ otherwise.

Proof. Let $S \subset V$ be a subset such that $G[S]$ is not a PDS. Then, there exists a vertex $u \in S$ that is not satisfied in $G[S]$, and therefore $|\bar{S}| \cdot d_{S}(u)<(|S|-1) \cdot d_{\bar{S}}(u)(*)$.

- If $|S|=\left\lceil\frac{|V|}{2}\right\rceil$, the inequality $(*)$ implies $\left\lfloor\frac{|V|}{2}\right\rfloor \cdot d_{S}(u)<\left(\left\lceil\frac{|V|}{2}\right\rceil-1\right)$. $d_{\bar{S}}(u) \leq\left\lfloor\frac{\lfloor V \mid}{2}\right\rfloor \cdot d_{\bar{S}}(u)$, and hence $d_{S}(u)<d_{\bar{S}}(u)$.
- If $|S|=\frac{|V|}{2}+1(|V|$ even $)$, assume by contradiction that for each vertex $v \in S$ it holds $d_{S}(v)>d_{\bar{S}}(v)$. In particular, the inequality (*) implies $\left(\frac{|V|}{2}-1\right) \cdot\left(d_{\bar{S}}(u)+1\right)<\frac{|V|}{2} \cdot d_{\bar{S}}(u)$, which is true if and only if $d_{\bar{S}}(u) \geq \frac{|V|}{2}$. Thus, $d(u)=d_{S}(u)+d_{\bar{S}}(u)>|V|-1$, a contradiction.


## Theorem 3.4

For any graph $G=(V, E)$, a proportionally dense subgraph of size $\left\lceil\frac{|V|}{2}\right\rceil$ or $\left\lceil\frac{|V|}{2}\right\rceil+1$ can be constructed in $O(|V| \cdot|E|)$ time.

Proof. First, we show that Algorithm 1 terminates and returns a PDS of size $\left\lceil\frac{|V|}{2}\right\rceil$ or $\left\lceil\frac{|V|}{2}\right\rceil+1$.

- Case 1: $|V|$ is odd. Notice that at the end of each loop, the set $S$ is modified without changing its size $|S|=\frac{|V|+1}{2}=\left\lceil\frac{|V|}{2}\right\rceil$. If $G[S]$ is not a PDS, then according to Lemma 3.7 there exists an unsatisfied
vertex $v \in S$ for which $d_{S}(v)<d_{\bar{S}}(v)$. Therefore, the vertex $u$ chosen within the loop has the property $d_{\bar{S}}(u)-d_{S}(u)>0$. Thus, the size of the cut between $S$ and $\bar{S}$ decreases after each loop and the algorithm terminates.
- Case 2: $|V|$ is even. Notice that Algorithm 1 starts with $|S|=\frac{|V|}{2}$. If $G[S]$ is not a PDS, then due to Lemma 3.7, there exists a vertex $v \in S$ such that $d_{S}(v)<d_{\bar{S}}(v)$. The selection of the vertex $u \in S$ inside the loop ensures that the size of the cut between $S$ and $\bar{S}$ strictly decreases at the end of the loop. Now, observe that after the first loop, $|S|=\frac{|V|}{2}+1$. If $G[S]$ is not a PDS, according to Lemma 3.7, there exists a vertex $v \in S$ such that $d_{S}(v) \leq d_{\bar{S}}(v)$. Therefore, the vertex $u$ inside the loop has $d_{S}(u) \leq d_{\bar{S}}(u)$. Obviously, after the second loop, $|S|=\frac{|V|}{2}$. Since after each loop $|S|$ alternates between $\frac{|V|}{2}$ and $\frac{|V|}{2}+1$, the size of the cut between $S$ and $\bar{S}$ strictly decreases every two loops, and the algorithm terminates.

It is easy to see that the while-loop is called at most $O(|E|)$ times. Now, we prove how one can obtain a $O(|V| \cdot|E|)$ running time by computing Lines 2 to 4 in $O(|V|)$ time.
Preprocessing. Once $S$ has been defined at Line 1, compute and store the following properties for each vertex $u \in V: d_{S}(u), d_{\bar{S}}(u)$, and whether $u$ belongs to $S$ or $\bar{S}$. The computation of these properties for all the vertices can be done in $O(|E|)$ time. While computing the properties, one can also choose a vertex $u \in S$ that maximises $d_{\bar{S}}(u)-d_{S}(u)$ (as in Line 3).
Main loop. If $d_{\bar{S}}(u)-d_{S}(u)>0$, then $S$ is not a PDS. However, if $d_{\bar{S}}(u)-d_{S}(u)=0$, then $S$ is a PDS if and only if $|S|<\frac{|V|}{2}+1$ (so we compute Line 2 in constant time). Therefore, if $S$ is not a $P D S$, set $S:=\bar{S} \cup\{u\}$ (as in Line 4), update the properties of all the vertices and select $u \in S$ maximising $d_{\bar{S}}(u)-d_{S}(u)$ (as in Line 3) in $O(|V|)$. Then, repeat the main loop.

Algorithm 1 implies several consequences. Firstly, it gives a 2-approximation algorithm since any PDS has size at most $|V|-1$. Besides, it shows that the decision version associated to MAx PDS is FPT when parameterized by the natural parameter $k$ (i.e. the size of the solution). Indeed, if the parameter $k \leq\left\lceil\frac{|V|}{2}\right\rceil$, then a PDS of size greater than $k$ can be found in polynomial time using Algorithm 1. On the other hand, if $k>\left\lceil\frac{|V|}{2}\right\rceil$, then we have $|V|<2 k$ and an exhaustive research can be done in $O\left(2^{2 k}\right)$ operations.

```
Algorithm 1: Find a PDS of size \(\left\lceil\frac{|V|}{2}\right\rceil\) or \(\left\lceil\frac{|V|}{2}\right\rceil+1\).
    Input: \(G=(V, E)\) a graph.
    Output: \(S \subset V\) such that \(G[S]\) is a PDS.
    Let \(S \subset V\) with \(|S|=\left\lceil\frac{|V|}{2}\right\rceil\);
    while \(G[S]\) is not a PDS do
        Let \(u \in S\) such that \(d_{\bar{S}}(u)-d_{S}(u)\) is maximum;
        \(S:=\bar{S} \cup\{u\} ;\)
    return \(S\);
```

We show in the following how the calculation of the approximation ratio can be improved on connected with regard to the maximum degree of the graph.

## Lemma 3.8

Let $G=(V, E)$ be a connected graph and $S \subset V$ be a PDS in $G$. Then $|S| \leq\left\lfloor\frac{(\Delta(G)-1) \cdot|V|+1}{\Delta(G)}\right\rfloor$.

Proof. Let $v$ be a vertex of $S$ with at least one neighbour in $\bar{S}=V \backslash C$ (such vertex exists since $G$ is connected). Since $S$ is a PDS, $v$ fulfils the proportion condition, that is to say: $\frac{\Delta(G)-1}{|S|-1} \geq \frac{d_{S}(v)}{|S|-1} \geq \frac{d_{\bar{S}}(v)}{|S|} \geq \frac{1}{|V|-|S|}$ which implies that $|S| \leq \frac{(\Delta(G)-1) \cdot|V|+1}{\Delta(G)}$. Since $|S|$ is an integer, we obtain $|S| \leq\left\lfloor\frac{(\Delta(G)-1) \cdot|V|+1}{\Delta(G)}\right\rfloor$.

## Proposition 3.3

Max PDS is polynomial-time $\frac{2 \cdot(\Delta(G)-1)+1}{\Delta(G)}$-approximable on connected graphs.

Proof. Let $G=(V, E)$ be a connected graph, $S$ be a solution given by Algorithm 1 and $\operatorname{OPT}(G)$ denote the size of a PDS of maximum size in $G$. According to Lemma 3.8 we have $O P T(G) \leq \frac{(\Delta(G)-1) \cdot|V|+1}{\Delta(G)}$. Thus we obtain $|S| \geq \frac{|V|}{2} \geq \frac{\Delta(G)}{2 \cdot(\Delta(G)-1)+1} \cdot \frac{(\Delta(G)-1) \cdot|V|+1}{\Delta(G)} \geq \frac{\Delta(G)}{2 \cdot(\Delta(G)-1)+1} \cdot \operatorname{OPT}(G)$.

As mentioned above, regardless of the connected or the maximum degree of the graph, Algorithm 1 gives a 2-approximation for Max PDS since $|S| \geq \frac{1}{2} \cdot|V| \geq$ $\frac{1}{2} \cdot O P T(G)$.

## Theorem 3.5

MAx PDS is APX-complete.

### 3.5. Hamiltonian cubic graphs

In this section, we prove that all Hamiltonian cubic graphs of order $n$, except two graphs (see Fig. 3.4), have a proportionally dense subgraph of the maximum possible size $\left\lfloor\frac{2 n+1}{3}\right\rfloor$ (see Lemma 3.8 for an upper bound on a PDS size). Furthermore, we show that such a PDS can be found in linear time if a Hamiltonian cycle is given in the input. Note that almost all cubic graphs are Hamiltonian, as proved in [78].


Figure 3.4: Two Hamiltonian cubic graphs with 8 vertices without a PDS of maximum possible size $\left\lfloor\frac{2 \times 8+1}{3}\right\rfloor=5$.

We represent a Hamiltonian cubic graph of order $n$ as a cycle with the vertices labelled in such a way that $(0,1, \ldots, n-1)$ is a Hamiltonian cycle and a set of edges between non-successive vertices in the Hamiltonian cycle. We always refer to this cycle when we say the Hamiltonian cycle of a graph. To avoid tedious notations, we use $i \in \mathbb{N}$ (with $0 \in \mathbb{N}$ ) to refer to the vertex labelled by $i \bmod n$.

## Definition 3.2

Let $G=(V, E)$ be a Hamiltonian cubic graph, $u \in V$. Let $P$ be a set of successive vertices in the Hamiltonian cycle labelled with $u, u+1, \ldots$, $u-k-1$, with $k \geq 3$. The set $P$ is called a shift if the first and the last vertices of the sequence, $u$ and $u-k-1$, are such that $d_{P}(u)=d_{P}(u-k-1)=2$.

Notice that a shift $P$ contains $|V|-k$ vertices. Also, any vertex of $P$ has at least two neighbours in $P$. Consequently, if $k \geq\left\lceil\frac{|V|-1}{3}\right\rceil$, then $|P| \leq\left\lfloor\frac{2 \cdot|V|+1}{3}\right\rfloor$, and the following holds for any $u \in P$ :

$$
\frac{d_{P}(u)}{|P|-1} \geq \frac{2}{|V|-k-1} \geq \frac{1}{k} \geq \frac{d_{\bar{P}}(u)}{|\bar{P}|}
$$

Thus, $G[P]$ is a PDS. If $k=\left\lceil\frac{|V|-1}{3}\right\rceil$, then $G[P]$ is a PDS of the maximum possible size $\left\lfloor\frac{2 \cdot|V|+1}{3}\right\rfloor$ (see Lemma 3.8) and we call $P$ a good shift. On the other hand, if $k=\left\lceil\frac{|V|-1}{3}\right\rceil-1$, then the size of $P$ is one vertex larger than the size of the maximum possible PDS, and thus $G[P]$ is not a PDS. Such a shift is called an almost good shift.

In the following, we prove that either $G$ contains a good shift or we can find an almost good shift $P$ and a vertex $v \in P$ such that $G[P \backslash\{v\}]$ is a proportionally dense subgraph of the maximum possible size $\left\lfloor\frac{2 \cdot|V|+1}{3}\right\rfloor$.

## Definition 3.3

Let $G=(V, E)$ be a Hamiltonian cubic graph. For each $v \in V$, we denote by $c(v)$ the non-successive neighbour of $v$ in the Hamiltonian cycle. Additionally, we define the subsets of vertices $L$ and $R$ in the following way for $k:=\left\lceil\frac{|V|-1}{3}\right\rceil$ :

- $L:=\{u \in V: c(u) \in\{u-k, u-k+1,, \ldots, u-2\}\} ;$
- $R:=\{u \in V: c(u) \in\{u+2, u+3, \ldots, u+k\}\}$.

For a Hamiltonian cubic graph $G=(V, E)$ and $u \in V$, notice that $u \in L$ if and only if $c(u) \in R$, and symmetrically $u \in R$ if and only if $c(u) \in L$. This particularly implies that $|L|=|R| \leq \frac{|V|}{2}$. Moreover, notice that for a vertex $u \in L$, the set $P:=\{u, u+1, \ldots, u-k-1\}$ cannot be a good shift, since $d_{P}(u)=1$. In the same way, if $u \in R$, the set $P:=\{u+k+1, u+k+2, \ldots, u-1, u\}$ cannot be a good shift, since $d_{P}(u)=1$. These observations are summed up in the following lemma.

## Lemma 3.9

Let $G=(V, E)$ be a Hamiltonian cubic graph, $k:=\left\lceil\frac{|V|-1}{3}\right\rceil$ and $u \in V$. If $u \notin$ $L$ and $(u-(k+1)) \notin R$, then the set $\{u, u+1, \ldots, u-(k+1)-1, u-(k+1)\}$ is a good shift. Symmetrically, if $u \notin R$ and $(u+k+1) \notin L$, then the set $\{u+k+1, u+k+2, \ldots, u-1, u\}$ is a good shift.

Proof. The proof is straightforward. Since $u \notin L$ and $(u-(k+1)) \notin R$, we have $d_{P}(u)=d_{P}(u-(k+1))=2$, where $P:=\{u, u+1, \ldots, u-(k+1)\}$. The other case is similar.

An important consequence of Lemma 3.9 is that if $G$ is a Hamiltonian cubic graph with no good shift, then we can define subsets of vertices that must be either in $L$ or in $R$. To define such subsets we introduce the following notation.

## Definition 3.4

Let $G=(V, E)$ be a Hamiltonian cubic graph and $u \in V$. We define the vertex subset $\langle u\rangle:=\{v \in V: v \equiv u(\bmod (k+1))\}$ where $k:=\left\lceil\frac{|V|-1}{3}\right\rceil$.

## Corollary 3.5.1

Let $G=(V, E)$ be a Hamiltonian cubic graph with no good shift and $u \in V$ :

- if $u \notin R$ then $<u>\subseteq L$,
- if $u \notin L$, then $<u>\subseteq R$,
- $|L|=|R|=\frac{|V|}{2}$.

Proof. First notice that for any integer $\delta \geq 1, u-\delta \cdot(k+1) \equiv u-\delta$. $(k+1)+|V| \cdot \delta \cdot(k+1)(\bmod |V|) \equiv u+\delta \cdot(|V|-1) \cdot(k+1)(\bmod |V|)$. Moreover, $u \equiv u+|V| \cdot(k+1)(\bmod |V|)$. Thus, we have $\{u-\delta \cdot(k+1)$ : $\delta \geq 1, \delta \in \mathbb{N}\}=\{u+\delta \cdot(k+1): \delta \geq 1, \delta \in \mathbb{N}\}=\langle u\rangle$.
Now, if $u \notin R$, then, with our assumption that $G$ has no good shift and Lemma 3.9, we derive that $\langle u\rangle=\{u+\delta \cdot(k+1): \delta \geq 1, \delta \in \mathbb{N}\} \subseteq L$. Symmetrically, if $u \notin L$, then $\{u-\delta \cdot(k+1): \delta \geq 1, \delta \in \mathbb{N}\} \subseteq R$.
This implies that for any vertex $u \in V$, either $u \in L$ or $u \in R$. Finally, since $u \in L$ if and only if $c(u) \in R$ and $u \in R$ if and only if $c(u) \in L$, then it is obvious that $|L|=|R|=\frac{|V|}{2}$.

Let $G=(V, E)$ be a Hamiltonian cubic graph with no good shift and $d:=$ $\operatorname{gcd}(k+1,|V|)$, where $\operatorname{gcd}(k+1,|V|)$ is the greatest common divisor of $(k+1)$ and $|V|$. We show that $V$ can be partitioned into $d$ subsets of vertices $<0>,<$ $1>, \ldots,<d-1\rangle$. This partition will be useful to find an almost good shift $P$ and a vertex to remove from $P$ in order to obtain a PDS in $G$. This result comes from a basic property of the cyclic group $\mathbb{Z} / n \mathbb{Z}$ that we recall in the following lemma.

## Lemma 3.10

Let $\alpha \geq 1$ and $\beta \geq 1$ be positive integers, and $d:=\operatorname{gcd}(\alpha, \beta)$. If all integers are considered mod $\alpha$, then $\{0,1, \ldots, \alpha-1\}=\cup_{i \in\{0,1, \ldots, d-1\}}<i>$ where $<i>:=\{l: l \equiv i(\bmod \beta)$ and $l \in\{0,1, \ldots, \alpha-1\}\}$. Moreover, for any $i, j \in\{0,1, \ldots, d-1\}$ with $i \neq j,\langle i\rangle \cap<j\rangle=\emptyset$.

Proof. First, we prove that for any $u \geq d, u \in<i>$ for some $i \in$ $\{0,1, \cdots, d-1\}$. Let $u \geq d$. Then there exist two integers $a, b$ with $b \leq d-1$, such that $u=a \cdot d+b$. Moreover, there exist two integers $c, f$ such that $c \cdot \beta+f \cdot \alpha=d$ since $d=\operatorname{gcd}(\alpha, \beta)$. Then, $u=a \cdot c \cdot \beta+a \cdot f \cdot \alpha+b \equiv$ $b+a \cdot c \cdot \beta(\bmod \alpha)$. Thus, $u \in\langle b>$ with $b \leq d-1$. This proves that any integer is in a set $\langle i\rangle$ for some $i \leq d-1$, i.e. $\{0,1, \cdots, \alpha-1\}=\cup_{i \in\{0,1, \cdots, d-1\}}<i>$. To prove the second part of the statement, we first show that $\alpha=|\langle u\rangle| \cdot d$ for any $u \in\{0,1, \cdots, d-1\}$. Let $u \in\{0,1, \cdots, d-1\}$ and $p \geq 1$ be the smallest integer such that $u+p \cdot \beta \equiv u(\bmod \alpha)$. Notice that $|<u\rangle \mid=p$ and let us show that $\alpha=p \cdot d$. Let $\alpha^{\prime}, \beta^{\prime}$ be two integers such that $\alpha=\alpha^{\prime} \cdot d$, $\beta=\beta^{\prime} \cdot d$ and $\operatorname{gcd}\left(\alpha^{\prime}, \beta^{\prime}\right)=1$. We prove that $\alpha^{\prime}=p$ by verifying that $\alpha^{\prime}$ divides $p$ and $p$ divides $\alpha^{\prime}$. First, notice that $u+\alpha^{\prime} \cdot \beta=u+\alpha^{\prime} \cdot k^{\prime} \cdot d=$ $u+\alpha \cdot \beta^{\prime} \equiv u(\bmod \alpha)$. Thus, $p$ divides $\alpha^{\prime}$. On the other hand, recall that $u+p \cdot \beta \equiv u(\bmod \alpha)$ and notice that $u+p \cdot \beta=u+p \cdot \beta^{\prime} \cdot d$, then $p \cdot \beta^{\prime} \cdot d \equiv 0(\bmod \alpha)$. This implies that $\alpha$ divides $p \cdot \beta^{\prime} \cdot d$, and thus $\alpha^{\prime}$ divides $p \cdot \beta^{\prime}$. Since $\operatorname{gcd}\left(\alpha^{\prime}, \beta^{\prime}\right)=1, \alpha^{\prime}$ divides $p$. Now, notice that two sets $\langle i\rangle,\langle j\rangle$ for some integers $i, j$ are either equal or disjoint. Since for any $u \in\{0,1, \cdots, \alpha-1\}$ we have $|\langle u\rangle|=\frac{\alpha}{d}$, then obviously all sets $\langle i\rangle$, $i \in\{0,1, \cdots, d-1\}$ are disjoint.

In the following lemma, we summarise the possible values of $\operatorname{gcd}(n, k+1)$ for some specific values of $n$ and $k$.

## Lemma 3.11

Let $n$ be an even integer, $n \geq 4$. Then:

- if $n=3 k-1$, then $\operatorname{gcd}(n, k+1) \in\{2,4\}$,
- if $n=3 k$, then $\operatorname{gcd}(n, k+1) \in\{1,3\}$,
- if $n=3 k+1$, then $\operatorname{gcd}(n, k+1)=2$.

Proof. Consider the case $n=3 k-1$, then $d:=\operatorname{gcd}(k+1,3 k-1)=$ $\operatorname{gcd}(k+1,3 k-1-2(k+1))=\operatorname{gcd}(k+1, k-3)=\operatorname{gcd}(4, k-3)$. As $n$ is even, then $k$ is odd and $d \in\{2,4\}$. The other cases can be proved using the same reasoning.

Firstly, we show that if $|V|=3 k$, then there is always a good shift in $G$.

## Corollary 3.5.2

Let $G$ be a Hamiltonian cubic graph with $3 k$ vertices, $k \geq 2$. Then $G$ has a good shift.

Proof. Suppose by contradiction that there is no good shift in $G=(V, E)$. Notice that if $|V|=3 k$, then $k=\left\lceil\frac{|V|-1}{3}\right\rceil$. Let $d:=\operatorname{gcd}(k+1,|V|)$. From Lemma 3.11 we get $d \in\{1,3\}$. According to Corollary 3.5.1, $|L|=|R|=\frac{|V|}{2}$. If $d=1$, then $V=\langle 0\rangle$ (Lemma 3.10), and hence $V=L$ or $V=R$, which is impossible. If $d=3$, then $|V|=<0>\cup<1>\cup<2>$ (Lemma 3.10). According to Corollary 3.5.1, $\langle i>\subseteq L$ or $<i>\subseteq R$ for any $i \in\{0,1,2\}$, thus $|R| \neq|L|$, which is not possible.

From Lemma 3.10 and Lemma 3.11, if a Hamiltonian cubic graph $G=(V, E)$ has no good shift, then $V$ can be written as $V=<0>\cup<1>\cup<2>\cup<3>$ (we may have $<0\rangle=\langle 2\rangle$ and $\langle 1\rangle=\langle 3\rangle$ ). Hence those graphs can be split into two categories:

- type $R L R L$ : for any vertices $i, i+1$ with $i \in V$, we have $i \in L$ and $i+1 \in R$, or $i \in R$ and $i+1 \in L$. In this case, we always assume without loss of generality that $R=<0>\cup<2>$ and $L=<1>\cup<3>$.
- type $R R L L$ : there exist two vertices $i, i+1$ with $i \in V$ such that $i, i+1 \in L$ or $i, i+1 \in R$. In this case, we always assume without loss of generality that $R=\langle 0\rangle \cup<1>$ and $L=<2\rangle \cup<3>$.

Now, we show that if a Hamiltonian cubic graph $G$ has no good shift, then there exists an almost good shift $P$ in $G$ (Lemma 3.12) and a vertex $v \in P$ such that $G[P \backslash\{v\}]$ is a PDS (Lemma 3.13 and Theorem 3.6).

## Lemma 3.12

Any Hamiltonian cubic graph with no good shift has an almost good shift.

Proof. Let $G=(V, E)$ be a Hamiltonian cubic graph with no good shift, $k=\left\lceil\frac{|V|-1}{3}\right\rceil$ and $d:=\operatorname{gcd}(k+1,|V|)$. Since $G$ has no good shift, according to Lemma 3.11 and Corollary 3.5.2, $d \in\{2,4\}$ and $|V|=3 k-1$ or $|V|=3 k+1$. From Corollary 3.5.1, we know that each vertex in $V$ belongs to either $L$ or $R$.

- Case 1: $G$ is of type $R L R L$. Let $P:=\{0,1, \cdots,-k\}$. Since $|V|$ is even, then $|P|$ is even. Therefore, since two vertices $i, i+1 \in P$ do not both belong to $L$ or $R$, then the vertex $-k$ belongs to $L$. Then the set $P$ fulfils the requirements.
- Case 2: $G$ is of type $R R L L$. Consider the set $P:=\{1,2, \cdots,-k+1\}$. According to Lemma 3.11, since $d=4,|V|=3 k-1$. Hence, $-k+1=$ $2-(k+1) \in<2>$. Thus $-k+1 \in L$ and $P$ fulfils the requirements.

Recall that the graphs $H_{1}$ and $H_{2}$ from Fig. 3.4 have no proportionally dense subgraph of the maximum possible size. In Theorem 3.6, we show that these are the only cubic Hamiltonian graphs with this property.

Before proving the main theorem, we first deal with small graphs $(|V|<20)$ that are particular cases that need to be treated independently.

## Lemma 3.13

Let $G=(V, E)$ be a Hamiltonian cubic graph not isomorphic to $H_{1}$ or $H_{2}$ with $|V|<20$. Then there exists a PDS of size $\left\lfloor\frac{2 \cdot|V|+1}{3}\right\rfloor$ in $G$.

Proof. Let $k=\left\lceil\frac{|V|-1}{3}\right\rceil$. Since $G$ is cubic, its number of vertices is even. From Lemma 3.11, $\operatorname{gcd}(k+1,|V|) \in\{1,2,3,4\}$. If $\operatorname{gcd}(k+1,|V|) \in\{1,3\}$, then there exists a good shift from Corollary 3.5.2. We suppose then that $\operatorname{gcd}(k+1,|V|) \in\{2,4\}$. The following cases remain:

- If $|V|=4$, then $G$ is the complete graph $K_{4}$, and any set of 3 vertices induces a PDS of size $\left\lfloor\frac{2 \cdot 4+1}{3}\right\rfloor$.
- If $|V|=8$, we claim that $G$ must have a good shift. By contradiction, suppose that $G$ has no good shift. If $G$ is of type $R R L L$ then $G$ is isomorphic to $H_{1}$, and if $G$ is of type $R L R L$ then $G$ is isomorphic to $H_{2}$, which is impossible since we assumed that $G$ is not isomorphic to $H_{1}$ or $H_{2}$.
- If $|V|=10$ and $G$ has no good shift, since $\operatorname{gcd}(k+1,|V|)=2, G$ is necessarily of type $R L R L$ and $c(0)=3, c(1)=8, c(2)=5, c(4)=7$, $c(6)=9$. In this case, $V \backslash\{0,6,9\}$ induces a PDS of size $\left\lfloor\frac{2 \cdot 10+1}{3}\right\rfloor$.
- If $|V|=14$, if $G$ has no good shift, since $\operatorname{gcd}(k+1,|V|)=2$, then $G$ is necessarily of type $R L R L$. Following Lemma 3.12, let $P:=\{0,1, \cdots, 9\}$ be an almost good shift and:
- If $c(6) \neq 9$, notice that $c(7), c(5) \in P$ (since $5,7 \in L$ ) and $c(6) \in V \backslash P$. Thus $G[P \backslash\{6\}]$ is a PDS of size $\left\lfloor\frac{2 \cdot 14+1}{3}\right\rfloor$. If $c(3) \neq 0$, the case is symmetrical.
- If $c(3)=0$ and $c(6)=9$, notice that $c(3) \in P, c(5) \in P$ and $d_{P}(c(4))=3$ since $\left.c(4) \neq 9\right)$. Thus $G[P \backslash\{4\}]$ is a PDS of size $\left\lfloor\frac{2 \cdot 14+1}{3}\right\rfloor$.
- If $|V|=16$, if $G$ has no good shift, since $\operatorname{gcd}(k+1,|V|)=2, G$ is necessarily of type $R L R L$. Following Lemma 3.12, let $P:=(0,1, \cdots,-k)$ be an almost good shift. Since $0 \in R$, we have either $c(0)=3$ or $c(0)=5$. In each case, the graph is completely determined due to the constraints. In the first case, $P \backslash\{4\}$ induces a PDS of size $\left\lfloor\frac{2 \cdot 16+1}{3}\right\rfloor$. In the second case, $P \backslash\{3\}$ induces a PDS of size $\left\lfloor\frac{2 \cdot 16+1}{3}\right\rfloor$.

In each case, if $G$ is not isomorphic to $H_{1}$ or $H_{2}$, then either $G$ has a good shift which is a PDS of size $\left\lfloor\frac{2 \cdot|V|+1}{3}\right\rfloor$, or we give a PDS of such size.

## Theorem 3.6

Let $G=(V, E)$ be a Hamiltonian cubic graph not isomorphic to $H_{1}$ or $H_{2}$. Then there exists a connected PDS of size $\left\lfloor\frac{2 \cdot|V|+1}{3}\right\rfloor$ in $G$.

Proof. If $|V|<20$, then there is a PDS of size $\left\lfloor\frac{2 \cdot|V|+1}{3}\right\rfloor$ in $G$ from Lemma 3.13. Now we suppose that $|V| \geq 20$, which implies that $k:=$ $\left\lceil\frac{|V|-1}{3}\right\rceil \geq 7$.
From Lemma 3.11, $\operatorname{gcd}(k+1,|V|) \in\{1,2,3,4\}$. If $\operatorname{gcd}(k+1,|V|) \in\{1,3\}$, then there exists a good shift (Corollary 3.5.2).
We suppose that $\operatorname{gcd}(k+1,|V|) \in\{2,4\}$. If $G$ contains a good shift, then the proof is done. Notice that in such case, the PDS is obviously connected. Now, we assume that $G$ has no good shift. We prove that given an almost
good shift $P$, there exists a vertex $u^{*} \in P$ such that $G\left[P \backslash\left\{u^{*}\right\}\right]$ is a PDS. Observe that such vertex $u^{*}$ exists if and only if $c\left(u^{*}-1\right), c\left(u^{*}+1\right) \in P$, and either $c\left(u^{*}\right) \in V \backslash P$ or $d_{P}\left(c\left(u^{*}\right)\right)=3$.

- If $G$ is of type $R L R L$, then $R=<0>\cup<2>$ and $L=<1>\cup<$ $3>$. According to Lemma 3.12, the set $P:=\{0,1,2, \cdots,-k\}$ is an almost good shift and $0 \in R, 1 \in L$. Since $2 \in R$ and $4 \in R$, then $c(2) \in P$ and $c(4) \in P$. If $c(3) \neq 0$, then $c(3) \in V \backslash P$ since $3 \in L$. Thus, $G[P \backslash\{3\}]$ is a PDS of size $\left\lfloor\frac{2 \cdot|V|+1}{3}\right\rfloor$. Symmetrically, if $c(-k-3) \neq$ $-k$, then $c(-k-3) \in V \backslash P$ since $3 \in R$. Thus, $G[P \backslash\{-k-3\}]$ is a PDS of size $\left\lfloor\frac{2 \cdot|V|+1}{3}\right\rfloor$. On the other hand, if $c(3)=0$ and $c(-k-3)=-k$, then $c(k-1) \neq-k$ and $c(k-1) \in P$. Moreover, since $k-3 \in R$ then $c(k-3) \in P$. Therefore, $c(k-2) \in V \backslash P$ or $d_{P}(c(k-2))=3$ (since $k \geq 7, k-2 \neq 3$ and $c(k-2) \neq 0$ ). Thus, $G[P \backslash\{k-2\}]$ is a PDS of size $\left\lfloor\frac{2 \cdot|V|+1}{3}\right\rfloor$. Notice that the resulting PDS is connected. Indeed, let $v$ be the vertex we removed from the path $\{0,1, \cdots,-k\}$. It is easy to see that, either $c(v-1) \in\{v+1, v+2, \cdots,-k\}$, or $c(v+1) \in\{0,1, \cdots, v-1\}$ since the graph is of type RLRL, and thus the PDS is connected.
- If $G$ is of type RRLL, then $R=<0>\cup<1>$ and $L=<2>\cup<3>$. According to Lemma 3.12, the set $P:=\{1,2, \cdots,-k+1\}$ is an almost good shift and $1 \in R, 2 \in L,-k \in R,-k+1 \in L$. Since $k+1 \in<0>$ and $k+2 \in<1>$, we necessarily have $k-1, k \in L$ and $k+1, k+2 \in R$. In this case, notice that since $k \geq 7,\{k-3, k-2, k-1\} \in P$. Moreover, $k-3, k-2 \in R$, which implies $c(k-3), c(k-2) \in P$. We show that either $c(k-1) \in P$ or $c(k) \in P$. Suppose that $c(k) \notin P$. Then since $k \in L$, we have $c(k)=0$. Since $k-1 \in L$, we have $c(k-1) \in\{-1,0,1, \cdots, k-3\}$. Since $0=c(k)$ and $-1 \in L$, then $c(k-1) \neq-1$ and $c(k-1) \neq 0$. Thus $c(k-1) \in\{1,2, \ldots, k-3\} \subset P$. Thus either $c(k-1) \in P$ or $c(k) \in P$. Now, if $c(k-1) \in P$, then since $c(k-3) \in P$, the set $G[P \backslash\{k-2\}]$ is a PDS of size $\left\lfloor\frac{2 \cdot|V|+1}{3}\right\rfloor$. Else, $c(k) \in P$ and then since $c(k-2) \in P$, the set $G[P \backslash\{k-1\}]$ is a PDS of size $\left\lfloor\frac{2 \cdot|V|+1}{3}\right\rfloor$. Notice that the resulting PDS is connected. Indeed, let $v$ be the vertex we removed from the almost good path $\{1,2, \cdots,-k+1\}$. Again, it is easy to verify that either $v=k-2$, and then $c(k-3) \in\{k-1, k, \cdots,-k+1\}$, or $v=k-1$, and then $c(k) \in\{1,2, \cdots, k-2\}$ since the graph is of type RRLL. Thus the PDS is connected.

।

According to Lemma 3.8, a PDS in a cubic graph of order $n$ contains at most $\left\lfloor\frac{2 n+1}{3}\right\rfloor$ vertices. Thus, we obtain the following corollary.

## Corollary 3.6.1

Let $G$ be a Hamiltonian cubic graph with a given Hamiltonian cycle. Then a connected proportional dense subgraph of maximum size in $G$ can be found in linear time.

### 3.6. Conclusion and open problems

We prove that Max Proportionally Dense Subgraph is APX-hard even on split graphs, and NP-hard on bipartite graphs, whether the PDS is required to be connected or not. Furthermore, the problem is proved to be $\left.\frac{2(\Delta-1)+1}{\Delta}\right)$ approximable, where $\Delta$ is the maximum degree of the graph. We also show that deciding if a PDS is inclusion-wise maximal is coNP-complete, even on bipartite graphs. Nonetheless, Max PDS can be solved in linear time on Hamiltonian cubic graphs if a Hamiltonian cycle is given.

However, the complexity of finding a PDS of maximum size in cubic graphs remains unknown. More specifically, the question whether a PDS of size $\left\lfloor\frac{2 n+1}{3}\right\rfloor$ always exists in a cubic graph is still open (except for the two graphs given in Fig. 3.4). Also, Algorithm 1 returns, for any graph of order $n$, a PDS of size $\left\lceil\frac{n}{2}\right\rceil$ or $\left\lceil\frac{n}{2}\right\rceil+1$ (in linear time), but the PDS may not be connected. An interesting open question is whether there is always a connected PDS of size at least $\left\lceil\frac{n}{2}\right\rceil$. Finally, the parameterized complexity of finding a PDS of size at least $\left\lceil\frac{n}{2}\right\rceil+k$ is unknown, where $k$ is the size of the PDS.
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In this chapter, we consider two problems of partition of vertex-coloured graphs. We are interested in partitions into colourful components, that is, connected components with no two vertices of the same colour. The goal is to find such a partition minimising the number of edges with endpoints in different colourful components (Colourful Components) or minimising the number of colourful components (Colourful Partition). We prove that both problems are NPcomplete on binary 4 -caterpillars, on ternary 3 -caterpillars and on quaternary 2-caterpillars. On the positive side, we give a linear time algorithm for 1-caterpillars with unbounded degree, even if the backbone is a cycle, which outperforms the previous best complexity on paths and can be applied to a much wider class of graphs. Finally, we show that Colourful Components remains NP-complete on 5-coloured planar graphs with maximum degree 4 and on 12-coloured planar graphs with maximum degree 3 .

Some of the results presented in this chapter appear in the following paper:

* J. Chlebíková and C. Dallard, 'Towards a complexity dichotomy for colourful components problems on $k$-caterpillars and small-degree planar graphs', in International Workshop on Combinatorial Algorithms, Springer, 2019, pp. 136-147. DOI: 10.1007/978-3-030-25005-8_12.

A journal version containing our latest results is under construction.

### 4.1. Introduction

A vertex coloured graph, or simply a coloured graph, is a graph whose vertices are (not necessarily properly) coloured. A connected component of a coloured graph is a colourful component if all its vertices have different colours. A graph is said to be colourful if all its connected components are colourful.

In this chapter we focus on two closely related problems where a coloured graph and a positive integer $p$ are given as inputs: the Colourful Components problem asks if there exist at most $p$ edges whose removal makes the graph colourful; the Colourful Partition problem is to decide if there exists a partition of the vertex set with at most $p$ parts such that each part induces a colourful component in the graph.

One key problem in comparative genomics is to partition a set of genes into orthologous genes, which are sets of genes in different species that have evolved through speciation events only, i.e. originated by vertical descent from a single gene in the last common ancestor. The problem has been modelled as a graph problem where orthologous genes translate into colourful components in the graph [1, 88]. The vertices of the graph represent the genes, and a colour is given to each vertex to symbolise the species the corresponding gene belongs to. An edge between two vertices is present in the graph if the two corresponding genes are (sufficiently) similar. The quality of a partition of a set of genes into orthologous genes can be expressed in different ways. Minimising the number of similar genes in different subsets of the partition is a well studied variant [17, 18, 53, 71, 88], and it corresponds to minimising the number of edges between the colourful components (as in Colourful Components). Alternatively, one can ask for a partition of minimum size, i.e which contains the minimum number of orthologous genes, or equivalently the minimum number of colourful components $[1,18,36]$ (as in Colourful Partition). Another variant, not studied in this chapter, considers the objective function that maximises the number of edges in the transitive closure [1, 36, 71].

Now, we give the formal definitions of the problems considered herein.

## Colourful Components

Input: $\quad$ A vertex-coloured graph $G=(V, E)$, a positive integer $p$.
Question: Are there at most $p$ edges in $E$ whose removal makes $G$ colourful?

## Colourful Partition

Input: $\quad$ A vertex-coloured graph $G=(V, E)$, a positive integer $p$.
Question: Is there a partition of $V$ with at most $p$ parts s.t. each part induces a colourful component in $G$ ?


Figure 4.1: A colourful graph with outlined colourful components.
See Fig. 4.1 for an example of a graph partitioned into colourful components.
It is interesting to notice the similarities between Colourful Components and the Multicut [16, 67] and Multi-Multiway Cut [9] problems. In the Multicut problem, a graph and a set of pairs of vertices are given and the goal is to minimise the number of edges to remove in order to disconnect each pair of vertices. In the Multi-Multiway Cut problem, a graph and sets of vertices are given and the goal is to minimise the number of edges to remove in order to disconnect all paths between vertices from the same vertex set. Thus, Colourful Components is a special case where the sets of vertices form a partition.

Both Colourful Components and Colourful Partition problems can be compared to the Graph Motif problem [43]. This problem takes a coloured graph and a multiset of colours $M$ (the motif) as input, and the goal is to determine whether there exists a connected subgraph $S$ such that the multiset of colours used by the vertices in $S$ corresponds exactly to $M$. If $M$ is a set (where each colour appears at most once), then $M$ is said to be colourful.

We assume that a coloured graph $G=(V, E)$ is always associated with a colouring function $c$ from $V$ to a set of colours, hence for each vertex $u \in V, c(u)$ is the colour of the vertex $u$. The colour multiplicity of $G$ corresponds to the maximum number of occurrences of any colour in the graph. If $G$ contains at most $\ell$ colours we say that $G$ is an $\ell$-coloured graph. A path $P$ in $G$ between two vertices $u$ and $v$ is called a bad path if $c(u)=c(v)=\gamma$ and $u, v$ are the only two
vertices of colour $\gamma$ in $P$. Hence, a connected component is colourful if and only if it does not contain a bad path. Lastly, given a set of edges $S \subseteq E$, we denote by $G-S$ the graph $(V, E \backslash S)$.

A $k$-caterpillar, also commonly called a caterpillar with hairs of length at most $k$ [56], is a tree in which all the vertices are within distance $k$ of a central path, called the backbone. Note that 2-caterpillars are also known as lobster graphs.

Observe that, on a tree, there is a solution to Colourful Components with $p$ edges if and only if there is a solution to Colourful Partition with $p+1$ parts. However, this is not the case on general graphs [18]. Both problems are known to be NP-complete on subdivided stars [36], trees of diameter at most 4 [17], and trees with maximum degree 6 [18]. Trees of diameter at most 4 are in fact a subclass of 2-caterpillars, so both problems are NP-complete on 2-caterpillars when the maximum degree is unbounded.

## Overview of the results.

In Section 4.2.1, we prove that Colourful Components and Colourful Partition are NP-complete on binary 4-caterpillars and on ternary 3-caterpillar, hence with the maximum degree at most 3 or 4 . This answers an open question, proposed in [18], regarding the complexity of the problems on trees with maximum degree at most 5 . Nonetheless, we propose a linear time algorithm for Colourful Components and Colourful Partition on 1-caterpillars with unbounded degree in Section 4.2.2, even if the backbone induces a cycle. This result improves the complexity of the previously known quadratic-time algorithm on paths [36] and applies to a wider class of graphs. We, therefore, obtain a partial complexity dichotomy for the problems on $k$-caterpillars with regard to $k$ and the maximum degree in the graph. We also consider the complexity of Colourful Components in planar graphs with small degree. It is known that the problem is NP-complete on 3 -coloured graphs with maximum degree 6 [17], while Colourful Partition is NP-complete on 3-coloured 2-connected planar graphs with maximum degree 3 [18]. However, it was an open question whether Colourful Components is NP-complete on $\ell$-coloured graphs with maximum degree at most 5 . In Section 4.3, we answer that question and show that Colourful Components is NP-complete on 5 -coloured planar graphs with maximum degree 4 and on 12 -coloured planar graphs with maximum degree 3 . As Colourful Components is polynomial-time solvable on graphs with maximum degree 2 , our result is the best possible with regard to the maximum degree.

### 4.2. Complexity on $k$-caterpillars

In this section, we focus on the complexity of Colourful Components and Colourful Partition on $k$-caterpillars, depending on the value of $k$ and the maximum degree of the graphs.

### 4.2.1. NP-complete cases

First, we show that Colourful Components and Colourful Partition are NP-complete on binary 4-caterpillars and ternary 3-caterpillars. We recall that a binary tree (resp. ternary) is a rooted tree in which each vertex has no more than two children (resp. three children). We propose a reduction from 3-SAT with at most three occurrence of each variable, denoted by 3,3 -SAT, which is proved NP-complete in [27].

## 3, 3-SAT

Input: A 3-CNF formula $\phi$ in which each variable occurs at most three times.
Question: Is there a satisfying assignment of $\phi$ ?

If a clause contains a unique literal, we can set the value of the corresponding variable deterministically and reduce the number of clauses or prove that the formula is unsatisfiable. Hence, we assume that each clause of a 3-CNF formula contains at least 2 literals. Also, note that, since a variable appears at most three times, we can assume that each literal appears at least once and at most two times (otherwise we can simplify the formula by setting the variable to a value that satisfies all the clauses containing it).

## Construction 4.1

Let $\phi$ be an instance of 3,3 -SAT, that is, a set of $m$ clauses $C_{1}, C_{2}, \ldots, C_{m}$ on $n$ variables $x_{1}, x_{2}, \ldots, x_{n}$, where each clause contains at most three literals and where each variable appears at most three times. We denote by $m_{3}$ the number of clauses containing three literals and by $m_{2}$ the number of clauses containing two literals.
We construct a tree $T$ in which every variable and clause is represented by a unique gadget.

For each variable $x_{i}$, we construct a variable gadget: Firstly, create three vertices labelled $r_{x_{i}}, x_{i}, \bar{x}_{i}$, and connect $x_{i}$ and $\bar{x}_{i}$ to $r_{x_{i}}$. If a clause $C_{j}$ contains the literal $x_{i}$, then create a vertex labelled $x_{i, j}$ and connect it to the vertex $x_{i}$. Similarly, if a clause $C_{j}$ contains the literal $\bar{x}_{i}$, then create a vertex labelled $\bar{x}_{i, j}$ and connect it to the vertex $\bar{x}_{i}$. Since each variable appears at most three times, then each literal appears at most two times, $r_{x_{i}}$ is the root of a binary tree of depth 2. Also, since each literal appears at least once, each leaf of the gadget corresponds to one literal in a clause (see Fig. 4.2d).
For each clause $C_{j}$, we construct a clause gadget. Depending on the properties we want on the final tree, we propose different kinds of clause gadgets. First, suppose that $C_{j}$ contains three literals $\ell_{1}, \ell_{2}, \ell_{3}$ :

- Clause gadget of type $A$ : Create four vertices $y_{j}, y_{j}^{\prime}, z_{j}, z_{j}^{\prime}$, three vertices labelled $\ell_{1, j}, \ell_{2, j}, \ell_{3, j}$ representing the literals in $C_{j}$, and one extra vertex $r_{C_{j}}$. Then, add the edges $\left\{\ell_{1, j}, y_{j}\right\},\left\{\ell_{2, j}, y_{j}^{\prime}\right\},\left\{\ell_{3, j}, z_{j}^{\prime}\right\}$, $\left\{y_{j}, z_{j}\right\},\left\{y_{j}^{\prime}, z_{j}\right\}$, and the edges $\left\{z_{j}, r_{C_{j}}\right\},\left\{z_{j}^{\prime}, r_{C_{j}}\right\}$. The gadget is a binary tree of depth 3 rooted in $r_{C_{j}}$ (see Fig. 4.2a).
- Clause gadget of type B: Create three vertices $z_{j}, z_{j}^{\prime}, z_{j}^{\prime \prime}$, three vertices labelled $\ell_{1, j}, \ell_{2, j}, \ell_{3, j}$ representing the literals in $C_{j}$, and one extra vertex $r_{C_{j}}$. Then, connect $z_{j}, z_{j}^{\prime \prime}$ and $z_{j}^{\prime \prime}$ to $r_{C_{j}}, \ell_{1, j}$ to $z_{j}, \ell_{2, j}$ to $z_{j}^{\prime}$ and $\ell_{3, j}$ to $z_{j}^{\prime \prime}$. The gadget is a ternary tree of depth 2 rooted in $r_{C_{j}}$ (see Fig. 4.2b).

Now, if $C_{j}$ contains two literals $\ell_{1, j}$ and $\ell_{2, j}$ :

- Clause gadget of type $C$ : Create two vertices $z_{j}, z_{j}^{\prime}$, two vertices labelled $\ell_{1, j}, \ell_{2, j}$ representing the literals in $C_{j}$, and one extra vertex $r_{C_{j}}$. Then, connect $z_{j}$ and $z_{j}^{\prime}$ to $r_{C_{j}}, \ell_{1, j}$ to $z_{j}$ and $\ell_{2, j}$ to $z_{j}^{\prime}$. The gadget is a binary tree of depth 2 rooted in $r_{C_{j}}$ (see Fig. 4.2c).

We now explain which clause gadgets must be used and how variable and clause gadgets must be connected together so that the final tree $T$ has different properties. First and foremost, create a variable gadget for each variable. Also, for each clause containing two literals only, create a clause gadget of type $C$. Then, apply one of the following options:

- To get $T$ as a binary 4-caterpillar: Create a clause gadget of type $A$ for each clause containing three literals, create a central path with $n+m_{3}+m_{2}$ new vertices, and connect all $r_{x_{i}}$ and $r_{C_{j}}$ vertices to a different vertex of the central path.
- To get T as a ternary 3-caterpillar: Create a clause gadget of type $A$ for each clause containing three literals and connect all $r_{x_{i}}$ and $r_{C_{j}}$ vertices together to create a central path. Alternatively, create a clause gadget of type $B$ for each clause containing three literals, create a central path with $n+m_{3}+m_{2}$ new vertices and connect all $r_{x_{i}}$ and $r_{C_{j}}$ vertices to a different vertex of the central path.
- To get $T$ as a quaternary 2-caterpillar: Create a clause gadget of type $B$ for each clause containing three literals and connect all $r_{x_{i}}$ and $r_{C_{j}}$ vertices together to create a central path.

In all cases, the central path corresponds to the backbone of $T$. We set the root $r$ of $T$ such that it belongs to the backbone and has minimum degree, hence two, three or four children, if $T$ is a binary, ternary or quaternary caterpillar, respectively.
Finally, we assign a colour to each vertex in $T$. For each variable gadget of a variable $x_{i}$, let $c\left(x_{i}\right)=c\left(\bar{x}_{i}\right)$ be a new colour. Also, for each vertex $\widetilde{x}_{i, j} \in\left\{x_{i, j}, \bar{x}_{i, j}\right\}$, let $c\left(\widetilde{x}_{i, j}\right)$ be a new colour. Then, for each clause gadget of clause $C_{j}$, if the literal $\ell_{k, j}=x_{i}$ in $C_{j}$, then set $c\left(\ell_{k, j}\right):=c\left(x_{i, j}\right)$, but if $\ell_{k, j}=\bar{x}_{i}$, then set $c\left(\ell_{k, j}\right):=c\left(\bar{x}_{i, j}\right)$. If a clause gadget is of type $A$, then let $c\left(y_{j}\right)=c\left(y_{j}^{\prime}\right)$ and $c\left(z_{j}\right)=c\left(z_{j}^{\prime}\right)$ be two new colours. If a clause gadget is of type $B$, then let $c\left(z_{j}\right)=c\left(z_{j}^{\prime}\right)=c\left(z_{j}^{\prime \prime}\right)$ be a new colour. If a clause gadget is of type $C$, then let $c\left(z_{j}\right)=c\left(z_{j}^{\prime}\right)$ be a new colour. Lastly, all the vertices in $T$ which do not belong to any gadget are given new colours. If $T$ does not contain clause gadgets of type $B$, then its colour-multiplicity is 2 , otherwise it is 3 .

Note that Construction 4.1 can be done in polynomial time.


Figure 4.2: Examples of gadgets used in Construction 4.1.

## Theorem 4.1

Colourful Components and Colourful Partition are NP-complete on coloured :

- quaternary 2-caterpillars with colour-multiplicity 3 ,
- ternary 3-caterpillars with colour-multiplicity 2 , and
- binary 4 -caterpillars with colour-multiplicity 2 .

Proof. Obviously, the problem is in NP. Let $\phi$ be an instance of 3, 3-SAT with $m$ clauses and $n$ variables. We denote by $m_{3}$ the number of clauses containing 3 literals and by $m_{2}$ the number of clauses containing 2 literals. We transform $\phi$ into a coloured tree $T$ as described in Construction 4.1. Note that $T$ is either a quaternary 2 -caterpillar, a ternary 3 -caterpillar or a binary 4-caterpillar. The colour-multiplicity of $T$ depends on the use of clause gadgets of type $B$, and therefore is exactly 3 for a quaternary 2 -caterpillar but can be only 2 for a ternary 3 -caterpillar or a binary 4 -caterpillar. We claim that there exists a satisfying assignment of $\phi$ if and only if there is a set of exactly $n+2 m_{3}+m_{2}$ edges in $T$ whose removal makes $T$ colourful. Let $\beta$ be a satisfying assignment of $\phi$. We define the set of edges $S$ as follows:

- For each variable $x_{i}$, the set $S$ contains the edge $\left\{r_{x_{i}}, x_{i}\right\}$ if $x_{i}=$ True in $\beta$, or $\left\{r_{x_{i}}, \bar{x}_{i}\right\}$ if $x_{i}=$ False in $\beta$.
- For each clause $C_{j}$ with three literals:
- If the clause gadget is of type $A$, then the set $S$ contains two edges: one from the path between $y_{j}$ and $y_{j}^{\prime}$, and one from the path between $z_{j}$ and $z_{j}^{\prime}$. These edges are chosen in such a way that, in $G-S$, the leaf $\ell_{k, j}$ which belongs to the same connected component as the vertex $r_{C_{j}}$ corresponds to (one of) the literal(s) satisfying the clause $C_{j}$ in $\beta$.
- If the clause gadget is of type $B$, then the set $S$ contains two edges incident to the vertex $r_{C_{j}}$ such that $z_{j}, z_{j}^{\prime}$ and $z_{j}^{\prime \prime}$ are in different connected component in $G-S$. These edges are chosen so that, in $G-S$, the leaf $\ell_{k, j}$ which belongs to the same connected component as the vertex $r_{C_{j}}$ corresponds to (one of) the literal(s) satisfying the clause $C_{j}$ in $\beta$.
- For each clause $C_{j}$ with two literals, and then represented by a clause gadget of type $C$, the set $S$ contains either the edge $\left\{r_{C_{j}}, z_{j}\right\}$ or the edge $\left\{r_{C_{j}}, z_{j}^{\prime}\right\}$. Again, this edge is chosen in order that, in $G-S$, the leaf $\ell_{k, j}$ which belongs to the same connected component as the vertex $r_{C_{j}}$ corresponds to (one of) the literal(s) satisfying the clause $C_{j}$ in $\beta$.

Clearly, the set $S$ contains $n+2 m_{3}+m_{2}$ edges. We denote by $\mathcal{F}$ the forest $T-S$, and by $T^{\prime}$ the connected component in $\mathcal{F}$ containing the root $r$. Obviously, two vertices of the same colour from a same variable gadget do not both belong to a same connected component of $\mathcal{F}$, and the same is true for a clause gadget. Also, note that two vertices of different variable gadgets do not have the same colour, and similarly for vertices of different clause gadgets. Lastly, observe that two vertices of two different gadgets belong to the same connected component if and only if they are connected through the backbone, which is in $T^{\prime}$. Thus, if there exist two vertices of the same colour in a same connected component of $\mathcal{F}$, one is from a variable gadget and the other one from a clause gadget, and they both belong to $T^{\prime}$. Without loss of generality, consider $x_{i, j}$ from the variable gadget of $x_{i}$ and $\ell_{k, j}$ from the clause gadget of $C_{j}$, such that $x_{i, j}, \ell_{k, j} \in T^{\prime}$. To prove a contradiction, assume that $c\left(x_{i, j}\right)=c\left(\ell_{k, j}\right)$. Note that the literal represented by $\ell_{k, j}$ is $x_{i, j}$, otherwise the two vertices would not have the same colour. Since $\ell_{k, j}$ is in $T^{\prime}$, it is connected to the vertex $r_{C_{j}}$ of the clause gadget, hence $\ell_{k, j}$ satisfies
the clause $C_{j}$. Therefore, the variable $x_{i}=$ True in $\beta$. By construction, this implies that the edge $\left\{r_{x_{i}}, x_{i}\right\}$ belongs to $S$, and that the subtree $T_{x_{i}}$, containing $x_{i, j}$, is not part of $T^{\prime}$, which is a contradiction.
Let $S$ be a solution to Colourful Components on $T$. Observe that $S$ contains at least one edge per variable gadget to put the vertices $x_{i}$ and $\bar{x}_{i}$ into different connected components, at least two edges per clause gadget of type $A$ or type $B$, and at least one edge per clause gadget of type $C$. Hence, $|S| \geq n+2 m_{3}+m_{2}$. Suppose that $|S|=n+2 m_{3}+m_{2}$, and therefore that $S$ contains exactly one edge per variable gadgets, exactly two edges per clause gadget of type $A$ or type $B$, and exactly one edge per clause gadget of type $C$. We denote by $T^{\prime}$ the connected component of $T-S$ containing the root $r$. Notice that, for each variable gadget, either $x_{i}$ or $\bar{x}_{i}$ belongs to $T^{\prime}$, but not both. Also, for each clause gadget, exactly one leaf $\ell_{k, j}$ belongs to $T^{\prime}$. We construct an assignment $\beta$ of $\phi$ such that, for each variable gadget, if $\left\{r_{x_{i}}, x_{i}\right\} \in S$, then we set $x_{i}:=$ True in $\beta$, and if $\left\{r_{x_{i}}, \bar{x}_{i}\right\} \in S$, then we set $x_{i}:=$ False in $\beta$. To prove a contradiction, assume that there is a clause $C_{j}$ which is not satisfied in $\phi$ with regard to $\beta$. Consider the leaf $\ell_{k, j} \in T^{\prime}$ from the gadget clause of $C_{j}$, and assume without loss of generality that $\ell_{k, j}=x_{i}$. If $C_{j}$ is not satisfied, then the variable $x_{i}:=$ False in $\beta$. This means that $S$ contains the edge $\left\{r_{x_{i}}, \bar{x}_{i}\right\}$, but not the edge $\left\{r_{x_{i}}, x_{i}\right\}$, and thus $x_{i, j} \in T^{\prime}$. However, since $c\left(x_{i, j}\right)=c\left(\ell_{k, j}\right)$, then $S$ is not a solution for $T$, a contradiction.

### 4.2.2. The easy case

A cyclic 1-caterpillar is a connected graph with a unique cycle called the backbone such that each vertex either belongs to the backbone or is pendant. To simplify the notations, 1-caterpillars and cyclic 1-caterpillars are called caterpillars. In this subsection, we prove that Colourful Components and Colourful Partition can be solved in linear time on coloured caterpillars with unbounded maximum degree.

We consider the vertices in the backbone as internal vertices of stars, hence vertices of degree 1 are the leaves of a star whose internal vertex belongs to the backbone. We assume that the edges and the vertices in the backbone are either linearly or cyclically ordered, if the backbone is a path or a cycle, respectively.

Remark 4.1. Consider a coloured caterpillar. If two vertices of a star have the same colour, then at least one of these vertices is a leaf and it must belong to a different colourful component than the internal vertex of the star. Hence, a
caterpillar can be preprocessed in such a way that, for each such leaf, we add its adjacent edge to a set $S_{p}$. This procedure is repeated until there is no such leaf in $G-S_{p}$. At the end of the preprocessing, each star in $G-S_{p}$ is a colourful star, that is, only contains vertices with different colours. See an example of preprocessing in Fig. 4.3.


Figure 4.3: A 7-coloured cyclic caterpillar with only colourful stars. Dotted edges belong to all solutions to Colourful Components (up to isomorphism) and are removed from the graph in the preprocessing.

If a coloured caterpillar is not colourful, then it contains either one or at least two colours that appear more than once. We deal with these two cases independently in the following lemmas.

## Lemma 4.1

Colourful Components and Colourful Partition can be solved in linear time on coloured caterpillars where exactly one colour appears at least twice.

Proof. Let $G=(V, E)$ be a coloured caterpillar such that there is exactly one colour $\gamma$ appearing at least twice in $G$ and $f^{\gamma}(G)$ denote the number of vertices of colour $\gamma$ in $G$.
First, notice that if the backbone of $G$ is a path, then an optimal solution to Colourful Partition with $f^{\gamma}(G)$ parts, i.e. with exactly one vertex of colour $\gamma$ per part, can be found in linear time. Of course, the $f^{\gamma}(G)-1$ edges with endpoints in different parts form an optimal solution to Colourful Components.
Suppose now that the backbone is an induced cycle. Let $f_{B}^{\gamma}(G)$ be the number of vertices of colour $\gamma$ that appear on the backbone. It is easy to see that if $f_{B}^{\gamma}(G)=1$, then an optimal solution to Colourful Components contains exactly $f^{\gamma}(G)-1$ edges. We show that if $f_{B}^{\gamma}(G) \geq 2$, then an optimal solution to Colourful Components contains exactly $f^{\gamma}(G)$ edges. The property is obviously true if $f^{\gamma}(G)=f_{B}^{\gamma}(G)$, that is, if all the vertices
with colour $\gamma$ are on the backbone. Suppose that the property is true for $f^{\gamma}(G)=f_{B}^{\gamma}(G)+k$, for some positive integer $k$, and consider the case where $f^{\gamma}(G)=f_{B}^{\gamma}(G)+k+1$. Let $u$ be a vertex of colour $\gamma$ that is not on the backbone, $v$ be the neighbour of $u$ and $G^{\prime}=G-\{u\}$. For any optimal solution $S^{\prime}$ to Colourful Components on $G^{\prime}$, the connected component of the vertex $v$ in $G^{\prime}-S^{\prime}$ contains a vertex of colour $\gamma$, otherwise $S^{\prime}$ is not optimal. Thus, any optimal solution on $G$ contains at least one more edge than $S^{\prime}$. Since $u$ is a leaf, the set $S^{\prime} \cup\{u, v\}$ is an optimal solution on $G$ of size $f^{\gamma}\left(G^{\prime}\right)+1=f^{\gamma}(G)$. Of course, the partition of the vertices described by each connected component is an optimal solution to Colourful Partition since each part contains exactly one vertex of colour $\gamma$.

## Lemma 4.2

Let $G$ be a coloured caterpillar with only colourful stars such that at least two colours appear at least twice in $G$. Then there exists an optimal solution $S$ of Colourful Components in $G$ such that $S \subseteq B$, where $B$ is the backbone of $G$.

Proof. We assume that $G=(V, E)$. Let $f(G):=\mid\{u \in V \mid \exists v \in V, v \neq$ $u, c(v)=c(u)\} \mid$ denote the number of vertices whose colour appears at least twice in $G$. Notice that if at least two colours appear at least twice in $G$, then $f(G) \geq 4$. One can easily check that if $f(G)=4$, then there always exists an optimal solution $S \subseteq B$ on $G$, so we suppose $f(G) \geq 5$.
Assume that for any coloured caterpillar with only colourful stars $H$ with backbone $B_{H}$ such that at least two colours appear at least twice, if $f(H) \leq t$, $t \geq 5$, then there exists an optimal solution $S_{H} \subseteq B_{H}$. Suppose that $f(G)=t+1$, and take a vertex $u \in V$ such that there exists another vertex $v \in V$ of the same colour. Let $G^{\prime}$ denote the graph $G$ in which the colour of $u$ is set to a new colour, not yet used in the graph, hence $f\left(G^{\prime}\right) \leq t$. Let $S_{G^{\prime}}$ be an optimal solution on $G^{\prime}$. If $S_{G^{\prime}}$ is also a solution on $G$, then obviously $S_{G^{\prime}}$ is optimal on $G$, and the property that $S_{G^{\prime}} \subseteq B_{G}$ holds. Therefore, we suppose there is no optimal solution on $G^{\prime}$ that is a solution on $G$. Notice that, in the connected component of $u$ in $G-S_{G^{\prime}}$, there is only one vertex $v$ such that $c(v)=c(u)$. Let $P$ be the bad path from $u$ to $v$, and choose $e \in P \cap B$. Thus, $S_{G}:=S_{G^{\prime}} \cup\{e\}$ is an optimal solution of size $\left|S_{G^{\prime}}\right|+1$ on $G$ and $S_{G} \subseteq B$.

```
Algorithm 2: From coloured caterpillar to ordered pairs.
    Input: \(G=(V, E)\), an \(\ell\)-coloured caterpillar with only colourful stars and
                backbone \(B\).
    Output: \(A\), a multiset of ordered pairs of vertices.
    // Initialisation
    let \(U:=\{u \in e \mid e \in B\}\) be an ordered set of vertices, w.r.t. the order on
        \(B\);
    let \(A\) be an empty multiset of ordered pairs of vertices;
    let \(L\) be an array of length \(\ell\) initialised at \(N U L L\);
    let proceed \(:=\) True;
    let \(u \in U\) such that, if \(U\) is linearly ordered, then \(u\) is minimum in \(U\);
    // if \(U\) is cyclically ordered, any \(u \in U\) can be taken
    let end \(:=N U L L\) and temp_end \(:=N U L L\);
    // Main procedure
    while proceed do // \(O(n)\)
        foreach \(v \in\{w \in N[u] \mid d(w)=1\) or \(w=u\}\) do
        if \(L[c(v)]=N U L L\) then
            temp_end \(:=u\);
            else if \(L[c(v)] \neq u\) then
                add \((L[c(v)], u)\) to \(A\);
                if \(u=\) end then
                proceed \(:=\) False; \(\quad / / U\) is cyclically ordered
            \(L[c(v)]:=u ;\)
        end \(:=\) temp_end;
        if \(U\) is linearly ordered and \(u\) is maximum in \(U\) then
            proceed \(:=\) False;
        \(u:=v\), such that \(v\) is the element after \(u\) in \(U\), w.r.t. its order;
    return \(A\);
```

Let $G$ be a coloured caterpillar with backbone $B$ and only colourful stars. We say that a bad path $P$ between two vertices of colour $\gamma$ in $G$ is a colour-critical bad path if and only if there is no other bad path $P^{\prime}$ between two vertices of colour $\gamma$ such that $P^{\prime} \cap B \subseteq P$. Hence, two colour-critical bad paths with endpoints of colour $\gamma$ do not have any common edge in the backbone $B$.

Remark 4.2. Let $G$ be a coloured caterpillar with only colourful stars such that at least two colours appear twice. We denote by $B$ the backbone of $G$. Lemma 4.2 guarantees that there exists an optimal solution $S$ to Colourful Components on $G$ such that $S \subseteq B$. It is clear that if each colour-critical bad path contains an edge in $S$ and $S \subseteq B$, then $S$ is a solution to Colourful Components on $G$. Hence, there is an optimal solution to Colourful Components that contains only edges in $B$ that also belong to some colour-critical bad path.

Now, the idea is to define a circular-arc graph $H$ (an intersection graph of a collection of arcs on the circle) based on the colour-critical bad paths of $G$. A minimum clique cover $\mathcal{Q}$ of $H$, which is a partition of the vertex set into a minimum number of cliques, can be obtained in linear time [55]. We show that $\mathcal{Q}$ can be translated back into an optimal solution to Colourful Components and Colourful Partition on $G$ in linear time.

## Lemma 4.3

Let $G$ be a coloured caterpillar with only colourful stars, and $A$ be the multiset of pairs returned by Algorithm 2. Then there is a bijection between the set of colour-critical bad paths in $G$ and the multiset $A$.

Proof. Let $B$ be the backbone of $G=(V, E)$. A colour-critical bad path $P$ from $a$ to $b$ is detected in Algorithm 2 at Line 11, when $b$ is found to have the same colour $\gamma$ as $a$ (the last recorded vertex of colour $\gamma$ ). Let $x$ be the internal vertex of the star to which $a$ belongs, and $y$ for $b$, respectively. When $b$ is considered in the algorithm, the pair $(L[c(b)], y)$ is added to $A$ at Line 12 , and since $L[c(b)]=x$, then $(x, y) \in A$. Therefore, the arc with endpoints $(x, y) \in A$ corresponds to the colour-critical bad path $P$ from $a$ to $b$ in $G$.
An ordered pair $(x, y)$ in $A$ refers to two vertices $x$ and $y$ in $V$ that are internal vertices of two stars. If such a pair exists, then there are two vertices $a$ and $b$ with the same colour $\gamma$, such that $a$ belongs to the same star as $x$ and $b$ to the same star as $y$, and in the path $P$ from $a$ to $b$, with regard to the order on $B$, there is no other vertex $w$ with colour $\gamma$ in a star whose internal vertex is in $P$ (since the last seen vertex of colour $\gamma$, before $b$, is $L[c(b)]=a$ ). Thus, the path $P$ is a colour-critical bad path and it corresponds to the pair $(x, y)$ in $A$.

## Lemma 4.4

Algorithm 2 runs in linear time.
Proof. Let $G$ be a coloured caterpillar with only colourful stars and backbone $B$, and let $A$ be the multiset of ordered pairs obtained by Algorithm 2 with input $G$.
In Algorithm 2, when a colour is detected for the first time at Line 9, the internal vertex $u$ of the star is stored in the variable end. If the backbone induces a cycle, i.e. if $G$ is a cyclic caterpillar, the second time that the vertex
end is considered in the main loop the algorithm sets the variable proceed to false at Line 14. If the backbone is a path, i.e. if $G$ is a caterpillar, the algorithm considers each vertex exactly once and sets the variable proceed to false at Line 18. Thus, Algorithm 2 runs in linear time.

In the following, we show that we can reduce our problem on coloured caterpillars to the problem of finding a minimum clique cover in a circular-arc graph.

## Definition 4.1: Clique cover

A clique cover of a graph $G=(V, E)$ is a partition $\mathcal{Q}$ of $V$ such that for each $Q_{i} \in \mathcal{Q}, Q_{i}$ is a clique. A minimum clique cover is a clique cover containing a minimum number of cliques.

## Definition 4.2: Circular arc graph

A circular-arc graph is the intersection graph of a set of arcs on the circle, that is, each vertex of the graph can be represented as an arc on the circle and there is an edge between two vertices if and only if the corresponding two arcs intersect.

## Theorem 4.2

Colourful Components and Colourful Partition can be solved in linear time on coloured caterpillars.

Proof. Let $G=(V, E)$ be a coloured caterpillar with backbone $B$. First, we prove that a solution to Colourful Components on $G$ can be found in linear time. We apply the preprocessing to $G$, as defined in Remark 4.1, and denote by $S_{p}$ the set of edges that have been removed. Hence, $G-S_{p}$ contains only colourful stars. If $G-S_{p}$ is colourful, then $S_{p}$ is an optimal solution to Colourful Components. Otherwise, denote by $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ the connected component of $G-S_{p}$ which contains the backbone $B$. If $G^{\prime}$ contains exactly one colour that appears more than once, then according to Lemma 4.1 Colourful Components and Colourful Partition can be solved in linear time. Therefore, we assume that $G^{\prime}$ contains at least two colours that appear at least twice. Let $A$ be the multiset of ordered pairs obtained by Algorithm 2 with input $G^{\prime}$. According to Lemma 4.4, $A$ can be obtained in linear time.

According to Lemma 4.3, each ordered pair $(x, y)$ in $A$ corresponds to a colour-critical bad path $P$ from $x$ to $y$ in $G$. These paths can be seen as arcs on the circle, which represent a circular-arc graph $H=(X, F)$. Let $\mathcal{Q}$ be a minimum clique cover of $H$ obtained in linear time with the use of the algorithm of Hsu and Tsai [55]. As mentioned in the paper, there are two types of cliques in a circular-arc graph. The first type of cliques contains three arcs which do not contain a common point of the circle. The second type of cliques contain a common point of the circle and are referred as linear cliques. It is proved that it suffices to use linear cliques in a minimum clique cover unless the graph is a complete graph and the unique maximal clique is not linear. Hence, either all cliques in $\mathcal{Q}$ are linear or the unique clique in $\mathcal{Q}$ is not linear. In the following, we first deal with the case where $\mathcal{Q}$ contains linear cliques and then consider the case where the unique clique in $\mathcal{Q}$ is not linear.
Suppose that all cliques in $\mathcal{Q}$ are linear. Let $S^{\prime}$ be an empty set of edges. Choose a clique $Q_{i} \in \mathcal{Q}$. From our construction of $H$, each vertex $z \in Q_{i}$ corresponds to a colour-critical bad path $P_{z}$ in $G$. Let $D_{i}:=\bigcap_{z \in Q_{i}} P_{z}$, and notice that, since $Q_{i}$ is linear, $\left|D_{i} \cap B\right|>0$. Then, choose an edge $e \in D_{i} \cap B$, and add $e$ to $S^{\prime}$. We claim that, once each clique in $\mathcal{Q}$ has been processed, that is, when $\left|S^{\prime}\right|=|\mathcal{Q}|$, the set $S^{\prime}$ is an optimal solution to Colourful Components on $G$. Notice that $S^{\prime}$ can be computed in linear time. As stated before, each colour-critical bad path in $G^{\prime}$ maps to an ordered pair in $A$, which corresponds to a vertex of $H$. Hence, a linear clique $Q_{i}$ in $H$ corresponds to a set of colour-critical bad paths sharing a common subpath $D_{i}$. The set $S^{\prime}$ contains an edge in $D_{i} \cap B$ for each $Q_{i} \in \mathcal{Q}$, hence there is no colour-critical bad path in $G^{\prime}-S^{\prime}$. Since $S^{\prime} \subset B$ and each colour-critical bad path has an edge in $S^{\prime}$, then, following Remark 4.2, $S^{\prime}$ is a solution to Colourful Components on $G^{\prime}$. Moreover, since $\mathcal{Q}$ is minimum, $S^{\prime}$ is an optimal solution on $G^{\prime}$. Thus, the set $S:=S_{p} \cup S^{\prime}$ is an optimal solution to Colourful Components on $G$.
Now, suppose that the unique clique in $\mathcal{Q}$ is not linear, which implies that $H$ is a complete graph. As mentioned before, there exist at least three arcs that do not have a common point on the circle. Let $z$ denote one of these arcs such that it does not strictly contain any other arc. Clearly, since $H$ is a complete graph, $z$ overlaps every other arc. Also, since $z$ does not strictly contain any other arc, if one extremity of $z$ does not overlap another $\operatorname{arc} z^{\prime}$, then its other extremity must overlap $z^{\prime}$. Let $P_{z}$ be the colourminimal bad path, with endpoints $u$ and $v$, corresponding to $z$. Denote
by $u^{\prime}$ and $v^{\prime}$ the neighbours of $u$ and $v$ in $P_{z}$, respectively. Then, the set $S^{\prime}:=\left\{\left\{u, u^{\prime}\right\},\left\{v, v^{\prime}\right\}\right\}$ is a solution to Colourful Components on $G^{\prime}$. Since the intersection of all the colour-critical bad paths in $G^{\prime}$ is empty, any solution to Colourful Components on $G^{\prime}$ contains at least 2 edges. Hence, $S^{\prime}$ is an optimal solution and $S:=S_{p} \cup S^{\prime}$ is an optimal solution to Colourful Components on $G$.
Finally, as $|E| \in O(|V|)$, we can detect each connected component of $G-S$ in linear time (for instance, with a breadth-first search). Thus, we can construct the partition $\pi$ of $V$ such that each part corresponds to a connected component of $G-S$ in linear time. Obviously, $\pi$ is a solution to Colourful Partition on $G$. Since $S$ is optimal, due to the structure of $G$, the partition $\pi$ is optimal.

Note that if there exists a colour-critical bad path $P$ such that $P \cap B \subset P^{\prime}$ for some other colour-critical bad path $P^{\prime}$ in $G$, then $P$ does not have to be represented in the circular-arc graph. While this observation can help decreasing the number of vertices in the circular-arc graph, it does not affect the overall worst-case linear complexity of the algorithm.

Figure 4.4 gives an example of a cyclic 1-caterpillar $G$ and its representation as circular-arc graph $H$ where a minimum clique cover on $H$ represents an optimal solution to Colourful Components on $G$.


Figure 4.4: On the left, a cyclic 1-caterpillar $G$ : dotted edges are removed in the preprocessing; dashed edges are obtain from the algorithm; dotted and dashed edges form an optimal solution to Colourful Components. On the right, an arc representation of the circular-arc graph constructed from the colour-critical bad paths in $G$ (after preprocessing): dotted segments represent a minimum clique cover and correspond to the dashed edges in $G$.

### 4.3. Colourful Components on planar graphs

In [17], the authors prove that Colourful Components is NP-complete even when restricted to 3 -coloured graphs with maximum degree 6. Using a similar reduction from PLANAR 3-SAT, we show how the vertices of degree 6 can be replaced with gadgets only containing vertices of degree 4 , or 3 , if we relax the number of colours from 3 to 5 , or to 12 , respectively.

## Planar 3-SAT

Input: A 3-CNF formula $\phi$ in which the bipartite graph of variables and clauses is planar.

Question: Is there a satisfying assignment of $\phi$ ?

Note that Planar 3-SAT is NP-complete [64] and it can be shown that it remains so even if each clause contains exactly 3 literals [83]. In the following, we consider the latter version.

## Construction 4.2

Given an instance $\phi$ of Planar 3-SAT, that is a set of $m$ clauses $C_{1}, C_{2}, \ldots, C_{m}$ on $n$ variables, we construct the graph $G=(V, E)$ such that:

- For each variable $x$ in $\phi$, let $m_{x}$ denotes the number of clauses in which $x$ appears. We construct a cycle of length $4 m_{x}$ in $G$ with vertices $V_{x}:=\left\{x_{j}^{1}, x_{j}^{2}, x_{j}^{3}, x_{j}^{4} \mid x \in C_{j}\right\}$ with an arbitrary fixed cyclic ordering of the clauses containing $x$. The vertices are coloured alternatively with two colours $c_{o}$ and $c_{e}$, that is, $c\left(x_{j}^{1}\right)=c\left(x_{j}^{3}\right)=c_{o}$ and $c\left(x_{j}^{2}\right)=$ $c\left(x_{j}^{4}\right)=c_{e}$, for all $j$ such that $x \in C_{j}$.
- For each clause $C_{j}$ containing three variables $p, q$ and $r$, we construct a clause gadget. We propose two types of gadgets:
- The gadget $\mathcal{A}_{j}^{4}$ is made of a cycle of length 3 , with vertices $a_{j}^{1}, a_{j}^{2}$ and $a_{j}^{3}$ such that each $a_{j}^{i}$ is given colour $i$, different from $c_{o}$ and $c_{e}$. We define how the vertices from $V_{p}$ are connected to $\mathcal{A}_{j}^{4}$. If the variable $p$ appears as a positive literal in $C_{j}$, connect the vertices $p_{j}^{1}$ to $a_{j}^{1}$ and $p_{j}^{2}$ to $a_{j}^{2}$. Otherwise, if $p$ occurs as a negative literal, connect the vertices $p_{j}^{2}$ to $a_{j}^{1}$ and $p_{j}^{3}$ to $a_{j}^{2}$. Do the same for the
variables $q$ and $r$ by connecting the corresponding vertices in $V_{q}$ to $a_{j}^{2}$ and $a_{j}^{3}$, and the corresponding vertices in $V_{r}$ to $a_{j}^{3}$ and $a_{j}^{1}$. Notice that the vertices in $\mathcal{A}_{j}^{4}$ have degree 4.
- The gadget $\mathcal{A}_{j}^{3}$ is made of a cycle of length 9 with vertices labelled $a_{j}^{1}, \ldots, a_{j}^{9}$ and an additional vertex $a_{j}^{10}$ connected to $a_{j}^{2}, a_{j}^{5}$ and $a_{j}^{8}$. We set the colour $i$ to each vertex $a_{j}^{i}$, different from $c_{o}$ and $c_{e}$. We define how the vertices from $V_{p}$ are connected to $\mathcal{A}_{j}^{3}$. If the variable $p$ appears as a positive literal in $C_{j}$, connect the vertices $p_{j}^{1}$ to $a_{j}^{1}$ and $p_{j}^{2}$ to $a_{j}^{3}$. Otherwise, the variable $p$ occurs as a negative literal, connect the vertices $p_{j}^{2}$ to $a_{j}^{1}$ and $p_{j}^{3}$ to $a_{j}^{3}$. Do the same for the variables $q$ and $r$ by connecting the corresponding vertices in $V_{q}$ to $a_{j}^{4}$ and $a_{j}^{6}$, and the corresponding vertices in $V_{r} a_{j}^{7}$ and $a_{j}^{9}$. Notice that the vertices in $\mathcal{A}_{j}^{3}$ have degree 3.

See Fig. 4.5 for an example of the gadgets.
Since the bipartite graph of variables and clauses of $\phi$ is planar and each vertex can be replaced by a clause or vertex gadget, with a correct cyclic ordering of the clauses for each variable, the resulting graph $G$ is planar.

Note that Construction 4.2 can be done in polynomial time.


Gadget with vertices of degree 4.


Gadget with vertices of degree 3 .

Figure 4.5: Two clause gadgets $\mathcal{A}_{j}^{4}$ (left) and $\mathcal{A}_{j}^{4}$ (right) of a clause $C_{j}:=(p \vee \bar{q} \vee r)$. White vertices have colour $c_{o}$, grey vertices have colour $c_{e}$.

## Theorem 4.3

Colourful Components is NP-complete on 5 -coloured planar graphs with maximum degree 4 and on 12-coloured planar graphs with maximum degree 3.

Proof. Let $\phi$ be an instance of Planar 3-SAT with $m$ clauses and $n$ variables and $G=(V, E)$ be the graph obtained through Construction 4.2, using either $\mathcal{A}_{j}^{4}$ gadgets or $\mathcal{A}_{j}^{3}$ gadgets. Notice that, depending on the type of gadget used, $G$ is either a 5 -coloured graph with maximum degree 4 , or a 12 -coloured graph with maximum degree 3 . We claim that there exists a satisfying assignment $\beta$ for $\phi$ if and only if there exists a solution $S$ to Colourful Components such that $|S|=6 m+4 m=10 m$.
Let $\beta$ be a satisfying assignment for $\phi$. If a variable $x=$ True in $\beta$, then remove the edges $\left\{x_{k}^{4}, x_{j}^{1}\right\}$ and $\left\{x_{j}^{2}, x_{j}^{3}\right\}$, for each clause $C_{j}$, where $C_{k}$ precedes $C_{j}$ in the order of the clauses containing $x$. Otherwise, if $x=$ False in $\beta$, then remove the edges $\left\{x_{j}^{1}, x_{j}^{2}\right\}$ and $\left\{x_{j}^{3}, x_{j}^{4}\right\}$ for each clause $C_{j}$ containing $x$. Hence, $\sum_{1 \leq i \leq n} 4 m_{i} / 2=6 m$ edges have been removed, and $G$ does not have any bad path that contains only vertices from the variable cycles. Now, choose a clause $C_{j}$ and denote its variables by $p, q$ and $r$. Without loss of generality assume that $p$ satisfies $C_{j}$. Remove the 4 edges between the clause gadget of $C_{j}$ and the vertices in $V_{q}$ and $V_{r}$. Without loss of generality, assume that $C_{j}$ contains $p$ as a positive literal, hence the gadget is connected to the vertices $p_{j}^{1}$ and $p_{j}^{2}$. Since $p$ is set to true in $\beta$, the edges $\left\{x_{k}^{4}, x_{j}^{1}\right\}$ and $\left\{x_{j}^{2}, x_{j}^{3}\right\}$ have been removed. Therefore, the vertices $p_{j}^{1}, p_{j}^{2}$ and the vertices in the clause gadget form a colourful component. The other case where $C_{j}$ contains $p$ as a negative literal is similar, and the vertices $p_{j}^{2}, p_{j}^{3}$ and those in the clause gadget form a colourful component. If the clause gadget is $\mathcal{A}_{j}^{4}$, then the colourful component is of size 5 . If the clause gadget is $\mathcal{A}_{j}^{3}$, then the colourful component is of size 12 . Since 4 edges are removed for each clause, a total of $4 m$ edges between variable cycles and clause gadget are removed. Let $S$ be the set of removed edges, and notice that $S$ is a solution to Colourful Components such that $|S|=6 m+4 m=10 m$.
Let $S$ be a solution to Colourful Components on $G$ such that $|S|=$ 10 m . Since the vertices of the variable cycles are coloured alternatively with $c_{o}$ and $c_{e}$, the set $S$ must contain half of the edges of each variable cycle, thus $S$ contains at least $\sum_{1 \leq i \leq n} 4 m_{i} / 2=6 m$ edges from the variable cycles. Independently on which type of clause gadget has been used in Construction 4.2 , we show how many edges $S$ must contain for each clause
gadget. Choose a clause $C_{j}$ and consider its clause gadget. It is clear that if $S$ contains at most 2 edges from the clause gadget or between the clause gadget and its variable cycles, then $G-S$ is not colourful. If $S$ contains 3 such edges, then at least 2 additional edges from the variable cycles must belong to $S$, otherwise there would exist a connected component in $G-S$ that contains vertices of at least two different variable cycles. However, it is impossible that $S$ contains 5 edges per clause gadget or $|S|>10 \mathrm{~m}$. Finally, if $S$ contains exactly 4 such edges, then necessarily $S$ contains the edges between the clause gadget and two of the variable cycles, otherwise $G-S$ would not be colourful. Thus, since $|S|=10 \mathrm{~m}$, the set $S$ contains exactly $4 m$ edges between variable cycles and clause gadgets, and all edges in $S$ are either from variable cycles or between variable cycles and clause gadgets. Let $\beta$ be an assignment of $\phi$ described as follows. We consider that the edges in $S$ have been removed from $G$. For each variable $x$ and each clause $C_{j}$ containing the literal $x$, if the edge $\left\{x_{j}^{1}, x_{j}^{2}\right\}$ belongs to $S$, then set $x:=$ False in $\beta$. Otherwise, if the edge $\left\{x_{j}^{2}, x_{j}^{3}\right\}$ belongs to $S$, and therefore $\left\{x_{j}^{1}, x_{j}^{2}\right\}$ does not, then set $x:=$ True in $\beta$. To prove that $\beta$ is a satisfying assignment of $\phi$, note that if a variable cycle of a variable $x$ is connected to the clause gadget of a clause $C_{j}$, then $C_{j}$ is satisfied by $x$. Suppose the opposite, and assume, without loss of generality, that $x$ appears as a positive literal in $\phi$ but is set to False in $\beta$. This means that the edge $\left\{x_{j}^{1}, x_{j}^{2}\right\}$ belongs to $S$, hence has been removed from $G$. Therefore, the edge $\left\{x_{j}^{2}, x_{j}^{3}\right\}$ belongs to $G$, since we suppose that the edges in the variable cycles are removed alternately. Then, $x_{j}^{1}$ and $x_{j}^{3}$ belong to the same colourful component, but $c\left(x_{j}^{1}\right)=c\left(x_{j}^{3}\right)$, a contradiction. We conclude that $\beta$ is a satisfying assignment of $\phi$.

### 4.4. Conclusion

The NP-completeness of the problems on 2-caterpillars with unbounded degree demonstrates the inherent complexity of the problems. We prove that both problems remain NP-complete on quaternary 2-caterpillars, ternary 3-caterpillars and binary 4 -caterpillars, where both the maximum degree and the hair length are bounded by small constants. Nevertheless, our linear-time algorithm for both problems on general 1-caterpillars, with unbounded degree, generalises the class of paths and cycles, and beats the complexity of the previous best known algorithm
for paths. In order to complete the dichotomy on $k$-caterpillars, three questions remain: What is the complexity of the problems on binary 3 -caterpillars, binary 2-caterpillars and ternary 2 -caterpillars.

We also prove that Colourful Components is NP-complete on 5 -coloured planar graphs with maximum degree 4 and on 12-coloured planar graphs with maximum degree 3. A natural question is to ask whether the problem remains NP-complete when the number of colours is decreased but the maximum degree is 3 or 4.

## Chapter 5

## Scheduling of Dial-A-Ride Problems with Soft Time Constraints
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The Dial-a-Ride problem may contain various constraints for pickup-delivery requests, such as time windows and ride time constraints. For a tour, given as a sequence of pickup and delivery stops, there exist polynomial time algorithms to find a schedule respecting these constraints (provided that there exists one). However, if no feasible schedule exists, a natural question is to find a schedule minimising constraint violations. We model a generic fixed-sequence scheduling problem, allowing lateness and ride time violations with linear penalty functions and prove its APX-hardness. Then, we propose several polynomial-time algorithms for restricted types of instances.

Some of the results presented in this chapter appear in the following paper:

* J. Chlebíková, C. Dallard and N. Paulsen, ‘Complexity of scheduling for DARP with soft ride times', in International Conference on Algorithms and Complexity, Springer, 2019, pp. 149-160. DOI: 10.1007/978-3-030-174026_13.

A journal version containing our latest results is under construction.

### 5.1. Introduction

The Dial-A-Ride Problem (DARP) is a well studied variant of the Vehicle Routing Problem. The general idea of the DARP is the design of routes and schedules for a fleet of vehicles serving customers with pickup and delivery requests. The DARP, with its various restrictions, serves as a model for many real-world problems in logistics, for instance, passenger transportation and pickup-delivery of perishable goods. For detailed reviews of DARPs, we refer the readers to [30, 54].

The study of the Dial-A-Ride Problem can be split into three main subproblems: the clustering of the requests into tours, the routing of the stops within each tour into a sequence, and the scheduling of the stops inside the tours [34]. These subproblems are the source of major research topics in operation research, each of them intensively studied. To get a better understanding of the inherent complexity of the problems, and eventually obtain faster algorithms, many restricted models have been studied.

In this chapter, we focus on the scheduling subproblem, where the input of the problem is a tour with fixed sequence of stops, a set of pickup-delivery requests, and time constraints with their corresponding penalty functions. Each pickupdelivery request is represented by two stops, the first one as a pickup and the second one as a delivery. The visit of each stop has to be performed within a given time window. Furthermore, the time between the scheduled pickup and delivery of a same request is bounded by a given maximum ride time.

Time window and ride time constraints are naturally arising when scheduling pickups and deliveries. When both constraints must be respected in the solution, there exist efficient algorithms [44, 81]. However, in all these approaches, ride time and time window constraints are hard in the sense that a solution must respect all the constraints.

In case there is no feasible schedule, one may look for a schedule "close" to a feasible one with minimal penalties. Therefore, variants of the problem with soft constraints, in which the violation of constraints is allowed but penalised, have been introduced. Depending on the type of constraints and their corresponding penalty functions, various results can be obtained. For instance, when the only constraints are time windows for the stops, Dumas, Soumis and Desrosiers [39] proposed a linear programming approach for convex penalty functions with a linear time complexity, but their algorithm does not incorporate ride time constraints. We refer the reader to [85] for a recent survey on scheduling (timing) problems given a fixed sequence of stops (tasks). To the best of our knowledge, the complexity of the problem with soft ride time constraints was previously unknown.

We propose a systematic study of the complexity of the problem when allowing time window and ride time constraints violations with linear non-decreasing penalty functions.

### 5.2. Problem statement

For $\triangle \in\{\leq,<, \geq,>\}$, and $X$ a well ordered set, let $X_{\triangle x}:=\{y \in X: y \triangle x\}$ and $X[i]$ be the $i$-th smallest element of $X$. We consider that all times are natural numbers.

We are given a sequence $S=(1,2, \ldots, 2 n), n \in \mathbb{N}$, of $2 n$ stops in the order in which their visits must be scheduled (in case of no ambiguity $s \in \mathrm{~S}$ also represents an positive integer).

Each stop $s \in \mathrm{~S}$ is associated with a pair of times $\left(a_{s}, b_{s}\right), 0 \leq a_{s} \leq b_{s}$, representing a time window in which a visit of the stop $s$ should take place (we talk about time window constraint). Without loss of generality we suppose that $a_{1}=0$.

Furthermore, we have a set $\mathbf{P}$ of $n$ requests representing the pairs $(p, d)$ of stops from $\mathrm{S}, p<d$, where $p$ is a pickup and $d$ is a delivery stop. Each request $(p, d)$ has a time constraint $r_{p, d}\left(r_{p, d} \geq 0\right)$ on the maximum ride time (we talk about ride time constraint): a visit at stop $d$ should be scheduled at most $r_{p, d}$ time units after the visit at stop $p$. Each stop $s$ serves exactly one request (either as a pickup or as a delivery stop) and all times are represented as non-negative integers.

As it has been mentioned in Section 5.1, it is not always possible to schedule the visits for all stops (in a given order) with respect to their time windows and ride time constraints. Therefore we introduce the model in which the lateness and ride time constraints can be violated at a cost (soft constraints). In our model, the penalty functions are linear and non-decreasing.

In order to model soft constraints, each stop $s \in \mathrm{~S}$ is associated with a penalty function $\sigma_{s}^{L}: \mathbb{N} \rightarrow \mathbb{Q}$, mapping visit times which are later than the time window bounds to a non-negative penalty. The function $\sigma_{s}^{L}(x)$ is such that $\sigma_{s}^{L}(x)=0$ for $x \leq b_{s}$ and otherwise $\sigma_{s}^{L}(x)=\alpha_{s}^{L} \cdot\left(x-b_{s}\right)+\beta_{s}^{L}$, for given $\alpha_{s}^{L}, \beta_{s}^{L} \in \mathbb{Q} \geq 0$. Also, each request $(p, d) \in \mathrm{P}$ is associated with a penalty function $\sigma_{p, d}^{R T}: \mathbb{N} \rightarrow \mathbb{Q}$, mapping ride times exceeding the given maximum ride times to a non-negative penalty. The function $\sigma_{p, d}^{R T}$ is such that $\sigma_{p, d}^{R T}(x)=0$ for $x \leq r_{p, d}$ and otherwise $\sigma_{p, d}^{R T}(x)=\alpha_{p, d} \cdot\left(x-r_{p, d}\right)+\beta_{p, d}$, for given $\alpha_{p, d}, \beta_{p, d} \in \mathbb{Q}_{\geq 0}$.

Note that there is no penalty function for scheduling a stop earlier than the opening time of its time window, as our model does not allow this case. However, we show in Lemma 5.1 that earliness at stops can be expressed with a linear number of ride time constraints. Hence, we can assume that for each stop $s \in \mathrm{~S}$, if $s$ is visited at time $x$, then $x \geq a_{s}$. When we say "soft time window" we imply that the stop can be scheduled later than the time window, but not earlier.

A schedule $\mathrm{t}=\left(\mathrm{t}_{1}, \ldots, \mathrm{t}_{2 n}\right)$ is a sequence of visit times for all the stops in S (in the given order), where we say that t schedules a stop $s \in \mathrm{~S}$ at time $\mathrm{t}_{s}$. We say that a schedule t is feasible if and only if for all stops $s \in \mathrm{~S}, \mathrm{t}_{s} \geq a_{s}$ and for any $s \in \mathrm{~S}_{<2 n}, \mathrm{t}_{s} \leq \mathrm{t}_{s+1}$. Obviously, each time window and ride time constraint is either violated or satisfied by a schedule t . The $\operatorname{cost} c(\mathrm{t})$ of a schedule t is the sum of the penalties of violated constraints:

$$
\begin{equation*}
c(\mathrm{t})=\sum_{s \in \mathrm{~S}} \sigma_{s}^{L}\left(\mathrm{t}_{s}\right)+\sum_{(p, d) \in \mathrm{P}} \sigma_{p, d}^{R T}\left(\mathrm{t}_{d}-\mathrm{t}_{p}\right) . \tag{5.1}
\end{equation*}
$$

When we solve the Min Pickup-Delivery Scheduling problem, we look for a feasible schedule t with a minimum cost.

## Min Pickup-Delivery Scheduling (Min PDS)

Input: An instance $I$ of Min PDS.
Output: A feasible schedule t of $I$ such that $c(\mathrm{t})$ is minimum.

## Overview of the results.

We investigate how penalisation of the time window and ride time constraints contributes to the computational complexity of the problem. We show that an essential factor for the complexity are soft ride time constraints. In Section 5.2.1, we give some remarks on our model. An overview of complexity results is shown in Table 5.1. We prove the NP-hardness of Min Pickup-Delivery Scheduling even with hard time window constraints in Section 5.3.1. On the other hand, we show that the problem can be solved in polynomial time in case of hard ride time constraints in Section 5.3.2. Further underlining the role of ride time constraints, in Section 5.4, we give a parameterized algorithm that solves Min Pickup-Delivery Scheduling in polynomial time if all maximum ride time are bounded by a constant. Finally, in Section 5.5, we show that some structural properties in the sequence of the stops can be exploited to find a polynomial-time algorithm. Namely, we present an $O\left(n^{4}\right)$ time algorithm when all pickups precede all the deliveries in the sequence.

| Ride time constraints | Time window constraints |  |
| :--- | :--- | :--- |
|  | Hard | Soft |
| Hard | $O(n)[44]$ | $O(n)$ [Theorem 5.3] |
| $0, \beta_{p, d}=0$ | $O(n)$ | $\leftarrow O(n)$ [Proposition 5.1] |
| Soft, bounded values | P | $\leftarrow \mathrm{P}$ [Theorem 5.4] |
| Soft, unbounded values | NP-hard, APX-hard | $\rightarrow$ NP-hard, APX-hard |
|  | Theorems 5.1 and 5.2 |  |

Table 5.1: Overview of complexity results classified by constraints. Arrows mean results are inferred.

### 5.2.1. Remarks on the model

## Express earliness through ride time constraints.

As we mentioned earlier, our model does not allow earliness at stops. However, we show that this is not restrictive.

## Lemma 5.1

An instance $I$ with $2 n$ stops where earliness is allowed can be modified into an instance $I^{\prime}$ with $6 n$ stops where earliness is not allowed such that, for any feasible schedule t of $I$, there exists a feasible schedule $\mathrm{t}^{\prime}$ of $I^{\prime}$ with $c\left(t^{\prime}\right)=c(t)$.

Proof. We denote by $\sigma_{s}^{E}$ the linear non-decreasing penalty function associated with the earliness at stop $s$.
First, let $B:=\max _{s \in \mathrm{~S}} b_{s}$. Choose a stop $s \in \mathrm{~S}$. We create two new stops $s_{p}$ and $s_{d}$, insert $s_{p}$ in S just before $s$ and append $s_{d}$ at the end of S . We set $a_{s_{p}}:=0, b_{s_{p}}:=b_{s}, a_{s_{d}}:=B$ and $b_{s_{d}}:=B$. The penalty function associated with the lateness at stop $s_{p}$ is $\sigma_{s_{p}}^{L}(x)=0$ (since the stop $s$ is already penalised for lateness). The function $\sigma_{s_{d}}^{L}(x)$ can also be set to 0 . Then, we create the request $\left(s_{p}, s_{d}\right)$, which we add to P , and we set $r_{s_{p}, s_{d}}:=B-a_{s}$. We set the penalty function of the ride time constraint as follows: $\sigma_{s_{p}, s_{d}}^{R T}(x):=0$ if $x \leq r_{s_{p}, s_{d}}$ and otherwise $\sigma_{s_{p}, s_{d}}^{R T}(x):=\sigma_{s}^{E}(B-x)$. Lastly, we modify the time window of the stop $s$ and set $a_{s}:=0$. Obviously, the stops $s_{d}$ can always be scheduled at time $B$, thus the earliness at stop $s$ is now penalised by the penalty function of the ride time constraint of the request $\left(s_{p}, s_{d}\right)$. When applied to all $2 n$ original stops, the resulting instance contains $6 n$ stops.

## Driving times, (un)loading times.

In favour of simplicity, our model neglects times needed to travel between stops as well as loading or unloading times. We emphasise that this is not restrictive, since we focus on the scheduling of fixed sequences. In the following, we show that incorporating these times into an extended problem definition is not more expressive. Suppose $X$ is an instance of the extended Min PDS, where for each stop $s \in \mathrm{~S}$ we are additionally given a driving time $\Gamma_{s}$ to reach stop $s+1$ (assume $d_{2 n}=0$ for the last stop) and (un)loading time $v_{s}$ at stop $s$. Further, a schedule for $X$ is only feasible if for $s \in \mathrm{~S}_{<2 n}$ it holds the strengthened inequality $\mathrm{t}_{s}+v_{s}+d_{s} \leq \mathrm{t}_{s+1}$. Lastly, lateness penalties and ride time penalties factor in the visiting times, such that the cost $\widehat{c}(\mathrm{t})$ of a schedule t of $X$ is defined as

$$
\widehat{c}(t):=\sum_{s \in \mathrm{~S}} \sigma_{s}^{L}\left(\mathrm{t}_{s}+v_{s}\right)+\sum_{(p, d) \in \mathrm{P}} \sigma_{p, d}^{R T}\left(\mathrm{t}_{d}+v_{d}-\mathrm{t}_{p}\right) .
$$

## Lemma 5.2

Let $X$ be an instance of the extended Min PDS and $I_{X}$ its corresponding instance of Min PDS. Then there exists an one-to-one cost-preserving mapping between the schedules of $X$ and $I_{X}$. Furthermore, $I_{X}$ can be constructed in linear time.

Proof. For a stop $\ell \in \mathrm{S}$ denote $\Gamma_{\ell}:=\sum_{s<\ell}\left(d_{s}+v_{s}\right)$. Define an instance $I_{X}$ of Min PDS with the same sequence $S$ of the stops, the same set of requests, and the same penalty function coefficients as $X$. For all $s \in \mathrm{~S}$ set time windows as $a_{s}^{\prime}:=a_{s}-\Gamma_{s}$ and $b_{s}^{\prime}:=b_{s}-\Gamma_{s}-v_{s}$. The maximal ride times are defined as $r_{p, d}^{\prime}:=r_{p, d}-\Gamma_{d}+\Gamma_{p}-v_{d}$ for all $(p, d) \in \mathrm{P}$. Note that all adjustments of this kind can be performed in a single preprocessing pass over the extended instance $X$ in linear time. We prove that there is a one-to-one correspondence between schedules of $X$ and $I_{X}$. For t a schedule of $X$, let $f(\mathrm{t})$ map to a schedule $\mathrm{t}^{\prime}=f(\mathrm{t})$ of $I_{X}$ such that for $s \in \mathrm{~S}, \mathrm{t}_{s}^{\prime}=\mathrm{t}_{s}-\Gamma_{s}$. Note that $f$ is bijective.
First, we show that t is feasible for $X$ exactly when $\mathrm{t}^{\prime}$ is feasible for $I_{X}$. For $s \in \mathrm{~S}$ we have $\mathrm{t}_{s} \geq a_{s} \Leftrightarrow \mathrm{t}_{s}-\Gamma_{s} \geq a_{s}-\Gamma_{s} \Leftrightarrow \mathrm{t}_{s}^{\prime} \geq a_{s}^{\prime}$; for $s \in \mathrm{~S}_{<2 n}$ we have

$$
\begin{aligned}
\mathrm{t}_{s}+v_{s}+d_{s} & \leq \mathrm{t}_{s+1} \\
\Longleftrightarrow \mathrm{t}_{s}-\Gamma_{s}=\mathrm{t}_{s}+v_{s}+d_{s}-\Gamma_{s+1} & \leq \mathrm{t}_{s+1}-\Gamma_{s+1} \\
\Longleftrightarrow \mathrm{t}_{s}^{\prime} & \leq \mathrm{t}_{s+1}^{\prime}
\end{aligned}
$$

Now, we show that the penalty cost of t for $X$ equals the penalty cost of $\mathrm{t}^{\prime}$ for $I_{X}$. We have

$$
\begin{align*}
\widehat{c}(\mathrm{t}) & =\sum_{s \in \mathrm{~S}} \sigma_{s}^{L}\left(\mathrm{t}_{s}+v_{s}\right)+\sum_{(p, d) \in \mathrm{P}} \sigma_{p, d}^{R T}\left(\mathrm{t}_{d}+v_{d}-\mathrm{t}_{p}\right) \\
& =\sum_{\substack{s \in \mathrm{~S} \\
\mathrm{t}_{s}+v_{s}>b_{s}}} \alpha_{s}\left(\mathrm{t}_{s}+v_{s}-b_{s}\right)+\beta_{s}+\sum_{\substack{(p, d) \in \mathrm{P} \\
\mathrm{t}_{d}+v_{d}-\mathrm{t}_{p}>r_{p, d}}} \alpha_{p, d}\left(\mathrm{t}_{d}+v_{d}-\mathrm{t}_{p}-r_{p, d}\right)+\beta_{p, d} \\
& =\sum_{\substack{s \in \mathrm{~S} \\
\mathrm{t}_{s}^{\prime}>b_{s}^{\prime}}} \alpha_{s}\left(\mathrm{t}_{s}^{\prime}-b_{s}^{\prime}\right)+\beta_{s}+\sum_{\substack{(p, d) \in \mathrm{P} \\
\mathrm{t}_{d}^{\prime} \mathrm{t}_{p}^{\prime}>r_{p, d}^{\prime}}} \alpha_{p, d}\left(\mathrm{t}_{d}^{\prime}-\mathrm{t}_{p}^{\prime}-r_{p, d}^{\prime}\right)+\beta_{p, d}  \tag{5.2}\\
& =\sum_{s \in \mathrm{~S}} \sigma_{s}^{L}\left(\mathrm{t}_{s}^{\prime}\right)+\sum_{(p, d) \in \mathrm{P}} \sigma_{p, d}^{R T}\left(\mathrm{t}_{d}^{\prime}-\mathrm{t}_{p}^{\prime}\right)=c(\mathrm{t})
\end{align*}
$$

To verify Eq. (5.2), note that $\mathrm{t}_{s}+v_{s}-b_{s}=\mathrm{t}_{s}^{\prime}-b_{s}^{\prime}$ and $\mathrm{t}_{d}+v_{d}-\mathrm{t}_{p}-r_{p, d}=$ $\mathrm{t}_{d}^{\prime}-\mathrm{t}_{p}^{\prime}-r_{p, d}^{\prime}$ hold. These can be applied to the penalty function arguments as well as the sum ranges.

## Waiting times.

Constraints $w_{s}$ on the waiting times, i.e. maximum times to wait between two consecutive stops $s$ and $s+1$ (as in [44]), are omitted in our model since they can be expressed by ride time constraints. Assume that, for a stop $s \in \mathrm{~S}_{<2 n}$, the constraint $\mathrm{t}_{s}+w_{s} \geq \mathrm{t}_{s+1}$ is given for any schedule $\mathrm{t}, w_{s} \geq 0$. Simply insert two additional stops: the stop $p$ immediately before $s$ and the stop $d$ immediately after $s+1$ into S and add a request $(p, d)$ to P with $r_{p, d}=w_{s}$. Replacing all waiting time constraints leads to an equivalent instance with at most $6 n-2 \in O(n)$ requests.

## Increasing time windows opening times.

As earliness is not allowed in our model, we expect that any instance of $2 n$ stops has $a_{s} \leq a_{s+1}$ for all $s \in \mathrm{~S}_{<2 n}$. If for a stop $s, s \in \mathrm{~S}_{<2 n}$, we have $a_{s}>a_{s+1}$, for any feasible schedule t it holds $\mathrm{t}_{s} \geq a_{s}$ and $\mathrm{t}_{s+1} \geq \mathrm{t}_{s}$ and therefore $\mathrm{t}_{s+1}<a_{s}$ cannot hold for any feasible scheduling. We can therefore preprocess the instance in such a way that for all $s \in \mathrm{~S}_{<2 n}, a_{s+1}:=\max \left\{a_{s}, a_{s+1}\right\}$. Notice that due to this property and the fact that the last stop $2 n$ is a delivery stop, it always exists an optimal schedule $\mathrm{t}^{*}$ such that $\mathrm{t}_{2 n}^{*}=a_{2 n}$.

## As soon as possible deliveries.

All deliveries can be scheduled at a time as soon as possible without increasing costs. Let $d$ be a delivery of a request $(p, d) \in \mathrm{P}$ and t a feasible schedule. We define a schedule $\mathrm{t}^{\prime}$ with $\mathrm{t}_{s}^{\prime}:=\mathrm{t}_{s}$ for all stops $s \in \mathrm{~S} \backslash\{d\}$ and $\mathrm{t}_{d}^{\prime}:=\max \left\{a_{d}, t_{d-1}\right\}$. Clearly, $\mathrm{t}^{\prime}$ is feasible. Obviously, $\mathrm{t}_{d}^{\prime}$ can only decrease the lateness at $d$ as well as the ride time for $(p, d) \in \mathrm{P}$ with no changes in scheduling of the other stops.

### 5.3. Complexity study

### 5.3.1. Scheduling with soft ride time constraints

First, we study the variant of Min Pickup-Delivery Scheduling in which ride time constraints may be violated in return for a penalty (soft constraints), but the time windows must be respected (hard constraints). We show that the problem is NP-hard and APX-hard even in case of restricted time windows and very circumscribed penalty functions. The proof is based on a reduction from the Maximum Dicut problem which is known to be NP-hard and APX-hard when restricted to directed acyclic graphs (DAG) [48, 63].

First, we show that hard time window constraints can be expressed as soft time window constraints with "big penalty".

Remark 5.1. The idea is to set the penalties for lateness at each stop to such values that any optimal schedule must respect the time windows. Let $I$ be an instance of Min PDS with hard time windows. As mentioned in Section 5.2.1, there exists an optimal schedule t of $I$ such that $\mathrm{t}_{2 n}=a_{2 n}$. Therefore, the actual maximum ride time of each request is bounded by the value $a_{2 n}$. Let $M=\max _{(p, d) \in \mathrm{P}} \sigma_{p, d}^{R T}\left(a_{2 n}\right)$. Then the instance $I$ can be transformed into an instance $I^{\prime}$ of Min PDS with soft time windows by setting $\alpha_{s}=0$ and $\beta_{s}=n M+1$ for all $s \in \mathrm{~S}$ (hence $\sigma_{s}^{L}(x)=n M+1$ for $x>b_{s}$ ). The cost of any schedule respecting time window constraints is at most $n M$, and hence there always exists a schedule of $I^{\prime}$ with cost strictly less than $n M+1$.

A directed cut $(A, B)$ of a directed graph $G=(V, E)$ is a partition of $V$ into two subsets $A, B$. Its size $s(A, B):=|\{(u, v) \in E \mid u \in A, v \in B\}|$ is the number of outgoing arcs from $A$ to $B$. The Maximum Dicut problem is defined as follows:

## Maximum Dicut

Input: A directed graph $G=(V, E)$.
Task: Find a directed cut $(A, B)$ of maximum size in $G$.

## Construction 5.1

Let $G=(V, E)$ be a connected directed acylic graph with $|V|=n$ and $|E|=m$. Since $G$ is a DAG, the vertices of $G$ can be labelled by $1,2, \ldots, n$ in a topological ordering in such a way that for any arc $(u, v) \in E$ it holds $\operatorname{lab}(u)<\operatorname{lab}(v)$, where $\operatorname{lab}(z)$ represents the number used for labelling the vertex $z[82]$.
We show how the graph $G$ can be transformed into an instance $I$ of Min PDS. The sequence of stops for $I$ is defined as the concatenation $S:=S^{1} \mathrm{~S}^{2} \ldots \mathrm{~S}^{n}$, where each $\mathrm{S}^{v}$ represents a gadget of stops for each vertex $v \in V$. Let $v \in V$ be fixed, then the gadget $\mathrm{S}^{v}$ contains the stop $s_{e}^{v}$ for each arc $e$ of $G$ incident to $v$, that is, $e=(v, u)$ or $e=(u, v)$ for $u \in V$. The stops within the gadget $\mathrm{S}^{v}$ are ordered in such a way that all stops belonging to outgoing arcs precede all stops belonging to ingoing arcs. Note that S has $2 m$ stops. For each vertex $v \in V$ the time windows of all stops $s \in \mathrm{~S}^{v}$ are set to $a_{s}:=\operatorname{lab}(v)-1$ and $b_{s}:=\operatorname{lab}(v)$. The requests correspond to the arcs in $G$, hence $\mathrm{P}=\left\{\left(s_{e}^{u}, s_{e}^{v}\right): e=(u, v) \in E\right\}$ and for each $(p, d) \in \mathrm{P}$ the ride time is set to be $r_{p, d}=a_{d}-b_{p}$. Due to the specific numbering of vertices and sizes of windows, the stop $p$ always precedes the stop $d$ and $r_{p, d} \geq 0$ for all $(p, d) \in \mathbf{P}$. Setting the penalty coefficients $\alpha_{p, d}=0$ and $\beta_{p, d}=1$, the cost of a schedule corresponds to the number of violated ride time constraints. Using Remark 5.1, let $M=\max _{(p, d) \in \mathrm{P}} \sigma_{p, d}^{R T}\left(a_{2 n}\right)$ and set $\alpha_{s}=0$ and $\beta_{s}=m M+1$ for all $s \in \mathrm{~S}$. Note that $M=1$, and thus a schedule violating a time window constraint has cost at least $m+1$. Obviously, the transformation from $G$ to the instance $I$ can be done in polynomial time. An example of this transformation from a DAG to an instance of Min PDS with hard time constraints is depicted in Fig. 5.1.

Obviously, Construction 5.1 can be done in polynomial time.

## Theorem 5.1

Min PDS is NP-hard, even with hard time window constraints.

Proof. Let $G=(V, E)$ be a connected DAG such that $|V|=n,|E|=m$, and let $I$ be the instance of Min PDS obtained through Construction 5.1. We show that $G$ has a directed cut $(A, B)$ of size at least $(m-k)$ if and only if there exists a schedule t of $I$ with cost at most $k$, for any $k \in \mathbb{N}$.


Figure 5.1: A DAG (left) transformed into an instance of PDS (right). Coloured boxes are time windows of length 1 . Note there are two stops for every arc of $G$ and the stops are grouped in gadgets for each vertex of $G$.

Note that a schedule violating a time window constraint has cost $m+1$, and therefore both problems become trivial for $k \geq m+1$. Thus, we suppose that $k \leq m$, and hence no time window can be violated in the schedule.
$\Rightarrow$ Suppose there exists a directed cut $(A, B)$ in $G$ of size at least $(m-k)$. Define a schedule t such that for every vertex $v \in A$ and every stop $s \in \mathrm{~S}^{v}$ we set $\mathrm{t}_{s}:=b_{s}$ and for all other stops $\mathrm{t}_{s}:=a_{s}$. Clearly, t is a feasible schedule. Each arc $(u, v) \in E$ corresponds to the unique $(p, d) \in \mathrm{P}$ with $p \in \mathrm{~S}^{u}$ and $d \in \mathrm{~S}^{v}$. If $u \in A$ and $v \in B$, then $\mathrm{t}_{d}-\mathrm{t}_{p}=a_{d}-b_{p} \leq r_{p, d}$, hence the ride time constraint is respected. As we suppose $s(A, B) \geq m-k$, the previous holds for at least $(m-k)$ requests. With $|\mathrm{P}|=m$, it implies t violates at most $k$ ride time constraints, and hence that t has cost $k$.
$\Leftarrow$ Now suppose there exists a schedule t for $I$ with cost at most $k$, that is, violating at most $k$ ride time constraints. For each vertex $v \in V$, let $s[v]$ be the first delivery stop in $\mathrm{S}^{v}$ and if there is no such stop, then $s[v]$ be the last pickup stop in $\mathrm{S}^{v}$. This allows us to define a partition of $V$ in the following way: for each vertex $v \in V$, if $\mathrm{t}_{s[v]}=b_{s[v]}$ then $v \in A$, otherwise $v \in B$. Choose a $(p, d) \in \mathrm{P}$ and let $u, v \in V$ be such vertices that $p$ is from the gadget $\mathrm{S}^{u}$ and $d$ is from $S^{v}$. If t satisfies the ride time constraint of $(p, d)$, then by the definition of $I$ it must hold $\mathrm{t}_{p}=b_{p}$ and $\mathrm{t}_{d}=a_{d}$. Since $p$ is from the gadget $\mathrm{S}^{u}$ and t is feasible, $\mathrm{t}_{s[v]} \geq b_{p}$ and necessarily $b_{s[u]}=b_{p}$, hence $\mathrm{t}_{s[u]}=b_{s[u]}$. Analogously, $\mathrm{t}_{s[v]}=a_{s[v]}$. Therefore, $u \in A$ and $v \in B$. As we suppose that in the schedule t at most $k$ ride time constraints are violated, then at least $|\mathrm{P}|-k=m-k$ are satisfied. Since each satisfied ride time constraint leads to a distinct arc going from $A$ to $B, s(A, B) \geq m-k$.

## Theorem 5.2

Min Pickup-Delivery Scheduling is APX-hard, even with hard time window constraints.

Proof. We prove that the reduction defined in Theorem 5.1 is in fact an L-reduction (see Definition 1.14) from Maximum Dicut to Min PDS. Let $I$ be an instance of Maximum Dicut on a DAG $G=(V, E)$ with $m$ edges and construct the instance $I^{\prime}$ of Min PDS from $G$ as in Theorem 5.1. We know that any optimal solution of Maximum Dicut contains at least $\frac{m}{4}$ edges [3]. Thus, $O P T(I) \geq \frac{m}{4}$, which implies that $O P T\left(I^{\prime}\right)=m-O P T(I) \leq$ $4 \cdot O P T(I)-O P T(I)=3 \cdot O P T(I)$. Also, $|O P T(I)-(m-k)|=\mid(m-$ $\left.O P T\left(I^{\prime}\right)\right)-(m-k)\left|=\left|O P T\left(I^{\prime}\right)-k\right|\right.$. Since Maximum Dicut is APX-hard even when restricted on DAGs [63], the result follows.

### 5.3.2. Scheduling with hard ride time constraints

Now, we study the variant of Min Pickup-Delivery Scheduling in which the ride time constraints must be respected (hard constraints), while time windows may be violated in return for penalty (soft constraints). We prove it can be solved in linear time, despite the NP-hardness of Min Pickup-Delivery Scheduling with soft ride time constraints, as shown in Section 5.3.1.

As it was mentioned in Section 5.2, we consider a model in which lateness is the only possible way to violate a time window restriction. When both ride times and time window constraints are hard, a linear time algorithm was proposed by Firat and Woeginger in [44]. It has also been adapted to handle additional minimum ride time constraints in [52]. We show how the same approach can be used to minimise lateness penalties.

Our idea, similar to the one used in [44, 52], is to formulate a difference constraint system (DCS) with variables of the schedule and interpret it as a graph in which the existence of negative weight cycles is equivalent to infeasibility of the DCS. In these papers, it is shown how to apply the single-source shortest path algorithm for interval graphs presented in [7] to test the existence of negative weight cycles in linear time. In case of feasible instances, a solution can be extracted in linear time as well. We point out that this approach will lead to a schedule visiting every stop as late as possible: the scheduled time of each stop is chosen by the length of a shortest path from the start vertex. This path corresponds to a
chain of difference equations and can be seen as the tightest upper bound on the timing value. Since the shortest path lengths are upper bounds this implies that no feasible schedule can visit any of the stops later.

## Theorem 5.3

Min Pickup-Delivery Scheduling can be solved in linear time if the ride time constraints are hard.

Proof. For a given instance $I$ of Min PDS consider the bijection $f$ on S such that $f(x)=2 n-x+1$. Define the backward instance $I^{\prime}$ with the same sequence of stops and with requests $\mathrm{P}^{\prime}:=\{(f(d), f(p)):(p, d) \in \mathrm{P}\}$. The time windows are defined by $a_{s}^{\prime}:=0$ and $b_{s}^{\prime}:=a_{2 n}-a_{f(s)}$ for all $s \in \mathrm{~S}$. The ride time constraints are $r_{f(d), f(p)}^{\prime}:=r_{p, d}$. Notice that a feasible schedule of $I^{\prime}$ always exists, e.g. $(0, \cdots, 0)$ is a feasible solution. However, solving the instance $I^{\prime}$ with Firat and Woeginger's algorithm [44] yields a feasible schedule $\mathrm{t}^{\prime}$ of $I^{\prime}$ such that every stop is scheduled as late as possible to be still feasible. We can translate $\mathrm{t}^{\prime}$ to a schedule t of $I$ by setting $\mathrm{t}_{s}:=a_{2 n}-\mathrm{t}_{f(s)}^{\prime}$ for all $s \in \mathrm{~S}$. Then t may violate lateness constraints of $I$, but we will show that it is feasible for $I$. Firstly, for $s \in \mathrm{~S}$, we get $\mathrm{t}_{s}=a_{2 n}-\mathrm{t}_{f(s)}^{\prime} \geq a_{2 n}-b_{f(s)}^{\prime}=a_{2 n}-a_{2 n}+a_{s}=a_{s}$. When $s \in \mathrm{~S}_{<2 n}$, we get $\mathrm{t}_{s}=a_{2 n}-\mathrm{t}_{f(s)}^{\prime}=a_{2 n}-\mathrm{t}_{2 n-s+1}^{\prime} \leq a_{2 n}-\mathrm{t}_{2 n-s}^{\prime}=a_{2 n}-\mathrm{t}_{f(s+1)}^{\prime}=\mathrm{t}_{s+1}$. Lastly, for $(p, d) \in \mathrm{P}$, we have $\mathrm{t}_{d}-\mathrm{t}_{p}=\mathrm{t}_{f(p)}^{\prime}-\mathrm{t}_{f(d)}^{\prime} \leq r_{f(p), f(d)}^{\prime}=r_{p, d}$. Therefore t is a feasible schedule for $I$. As it was noted earlier, $\mathrm{t}^{\prime}$ visits every stop 'as late as possible' to be still feasible. Since all lateness penalties are nondecreasing, t is an optimal schedule for $I$.

### 5.4. Bounded maximum ride time

The Min Pickup-Delivery Scheduling problem is NP-hard as it follows from Section 5.3.1. In this section we show that some restrictions on the parameters of the problem improve the complexity of the problem.

We suppose that $\mu \in \mathbb{N}$ is a fixed constant. Let $\mu$-Min Pickup-Delivery Scheduling ( $\mu$-Min PDS) be the restriction of the Min Pickup-Delivery Scheduling problem to the instances with the maximum ride time bounded by $\mu$, that is, $r_{p, d} \leq \mu$ for all $(p, d) \in \mathrm{P}$. In the following we propose a polynomial-time algorithm for $\mu$-Min PDS.

Given an instance of Min PDS, let $\mathcal{W}$ be the set of all time window bounds for all stops, i.e. $\mathcal{W}=\bigcup_{s \in S}\left\{a_{s}, b_{s}\right\}$. Firstly, we observe that the visit times of an optimal solution can be chosen from a restricted set of time values. We define the set

$$
\widetilde{\mathcal{W}}:=\left(\bigcup_{w \in \mathcal{W}}[w-n \mu, w+n \mu]\right) \geq a_{1}, \leq a_{2 n}
$$

We say that a schedule t is defined in $\widetilde{\mathcal{W}}$ if and only if $\mathrm{t}_{s} \in \widetilde{\mathcal{W}}$ for all $s \in \mathrm{~S}$. Note that $\widetilde{\mathcal{W}}=\mathcal{W}$ in case of $0-$ Min PDS.

Our goal is to show that it is possible to "shift" the visit times in a schedule without increasing its cost until the schedule is defined in $\widetilde{\mathcal{W}}$. For this purpose we define a so called closure of each stop. The closure is a subset of stops for which the timings will be adjusted together.

## Definition 5.1

Let $I$ be an instance of Min PDS and t be a feasible schedule of $I$. For a stop $s \in \mathrm{~S}$ the closure $\mathcal{G}_{s}^{\mathrm{t}}$ is the minimal subset of $S$ fulfilling the following:
(a) $s \in \mathcal{G}_{s}^{\mathrm{t}}$,
(b) if $x \in \mathcal{G}_{s}^{\mathrm{t}}$ and $y \in \mathrm{~S}$ with $\mathrm{t}_{x}=\mathrm{t}_{y}$, then $y \in \mathcal{G}_{s}^{\mathrm{t}}$,
(c) for each $(p, d) \in \mathrm{P}$ such that $\mathrm{t}_{d}-\mathrm{t}_{p} \leq r_{p, d}$ and $\{p, d\} \cap \mathcal{G}_{s}^{\mathrm{t}} \neq \emptyset$ then all stops $x \in \mathrm{~S}$ with $p \leq x \leq d$ must be in $\mathcal{G}_{s}^{\mathrm{t}}$.

Now, we show that we can modify the visit times of all stops included in a closure without violating any new ride time constraints.

## Lemma 5.3

Let t be a feasible schedule of an instance $I$ of Min PDS and $\ell \in \mathrm{S}$ be a stop with closure $\mathcal{G}_{\ell}^{\mathrm{t}}$. For a fixed $\delta \in\{-1,1\}$ let $\mathrm{t}^{\prime}$ be a schedule such that $\mathrm{t}_{s}^{\prime}=\mathrm{t}_{s}+\delta$ for all $s \in \mathcal{G}_{s}^{\mathrm{t}}$ and $t_{s}^{\prime}=t_{s}$ for all $s \in \mathrm{~S} \backslash \mathcal{G}_{s}^{\mathrm{t}}$. Then:
(i) $t^{\prime}$ satisfies all ride time constraints satisfied by $t$, and
(ii) for all stops $s \in \mathrm{~S}_{<2 n}$ it holds $\mathrm{t}_{s}^{\prime} \leq \mathrm{t}_{s+1}^{\prime}$.

Proof. (i) As it follows from Definition 5.1(c), for all $(p, d) \in \mathrm{P}$ with $\mathrm{t}_{d}-\mathrm{t}_{p} \leq r_{p, d}$, either both $p$ and $d$ are contained in $\mathcal{G}_{\ell}^{\mathrm{t}}$ or neither of them. If $p, d \notin \mathcal{G}_{\ell}^{\mathrm{t}}$ then $\mathrm{t}_{d}^{\prime}-\mathrm{t}_{p}^{\prime}=\mathrm{t}_{d}-\mathrm{t}_{p} \leq r_{p, d}$. If $p, d \in \mathcal{G}_{\ell}^{\mathrm{t}}$ then $\mathrm{t}_{d}^{\prime}-\mathrm{t}_{p}^{\prime}=$ $\mathrm{t}_{d}+\delta-\mathrm{t}_{p}-\delta=\mathrm{t}_{d}-\mathrm{t}_{p} \leq r_{p, d}$. Hence in both cases $\mathrm{t}^{\prime}$ respects the ride time constraints.
(ii) Fix $s \in \mathrm{~S}_{<2 n}$. Since t is feasible it holds $\mathrm{t}_{s} \leq \mathrm{t}_{s+1}$. By $\delta \in\{-1,1\}$, $\mathrm{t}_{s}^{\prime}>\mathrm{t}_{s+1}^{\prime}$ would imply $\mathrm{t}_{s}=\mathrm{t}_{s+1}$ and $\{s, s+1\} \cap \mathcal{G}_{\ell}^{\mathrm{t}}=1$, which conflicts with the Definition 5.1 (b).

Using Lemma 5.3 we can shift all visit times of stops in a closure until one of the stops reaches a time window border. As it follows from the following lemma, this implies that all stops in the closures are close to this border and thus in $\widetilde{\mathcal{W}}$.

## Lemma 5.4

Let t be a feasible schedule of an instance $I$ of $\mu$-Min PDS and let $s \in \mathrm{~S}$. If $\mathcal{G}_{s}^{\mathrm{t}}$ contains at least two stops, say $x, y$, and the stop $x$ precedes $y$, i.e. $x<y$, then:
(i) if the stop $y$ immediately follows the stop $x$, i.e. $y=x+1$, then $t_{y} \leq \mathrm{t}_{x}+\mu$, and
(ii) $t_{y} \leq \mathrm{t}_{x}+n \mu$.

Proof. (i) Let $y=x+1$. By the definition of $\mathcal{G}_{s}^{\mathrm{t}}$, either $\mathrm{t}_{x}=\mathrm{t}_{y}$, in which case (i) follows, or there exists $p, d \in \mathcal{G}_{s}^{\mathrm{t}}$ such that $(p, d) \in \mathrm{P}, \mathrm{t}_{d}-\mathrm{t}_{p} \leq r_{p, d}$, and $p \leq x<y \leq d$. By the feasibility of t we have $\mathrm{t}_{p} \leq \mathrm{t}_{x}$ and $\mathrm{t}_{y} \leq \mathrm{t}_{d}$ and $\mathrm{t}_{d}-\mathrm{t}_{p} \leq r_{p, d} \leq \mu$. Therefore, $\mathrm{t}_{y} \leq \mathrm{t}_{d} \leq \mathrm{t}_{p}+\mu \leq \mathrm{t}_{x}+\mu$.
(ii) If all stops in $\mathcal{G}_{s}^{t}$ are scheduled at the same time, the claim obviously holds.

Otherwise, we consider the partition of $\mathcal{G}_{s}^{\mathrm{t}}$ into nonempty sets $G_{1}, \ldots, G_{k}$ such that: for all $G_{i} \in \mathcal{G}_{s}^{\mathrm{t}}$ and all $x, y \in G_{i}$, it holds $\mathrm{t}_{x}=\mathrm{t}_{y}$, and we denote this time by $\mathrm{t}\left(G_{i}\right)$; for all $G_{i}, G_{j} \in \mathcal{G}_{s}^{\mathrm{t}}$, if $i<j$, then $\mathrm{t}\left(G_{i}\right)<\mathrm{t}\left(G_{j}\right)$. Due to the properties of $\mathcal{G}_{s}^{\mathrm{t}}$, for each $i<k$ there exists $i<j \leq k$ such that there is a $(p, d) \in \mathrm{P}$ with $p \in G_{i}, d \in G_{j}$, and $\mathrm{t}\left(G_{j}\right) \leq \mathrm{t}\left(G_{i}\right)+r_{p, d} \leq \mathrm{t}\left(G_{i}\right)+\mu$. This leads to the observation, that for all $i<k$ we have $\mathrm{t}\left(G_{i+1}\right) \leq \mathrm{t}\left(G_{i}\right)+\mu$. Thus, we get $\mathrm{t}\left(G_{k}\right) \leq \mathrm{t}\left(G_{1}\right)+k \mu$. We note that since for each $i<k$ there is a pickup stop in $G_{i}$, it is $k \leq n+1$ and thus $\mathrm{t}\left(G_{k}\right) \leq \mathrm{t}\left(G_{1}\right)+n \mu$. Obviously $\mathrm{t}_{x} \geq \mathrm{t}\left(G_{1}\right)$ and $\mathrm{t}_{y} \leq \mathrm{t}\left(G_{k}\right)$ which completes the proof.

## Theorem 5.4

For a given instance of $\mu$-Min PDS there is an optimal schedule t defined in $\widetilde{\mathcal{W}}$.

Proof. Assume the statement does not hold, then for every optimal schedule t of $I$ there is a stop $\ell \in \mathrm{S}$ such that $\mathrm{t}_{\ell} \notin \widetilde{\mathcal{W}}$. Let $\mathrm{t}^{*}$ be an optimal schedule maximising $\ell \in \mathrm{S}$ such that $\mathrm{t}_{s}^{*} \in \widetilde{\mathcal{W}}$ for all $s<\ell$ and from all such schedulings $\mathrm{t}_{\ell}^{*}$ have the maximum value.
Let $\mathcal{G}:=\mathcal{G}_{\ell}^{\mathrm{t}^{*}}$ be the closure of the stop $\ell$. If there is $g \in \mathcal{G}$ with $\mathrm{t}_{g}^{*} \in \mathcal{W}$, then, by Lemma 5.4 (ii), $\left|\mathrm{t}_{\ell}^{*}-\mathrm{t}_{g}^{*}\right| \leq n \mu$, and therefore $\mathrm{t}_{\ell}^{*} \in \widetilde{\mathcal{W}}$, which contradicts the choice of $\ell$. Thus, for all $g \in \mathcal{G}$, necessarily $\mathrm{t}_{g}^{*} \notin \mathcal{W}$ and since $\mathrm{t}^{*}$ is feasible we have $\mathrm{t}_{g}^{*}>a_{g}$.
Now, define a schedule $\mathrm{t}^{-}$and set $\mathrm{t}_{s}^{-}:=\mathrm{t}_{s}^{*}-1$ for $s \in \mathcal{G}$ and $\mathrm{t}_{s}^{-}:=\mathrm{t}_{s}^{*}$ otherwise. Note that $\mathrm{t}^{-}$is feasible since for all $g \in \mathcal{G}$ it holds $\mathrm{t}_{g}^{*}>a_{g}$. Let $\mathcal{L}_{\mathfrak{t}}^{*}:=\left\{s \in \mathrm{~S}: \mathrm{t}_{s}^{*}>b_{s}\right\}$ be the set containing all stops of S in which $\mathrm{t}^{*}$ violates the lateness constraint. Similarly, let $\mathcal{R}_{\mathrm{t}}^{*}:=\left\{(p, d) \in \mathrm{P}: \mathrm{t}_{d}^{*}-\mathrm{t}_{p}^{*}>r_{p, d}\right\}$ be the set of all requests from P for which $\mathrm{t}^{*}$ violates the ride time constraints. According to Lemma 5.3, $\mathcal{R}_{\mathrm{t}^{-}} \subseteq \mathcal{R}_{\mathrm{t}^{*}}$ and for each stop $s$ we have $\mathrm{t}_{s}^{-} \leq \mathrm{t}_{s+1}^{-}$. Let $L:=\mathcal{L}_{\mathrm{t}^{*}} \cap \mathcal{G}, R_{1}:=\left\{(p, d) \in \mathcal{R}_{\mathrm{t}^{*}}: p \notin \mathcal{G}, d \in \mathcal{G}\right\}$ and $R_{2}:=\{(p, d) \in$ $\left.\mathcal{R}_{\mathrm{t}^{*}}: p \in \mathcal{G}, d \notin \mathcal{G}\right\}$. Then,

$$
c\left(\mathrm{t}^{-}\right)=c\left(\mathrm{t}^{*}\right)+\sum_{x \in R_{2}} \alpha_{x}-\sum_{x \in R_{1}} \alpha_{x}-\sum_{x \in \mathcal{\mathcal { R } ^ { * }} \backslash \mathcal{R}_{\mathrm{t}^{-}}} \beta_{x}-\sum_{s \in L} \alpha_{s}-\sum_{s \in \mathcal{\mathcal { L } ^ { * } \backslash \mathcal { L } _ { \mathrm { t } ^ { - } }}} \beta_{s}
$$

By the optimality of $\mathrm{t}^{*}$ and feasibility of $\mathrm{t}^{-}$we have $c\left(\mathrm{t}^{-}\right) \geq c\left(\mathrm{t}^{*}\right)$, yielding

$$
\begin{equation*}
\sum_{x \in R_{2}} \alpha_{x} \geq \sum_{s \in L} \alpha_{s}+\sum_{x \in R_{1}} \alpha_{x} \tag{5.3}
\end{equation*}
$$

Now, define the schedule $\mathrm{t}^{+}$such that $\mathrm{t}_{s}^{+}:=\mathrm{t}_{s}^{*}+1$ for each $s \in \mathcal{G}$ and $\mathrm{t}_{s}^{+}:=\mathrm{t}_{s}^{*}$ otherwise. According to Lemma 5.3 (ii), $\mathrm{t}^{+}$is feasible. Since $\mathrm{t}_{g}^{*} \neq b_{g} \in \mathcal{W}$ for any $g \in \mathcal{G}$, all lateness constraints satisfied in $\mathrm{t}^{*}$ are satisfied in $\mathrm{t}^{+}$as well. Moreover, Lemma 5.3 (i) guarantees that all ride time constraints satisfied in $t^{*}$ are satisfied in $t^{+}$. Therefore, we have

$$
c\left(\mathrm{t}^{+}\right) \leq c\left(\mathrm{t}^{*}\right)+\sum_{x \in R_{1}} \alpha_{x}+\sum_{s \in L} \alpha_{s}-\sum_{x \in R_{2}} \alpha_{x} \stackrel{b y}{\stackrel{(5.3)}{\leq} c\left(\mathrm{t}^{*}\right), ~}
$$

which implies that $\mathrm{t}^{+}$is also optimal. Furthermore, for all stops $s \in \mathrm{~S}$ such that $s<\min \mathcal{G}$ it holds $\mathrm{t}_{s}^{+}=\mathrm{t}_{s}^{*} \in \widetilde{\mathcal{W}}$. Now, due to the choice of $\mathrm{t}^{*}$ and $\ell$, we have $\mathrm{t}_{\ell}^{+} \notin \widetilde{\mathcal{W}}$. However, $\mathrm{t}_{\ell}^{+}>\mathrm{t}_{\ell}^{*}$, which contradicts the choice of $t^{*}$ regarding the maximum value of $\mathrm{t}_{\ell}^{*}$.

Our next goal is to show how we can compute an optimal schedule in polynomial time, using the fact that we know that at least one optimal schedule is defined in $\widetilde{\mathcal{W}}$, as proved in Theorem 5.4.

We define $\mathcal{J}_{s}:=\{(p, d) \in \mathrm{P}: p \leq s$ and $s<d\}$ as the set of loaded requests after the stop $s \in \mathrm{~S}$, and its size $\operatorname{load}(s):=\left|\mathcal{J}_{s}\right|$

## Definition 5.2

For a given schedule $t$ of an instance of $\mu$-Min PDS and a stop $\ell \in S$ we define the partial cost $\tilde{c}(t, \ell)$ of $t$ up to the stop $\ell \in S$ as

$$
\tilde{c}(\mathrm{t}, \ell):=\sum_{s \in \mathrm{~S}_{\leq \ell}} \sigma_{s}^{L}\left(\mathrm{t}_{s}\right)+\sum_{(p, d) \in \mathcal{J}_{\ell}} \sigma_{p, d}^{R T}\left(\mathrm{t}_{\ell}-\mathrm{t}_{p}\right)+\sum_{\substack{(p, d) \in \mathrm{P} \\ d \leq \ell}} \sigma_{p, d}^{R T}\left(\mathrm{t}_{d}-\mathrm{t}_{p}\right) .
$$

In the following lemma we prove some observations regarding the partial cost function.

## Lemma 5.5

For a given schedule t of the instance $\mu$-Min PDS and the stop $\ell \in S$ the following hold
(i) $\tilde{c}(\mathrm{t}, 1)=\sigma_{1}^{L}\left(\mathrm{t}_{1}\right)$;
(ii) $\tilde{c}(\mathrm{t}, \ell+1)=\tilde{c}(\mathrm{t}, \ell)+\sigma_{\ell+1}^{L}\left(\mathrm{t}_{\ell+1}\right)+\sum_{(p, d) \in \mathcal{J}_{\ell}} f_{p, d}^{\ell}(\mathrm{t})$
with $f_{p, d}^{\ell}(\mathrm{t}):=\left\{\begin{array}{ll}\alpha_{p, d}\left(\mathrm{t}_{\ell+1}-\mathrm{t}_{\ell}\right), & \text { if } \mathrm{t}_{\ell}-\mathrm{t}_{p}>r_{p, d} \\ \sigma_{p, d}^{R T}\left(\mathrm{t}_{\ell+1}-\mathrm{t}_{p}\right), & \text { if } \mathrm{t}_{\ell}-\mathrm{t}_{p} \leq r_{p, d}\end{array}\right.$,
(iii) $\tilde{c}(\mathrm{t}, 2 n)=c(\mathrm{t})$,

Proof. (i) and (iii) follow directly from Definition 5.2.
Regarding (ii), we note that for $\ell \in \mathrm{S}_{<2 n}$ it is $\mathcal{J}_{\ell+1}=\mathcal{J}_{\ell} \cup\{(\ell+1, d)\}$ if $(\ell+1)$ is a pickup stop and $(\ell+1, d) \in \mathrm{P}$, or $\mathcal{J}_{\ell+1}=\mathcal{J}_{\ell} \backslash\{(p, \ell+1)\}$ if $(l+1)$ is a delivery stop, $(p, \ell+1) \in \mathrm{P}$. Therefore,

$$
\begin{aligned}
\sum_{(p, d) \in \mathcal{J}_{\ell+1}} \sigma_{p, d}^{R T}\left(\mathrm{t}_{\ell+1}-\mathrm{t}_{p}\right) & =\sum_{(p, d) \in \mathcal{J}_{\ell}} \sigma_{p, d}^{R T}\left(\mathrm{t}_{\ell+1}-\mathrm{t}_{p}\right)+\sigma_{\ell+1, d}^{R T}\left(\mathrm{t}_{\ell+1}-\mathrm{t}_{\ell+1}\right) \\
& =\sum_{(p, d) \in \mathcal{J}_{\ell}} \sigma_{p, d}^{R T}\left(\mathrm{t}_{\ell+1}-\mathrm{t}_{p}\right)
\end{aligned}
$$

or

$$
\sum_{(p, d) \in \mathcal{J}_{\ell+1}} \sigma_{p, d}^{R T}\left(\mathrm{t}_{\ell+1}-\mathrm{t}_{p}\right)=\sum_{(p, d) \in \mathcal{J}_{\ell}} \sigma_{p, d}^{R T}\left(\mathrm{t}_{\ell+1}-\mathrm{t}_{p}\right)-\sigma_{p, \ell+1}^{R T}\left(\mathrm{t}_{\ell+1}-\mathrm{t}_{p}\right) .
$$

Thus

$$
\begin{aligned}
\tilde{c}(\mathrm{t}, \ell+1) & =\sum_{s \in \mathrm{~S}_{\leq \ell+1}} \sigma_{s}^{L}\left(\mathrm{t}_{s}\right)+\sum_{(p, d) \in \mathcal{J}_{\ell+1}} \sigma_{p, d}^{R T}\left(\mathrm{t}_{\ell+1}-\mathrm{t}_{p}\right)+\sum_{\substack{(p, d) \in \mathrm{P} \\
d \leq \ell+1}} \sigma_{p, d}^{R T}\left(\mathrm{t}_{d}-\mathrm{t}_{p}\right) \\
& =\sum_{s \in \mathrm{~S}_{\leq \ell+1}} \sigma_{s}^{L}\left(\mathrm{t}_{s}\right)+\sum_{(p, d) \in \mathcal{J}_{\ell}} \sigma_{p, d}^{R T}\left(\mathrm{t}_{\ell+1}-\mathrm{t}_{p}\right)+\sum_{\substack{(p, d) \in \mathrm{P} \\
d \leq \ell}} \sigma_{p, d}^{R T}\left(\mathrm{t}_{d}-\mathrm{t}_{p}\right) \\
& =\tilde{c}(\mathrm{t}, \ell)+\sigma_{\ell+1}^{L}\left(\mathrm{t}_{\ell+1}\right)+\sum_{(p, d) \in \mathcal{J}_{\ell}}\left(\sigma_{p, d}^{R T}\left(\mathrm{t}_{\ell+1}-\mathrm{t}_{p}\right)-\sigma_{p, d}^{R T}\left(\mathrm{t}_{\ell}-\mathrm{t}_{p}\right)\right) .
\end{aligned}
$$

For $(p, d) \in \mathcal{J}_{\ell}$ we have $\sigma_{p, d}^{R T}\left(\mathrm{t}_{\ell}-\mathrm{t}_{p}\right)=0$ if $\mathrm{t}_{\ell}-\mathrm{t}_{p} \leq r_{p, d}$, otherwise $\sigma_{p, d}^{R T}\left(\mathrm{t}_{\ell+1}-\right.$ $\left.\mathrm{t}_{p}\right)-\sigma_{p, d}^{R T}\left(\mathrm{t}_{\ell}-\mathrm{t}_{p}\right)=\alpha_{p, d}\left(\mathrm{t}_{\ell+1}-\mathrm{t}_{p}\right)+\beta_{p, d}-\alpha_{p, d}\left(\mathrm{t}_{\ell}-\mathrm{t}_{p}\right)-\beta_{p, d}=\alpha_{p, d}\left(\mathrm{t}_{\ell+1}-\mathrm{t}_{\ell}\right)$.
Thus

$$
\sum_{(p, d) \in \mathcal{J}_{\ell}}\left(\sigma_{p, d}^{R T}\left(\mathrm{t}_{\ell+1}-\mathrm{t}_{p}\right)-\sigma_{p, d}^{R T}\left(\mathrm{t}_{\ell}-\mathrm{t}_{p}\right)\right)=\sum_{(p, d) \in \mathcal{J}_{\ell}} f_{p, d}^{\ell}(\mathrm{t}),
$$

which concludes the proof.

Let $I$ be an instance of $\mu$-Min PDS. For each stop $l, l=1,2, \ldots, 2 n$ we define so called $l$-labels to capture the structure of 'similar' schedules for $I$. The labels enable to restrict the number of schedules for $I$ in each step and therefore to use the idea of dynamic programming.

As it follows from Theorem 5.4, we can focus on schedules defined in $\widetilde{\mathcal{W}}$ only. For a schedule t defined in $\widetilde{\mathcal{W}}$ and $\ell \in \mathrm{S}$, the $\ell$-label of $t$ is defined as

$$
\operatorname{Label}_{\ell}(\mathrm{t})=\left(\mathrm{t}_{\ell}, s^{0}, s^{1}, \ldots, s^{\mu}, \tilde{c}(\mathrm{t}, \ell)\right)
$$

where $s^{m}:=\min \left\{s \in \mathrm{~S}\right.$ such that $\left.\mathrm{t}_{s} \geq \mathrm{t}_{\ell}-m\right\}$, i.e. $s^{m}$ is the first stop of the schedule t visited at or after time $\left(\mathrm{t}_{\ell}-m\right)$ for any $m, 0 \leq m \leq \mu$.

Note that every schedule has one such label for each $\ell \in S$, but a label may describe more (different) schedules. We say that a label $L \in \widetilde{\mathcal{W}} \times \mathrm{S}^{\mu+1} \times \mathbb{Q}^{+}$is a feasible $\ell$-label if there exists a feasible schedule t for $I$ with $\operatorname{Label}_{\ell}(\mathrm{t})=L$.

In the following lemma we prove that in each stop there is a restriction on the number of labels to consider to find an optimal schedule.

## Lemma 5.6: Domination rule

Let $I$ be an instance of $\mu$-Min PDS and the stop $\ell \in S$ be fixed. Let $L^{1}=\left(\tau, s^{0}, s^{1}, \ldots, s^{\mu}, \tilde{c}_{1}\right)$ and $L^{2}=\left(\tau, s^{0}, s^{1}, \ldots, s^{\mu}, \tilde{c}_{2}\right)$ be feasible $\ell$-labels with $\tilde{c}_{1} \leq \tilde{c}_{2}$. Then there is a feasible schedule t with $\operatorname{Label}_{\ell}(\mathrm{t})=L^{1}$ such that $c(\mathrm{t}) \leq c\left(\mathrm{t}^{\prime}\right)$ for any feasible schedule $\mathrm{t}^{\prime}$ with Label $_{\ell}\left(\mathrm{t}^{\prime}\right)=L^{2}$. We say that the label $L_{1}$ dominates the label $L_{2}$.

Proof. Let $\mathrm{t}^{2}$ be a feasible schedule with $\operatorname{Label}_{\ell}\left(\mathrm{t}^{2}\right)=L^{2}$ which minimises $c\left(\mathrm{t}^{2}\right)$. Let $\mathrm{t}^{1}$ be a feasible schedule with $\operatorname{Label}_{\ell}\left(\mathrm{t}^{1}\right)=L^{1}$. Let t be the schedule defined as $\mathrm{t}_{s}:=\mathrm{t}_{s}^{1}$ for $s \in \mathrm{~S}_{<\ell}$ and $\mathrm{t}_{s}:=\mathrm{t}_{s}^{2}$ for $s \in \mathrm{~S}_{\geq \ell}$. By this definition (and $\mathrm{t}_{\ell}=\mathrm{t}_{\ell}^{2}=\tau=\mathrm{t}_{\ell}^{1}$ ), $\operatorname{Label}_{\ell}(\mathrm{t})=L^{1}$.
Now we show inductively that $\tilde{c}(\mathrm{t}, i) \leq \tilde{c}\left(\mathrm{t}^{2}, i\right)$ for all $i, \ell \leq i \leq 2 n$. The case $i=\ell$ holds due to $\tilde{c}_{1} \leq \tilde{c}_{2}$. For the induction step we assume $\tilde{c}(\mathrm{t}, i) \leq \tilde{c}\left(\mathrm{t}^{2}, i\right)$ holds for every $i, \ell \leq i<2 n$ and now we show also validity for $i+1$. Using Lemma 5.5 (ii) we have

$$
\tilde{c}(\mathrm{t}, i+1)=\tilde{c}(\mathrm{t}, i)+\sigma_{i+1}^{L}\left(\mathrm{t}_{i+1}\right)+\sum_{(p, d) \in \mathcal{J}_{i}} f_{p, d}^{i}(\mathrm{t}) .
$$

By the definition of t we have $\mathrm{t}_{i}=\mathrm{t}_{i}^{2}$ and $\mathrm{t}_{i+1}=\mathrm{t}_{i+1}^{2}$. Clearly $\sigma_{i+1}^{L}\left(\mathrm{t}_{i+1}\right)=$ $\sigma_{i+1}^{L}\left(\mathrm{t}_{i+1}^{2}\right)$. Next, we show $f_{p, d}^{i}(\mathrm{t})=f_{p, d}^{i}\left(\mathrm{t}^{2}\right)$ for all $(p, d) \in \mathcal{J}_{i}$. Let $(p, d) \in \mathcal{J}_{i}$.

- If $p \geq s^{\mu}$ we show that $\mathrm{t}_{p}=\mathrm{t}_{p}^{2}$. For contradiction we suppose $\mathrm{t}_{p} \neq \mathrm{t}_{p}^{2}$ and without loss of generality $\mathrm{t}_{p}>\mathrm{t}_{p}^{2}$. If $m:=\mathrm{t}_{\ell}-\mathrm{t}_{p}$, then following the schedule t it must hold $s^{m} \leq p$, but following the schedule $\mathrm{t}^{2}$ also $s^{m}>p$, a contradiction. Since t and $\mathrm{t}^{2}$ schedule such stop $p$ at the same time, $f_{p, d}^{i}(\mathrm{t})=f_{p, d}^{i}\left(\mathrm{t}^{2}\right)$.
- If $p<s^{\mu}$, it means $\mathrm{t}_{p}<\mathrm{t}_{\ell}-\mu \leq \mathrm{t}_{i}-r_{p, d}$ and this leads to $f_{p, d}^{i}(\mathrm{t})=$ $\alpha_{p, d}\left(\mathrm{t}_{i+1}-\mathrm{t}_{i}\right)$. The same arguments ensure $f_{p, d}^{i}\left(\mathrm{t}^{2}\right)=\alpha_{p, d}\left(\mathrm{t}_{i+1}^{2}-\mathrm{t}_{i}^{2}\right)$. Due to $\mathrm{t}_{i}=\mathrm{t}_{i}^{2}$ and $\mathrm{t}_{i+1}=\mathrm{t}_{i+1}^{2}$ we conclude $f_{p, d}^{i}(\mathrm{t})=f_{p, d}^{i}\left(\mathrm{t}^{2}\right)$.

Together with the induction hypothesis we can see that $\tilde{c}(\mathrm{t}, i+1) \leq \tilde{c}\left(\mathrm{t}^{2}, i+1\right)$ and together with Lemma 5.5 (iii), the case $i=2 n$ concludes the proof.

Now, according to Lemma 5.6, we can give an upper bound on the number of non-dominated labels for any fixed stop $l \in S$. There are at most $|\widetilde{\mathcal{W}}|$ possibilities for the first item of the label, hence $O\left(\mu \cdot n^{2}\right)$ if $\mu>0$ (in case $\mu=0$ only $O(n)$ ), and $O(n)$ choices for each of the next $(\mu+1)$ items of the label.

Remark 5.2. For each instance of $\mu$-Min PDS and a stop $\ell \in \mathrm{S}$ the number of non-dominated $\ell$-labels is bounded by $O\left(\mu \cdot n^{\mu+3}\right)$ if $\mu>0$ and by $O\left(n^{2}\right)$ if $\mu=0$.

This leads to the following results:

## Theorem 5.5

An instance of $\mu$-Min PDS with $\mu>0$ can be solved in time $O\left(\mu^{2} \cdot n^{\mu}\right.$. poly $(n)$ ).

Proof. Starting with the initial labels $\left(\tau, 1, \ldots, 1, \sigma_{1}^{L}(\tau)\right)$ for each $\tau \in$ $\widetilde{\mathcal{W}}_{\geq a_{1}}$ we have all the labels for the first stop for any feasible schedule defined on $\widetilde{\mathcal{W}}$, by Lemma 5.5 (i). The labels for the stop $\ell \in \mathrm{S}_{>1}$ can be calculated from the labels of the stop $(\ell-1)$. For a non-dominated label $\left(\tau, s^{0}, \ldots, s^{\mu}, \tilde{c}\right)$ of the stop $(\ell-1)$ (there are $O\left(\mu \cdot n^{\mu+3}\right)$ such labels) do the following: for every possible visit time $\tau^{\prime} \in \widetilde{\mathcal{W}}_{\geq \tau}$ at the stop $\ell$ (there are $O\left(\mu \cdot n^{2}\right)$ such possible time visits), generate a new label:

- the first item of the label is $\tau^{\prime}$;
- the $s^{*}$ items are defined in the following way: $\left(\tau^{\prime}-\tau\right)$ items have the value $\ell$ (truncate to at most $\mu+1$ items), if $\left(\tau^{\prime}-\tau\right)<\mu+1$, then start to add the items $s^{0}, \ldots, s^{\mu}$ from the previous $(l-1)$-label until there are $(\mu+1) s^{*}$-items,
- the new cost can be calculated in a linear time from the given label using Lemma 5.5 (ii).

Overall each new label is generated in time $O(n)$. Any label at the stop $2 n$ minimising the last item of the label (cost) represents only optimal schedules by Lemma 5.5 (iii).

## Corollary 5.5.1

An instance of $0-$ Min PDS can be solved in time $O\left(n^{5}\right)$.

Proof. The result follows from the proof of Theorem 5.5 considering $\widetilde{\mathcal{W}}=\mathcal{W}$ and the fact that the number of non-dominated labels per stop is bounded by $O\left(n^{2}\right)$.

We consider another specific case, when the goal is to minimise the sum of the lateness penalties and the sum of the ride times. This implies that $\mu=0$. Since driving times are excluded from instances of our model (see Section 5.2.1), all ride times can be seen as excess ride times (excess ride times are defined as the actual ride time minus the driving time). The problem can be solved with the algorithm of Dumas et al. [39] in linear time, as proved below. The ride times can also be minimised in a weighted manner, using $\alpha_{p, d} \geq 0$ for $(p, d) \in \mathrm{P}$. The waiting time before a stop $s \in \mathrm{~S}_{>1}$ is then simply weighted by $\sum_{(p, d) \in \mathcal{J}_{s-1}} \alpha_{p, d}$.

## Proposition 5.1

Minimising lateness penalties and sum of the ride times can be done in linear time.

Proof. Let $I$ be an instance of Min PDS. The cost of a schedule t of $I$ minimising the sum of the lateness penalties and the sum of the ride times is

$$
\begin{equation*}
c(\mathrm{t})=\sum_{s \in \mathrm{~S}} \sigma_{s}^{L}\left(\mathrm{t}_{s}\right)+\sum_{(p, d) \in \mathrm{P}}\left(t_{d}-t_{p}\right) . \tag{5.4}
\end{equation*}
$$

There is no dependence with the maximum ride time, so we can set $\sigma_{p, d}^{R T}(l)=l$, for all $(p, d) \in \mathrm{P}$, thus Eqs. (5.1) and (5.4) are equivalent. Notice that this is a special case of $\mu$-Min PDS where $\mu=r_{p, d}=0, \alpha_{p, d}=1$ and $\beta_{p, d}=0$ for all request $(p, d) \in \mathrm{P}$. We point out that, since the maximum ride times are zero, the cost of a waiting time is directly dependent on the number of requests affected by it, which is exactly the load of the vehicle. Then for a schedule t , we have

$$
\begin{equation*}
\sum_{(p, d) \in \mathrm{P}}\left(\mathrm{t}_{d}-\mathrm{t}_{p}\right)=\sum_{s \in \mathrm{~S}<2 n} \operatorname{load}(s) \cdot\left(\mathrm{t}_{s+1}-\mathrm{t}_{s}\right) . \tag{5.5}
\end{equation*}
$$

This new formulation can be seen as penalised waiting times, hence the problem can be solved with the algorithm of Dumas, Soumis and Desrosiers [39] in linear time.

### 5.5. First pickups then deliveries

In this section we study a class of polynomial-time solvable instance of Min Pickup-Delivery Scheduling. We introduce First Pickup Then Deliveries (FPTD) instances in which all the stops $1, \ldots, n$ are pickup stops, and the
stops $n+1, \ldots, 2 n$ are delivery stops. We show that Min Pickup-Delivery Scheduling can be solved in polynomial time in the class of FPTD instances despite the NP-hardness of the problem (Section 5.3.1).

Firstly, we prove that for each stop we can reduce the set of potential scheduling times to a subset polynomial in size. Each time in this subset is calculated from the time windows and maximum ride time values of the given instance.

## Definition 5.3

Let t be a schedule of an instance $I$ of Min PDS and $X \subseteq \mathrm{~S}$. We say that $X$ is extended if for all $s, s^{\prime} \in S$, if $s \in X$ and $\mathrm{t}_{s}=\mathrm{t}_{s^{\prime}}$ then $s^{\prime} \in X$.
If $X$ is extended, then we define $\mathrm{t}(X):=\left\{\mathrm{t}_{s}: s \in X\right\}$ as the set of different visit times for the stops in $X$ by t . We also define two altered schedules $\mathrm{t}^{X+}$ and $\mathrm{t}^{X-}$ by setting, for all $s \in S, \mathrm{t}_{s}^{X+}=\mathrm{t}_{s}+1$ and $\mathrm{t}_{s}^{X-}=\max \left\{a_{s}, \mathrm{t}_{s}-1\right\}$ if $t_{s} \in \mathrm{t}(X)$, and $\mathrm{t}_{s}^{X+}=\mathrm{t}_{s}^{X-}=\mathrm{t}_{s}$ otherwise. Note that if t is a feasible schedule, then both $\mathrm{t}^{X+}$ and $\mathrm{t}^{X-}$ are feasible schedules. We write $\mathrm{t}^{s+}$ and $\mathrm{t}^{s-}$ as shorthands for $\mathrm{t}^{X+}$ and $\mathrm{t}^{X-}$, with $X=\left\{x \in S: \mathrm{t}_{x}=\mathrm{t}_{s}\right\}$.

## Lemma 5.7

Let $I$ be an FPTD instance, t a feasible schedule for $I$, and $s \leq n$ a pickup stop with $\mathrm{t}_{s}<\mathrm{t}_{n+1}$. Then, the schedule $\mathrm{t}^{s+}$ does not violate a ride time constraint respected by t .

The previous lemma is straightforward, as no pickups are scheduled earlier and no deliveries are scheduled later in $\mathrm{t}^{s+}$ compared to t .

## Lemma 5.8

Let $I$ be an instance of Min PDS, t be a schedule of $I$, and $X \subseteq \mathrm{~S}$ be extended and such that $\mathrm{t}_{s}>a_{s}$ for all $s \in X$. If $2 c(\mathrm{t})<c\left(\mathrm{t}^{X-}\right)+c\left(\mathrm{t}^{X+}\right)$ then $\mathrm{t}^{X-}$ or $\mathrm{t}^{X+}$ must violate a constraint satisfied by t .

Proof. To prove a contradiction, we suppose that $\mathrm{t}^{X-}$ and $\mathrm{t}^{X+}$ only violate a subset of the constraints violated in t and that $2 c(\mathrm{t})<c\left(\mathrm{t}^{X-}\right)+c\left(\mathrm{t}^{X+}\right)$. We define the following sets:

- $X^{L}:=\left\{x \in X: \mathrm{t}_{x}>b_{x}\right\}$,
- $X^{P}:=\left\{(p, d) \in \mathrm{P}: p \in X, d \notin X, \mathrm{t}_{d}-\mathrm{t}_{p}>r_{p, d}\right\}$,
- $X^{D}:=\left\{(p, d) \in \mathrm{P}: d \in X, p \notin X, \mathrm{t}_{d}-\mathrm{t}_{p}>r_{p, d}\right\}$.

Let

$$
\Delta:=\sum_{x \in X^{L}} \alpha_{x}^{L}-\sum_{(p, d) \in X^{P}} \alpha_{p, d}^{R T}+\sum_{(p, d) \in X^{D}} \alpha_{p, d}^{R T} .
$$

Since we suppose that $\mathrm{t}^{X-}$ and $\mathrm{t}^{X+}$ only violate subsets of constraints compared to t , we have $c\left(\mathrm{t}^{X-}\right) \leq c(\mathrm{t})-\Delta$ (note that this makes use of $\mathrm{t}_{s}>a_{s}$ for all $s \in X$ since otherwise $\mathrm{t}_{s}^{X-}=\mathrm{t}_{s}$ ) and $c\left(\mathrm{t}^{X+}\right) \leq c(\mathrm{t})+\Delta$. By summing these inequalities, we obtain $2 c(\mathrm{t}) \geq c\left(\mathrm{t}^{X-}\right)+c\left(\mathrm{t}^{X+}\right)$, a contradiction.

## Lemma 5.9

Let $I$ be an FPTD instance with $2 n$ stops. Then there exists an optimal schedule t of $I$ such that for each $s \in \mathrm{~S}$ :

- if $\mathrm{t}_{s}<\mathrm{t}_{n}$, then $\mathrm{t}_{s} \in \mathcal{B}^{s}\left(t_{n}\right)$ such that

$$
\begin{aligned}
& \mathcal{B}^{s}\left(t_{n}\right):=\left(\left\{b_{s^{\prime}}: s^{\prime} \in \mathrm{S}, s \leq s^{\prime} \leq n\right\}_{<t_{n}} \cup\right. \\
&\left.\bigcup_{(p, d) \in \mathrm{P}, p \leq s}\left\{\max \left\{\mathrm{t}_{n}, a_{d}\right\}-r_{p, d}\right\}\right)_{\geq a_{s}}
\end{aligned}
$$

- if $\mathrm{t}_{s}=\mathrm{t}_{n}$, then

$$
\mathrm{t}_{s} \in \mathcal{C}:=\left\{a_{n}\right\} \cup \bigcup_{(p, d) \in \mathrm{P}}\left\{\left\{b_{p}, a_{d}-r_{p, d}\right\} \cup \bigcup_{\left(p^{\prime}, d^{\prime}\right) \in \mathrm{P}}\left\{b_{p}+r_{p^{\prime}, d^{\prime}}, a_{d}-r_{p, d}+r_{p^{\prime}, d^{\prime}}\right\}\right\} ;
$$

- if $\mathrm{t}_{s}>\mathrm{t}_{n}$, then $\mathrm{t}_{s}=a_{s}$.

Proof. We consider an optimal schedule t of an FPTD instance $I$. Among all optimal schedules of $I, \mathrm{t}$ is chosen
(a) to minimise $\sum_{(p, d) \in \mathrm{P}} \mathrm{t}_{d}$, the sum of the delivery times, and such that
(b) for all $s \in \mathrm{~S}_{\leq n}$ with $\mathrm{t}_{s}<\mathrm{t}_{n+1}$, any feasible schedule $t^{\prime}$ with $\mathrm{t}_{s}^{\prime}>\mathrm{t}_{s}$ has $c\left(t^{\prime}\right)>c(t)$.

In the following we show that the schedule t has the requested properties. Due to assumptions about our model discussed in Section 5.2.1, we obviously have $\mathrm{t}_{2 n}=a_{2 n}$ and following (a) the schedule must use 'as soon as possible delivery' strategy, i.e. $\mathrm{t}_{s}=\max \left\{\mathrm{t}_{n}, a_{s}\right\}$, for every $s \in \mathrm{~S}_{>n}$.
Let $s \in \mathrm{~S}$. Notice that both $\mathrm{t}^{s-}$ and $\mathrm{t}^{s+}$ are feasible schedules. Since t is optimal, obviously $c\left(\mathrm{t}^{s-}\right) \geq c(\mathrm{t})$. We discuss separately the different options how $\mathrm{t}_{s}, \mathrm{t}_{n}$, and $\mathrm{t}_{n+1}$ can be related and make a conclusion in each case.
Firstly, we assume $\mathrm{t}_{s}<\mathrm{t}_{n}$, thus $\mathrm{t}_{s}<\mathrm{t}_{n} \leq \mathrm{t}_{n+1}$. Consider the following:

- if $\mathrm{t}^{s+}$ violates a constraint satisfied in t , then according to Lemma 5.7, it must be a time window constraint and thus there is a stop $s^{\prime} \in \mathrm{S}_{\geq s}$ with $b_{s^{\prime}}=\mathrm{t}_{s}$, hence $\mathrm{t}_{s} \in\left\{b_{s^{\prime}}: s^{\prime} \in \mathrm{S}, s \leq s^{\prime} \leq n\right\}_{<t_{n}, \geq a_{s}} \subseteq \mathcal{B}^{s}\left(t_{n}\right)$;
- if $\mathrm{t}^{s-}$ violates a constraint satisfied in t , then it must be a ride time constraint, and there is a stop $p \in \mathrm{~S},(p, d) \in \mathrm{P}$, such that $\mathrm{t}_{d}-r_{p, d}=$ $\mathrm{t}_{p}=\mathrm{t}_{s}$, hence $\mathrm{t}_{s} \in \bigcup_{(p, d) \in \mathrm{P}, p \leq s}\left\{\max \left\{\mathrm{t}_{n}, a_{d}\right\}-r_{p, d}\right\}_{\geq a_{s}} \subseteq \mathcal{B}^{s}\left(t_{n}\right)$.

Secondly, assume that $\mathrm{t}_{s}=\mathrm{t}_{n}=\mathrm{t}_{n+1}$. Let $K$ such that $\{s\} \cup\{p:(p, d) \in$ $\left.\mathrm{P}, \mathrm{t}_{p}=\mathrm{t}_{d}-r_{p, d}, \mathrm{t}_{d}=\mathrm{t}_{s}\right\} \subseteq K$ and extend it if necessary. If $\mathrm{t}_{\ell}=a_{\ell}=\mathrm{t}_{n}$ for $\ell \in K$, we also have $\mathrm{t}_{n}=a_{n} \in \mathcal{C}$. If on the other hand $\mathrm{t}_{p}=a_{p}<\mathrm{t}_{n}$ for some $p \in K$, then $p$ is a pickup. By (b) $c\left(\mathrm{t}^{p+}\right)>c(\mathrm{t})$, which means there is a stop $\ell \geq p$ with $\mathrm{t}_{\ell}=\mathrm{t}_{p}$ and $\mathrm{t}_{\ell} \geq b_{\ell}$. Also $\mathrm{t}_{\ell}=\mathrm{t}_{p}=a_{p} \leq a_{\ell} \leq b_{\ell}$, concluding $\mathrm{t}_{\ell}=b_{\ell}$. Then $\mathrm{t}_{n}=b_{\ell}+r_{p, d} \in \mathcal{C}$. On the other hand, when all $\ell \in K$ have $\mathrm{t}_{\ell}>a_{\ell}$, we can make use of Lemma 5.8. By (a) and $(n+1) \in K$, it must hold $c\left(\mathrm{t}^{K-}\right)>c(\mathrm{t})$. Further, by optimality of $\mathrm{t}, c(\mathrm{t}) \leq c\left(\mathrm{t}^{K+}\right)$, and according to Lemma 5.8 a constraint satisfied in t is violated by $\mathrm{t}^{K-}$ or $\mathrm{t}^{K+}$ :

- If $\mathrm{t}^{K-}$ violates a constraint satisfied in t , then it must be a maximal ride time constraint of a request $(p, d) \in \mathrm{P}$ with $p \in K, d \notin K$. Therefore, $\mathrm{t}_{d}>\mathrm{t}_{n}$ and by (a) it is $\mathrm{t}_{d}=a_{d}$ and $\mathrm{t}_{p}=a_{d}-r_{p, d}$. Further, by definition of $K$, either $\mathrm{t}_{n}=\mathrm{t}_{p}$ or $\mathrm{t}_{n}=\mathrm{t}_{p}+r_{p^{\prime}, d^{\prime}}$ for some $\left(p^{\prime}, d^{\prime}\right) \in \mathrm{P}$. We conclude $\mathrm{t}_{s}=\mathrm{t}_{n} \in \mathcal{C}$.
- If $\mathrm{t}^{K+}$ violates a constraint satisfied in t we can see that it cannot be a ride time constraint, since for all $(p, d) \in \mathrm{P}$ with $d \in K$ and $\mathrm{t}_{d}=\mathrm{t}_{p}+r_{p, d}$, also $p \in K$. Therefore, it is a time window constraint with $\mathrm{t}_{s}=b_{\ell}$ for an $\ell \in \mathrm{S}$ or $\mathrm{t}_{s}=b_{p}+r_{p, d}$ for a $(p, d) \in \mathrm{P}$, and thus $\mathrm{t}_{s} \in \mathcal{C}$.

Thirdly, assume $\mathrm{t}_{s}=\mathrm{t}_{n}<\mathrm{t}_{n+1}$, then $s$ a is pickup stop. Obviously, $\mathrm{t}_{n}<a_{n+1}$ due to (a) $\mathrm{t}_{d}=a_{d}$ for every delivery $d \in \mathrm{~S}_{>n}$. If $t_{s}=a_{\ell}$ for some $\ell \leq n$, then by $a_{n} \geq a_{\ell}$ and feasibility of t it is $\mathrm{t}_{s}=a_{n} \in \mathcal{C}$. Otherwise it follows from Lemma 5.8 that $\mathrm{t}^{s-}$ or $\mathrm{t}^{s+}$ violates a constraint satisfied in t :

- if $\mathrm{t}^{s+}$ violates a constraint satisfied in t , then according to Lemma 5.7, it must be a time window constraint with $\mathrm{t}_{n}=b_{n}$, and hence $\mathrm{t}_{s} \in \mathcal{C}$;
- if $\mathrm{t}^{s-}$ violates a constraint satisfied in t , then it must be a ride time constraint with $\mathrm{t}_{s}=\mathrm{t}_{n}=a_{d}-r_{p, d},(p, d) \in \mathrm{P}$, and hence $\mathrm{t}_{s} \in \mathcal{C}$.

Finally, assume that $\mathrm{t}_{s}>\mathrm{t}_{n}$. Then the stop $s$ must be a delivery stop, i.e. $s \in \mathrm{~S}_{>n}$ and the deliveries being scheduled using 'as soon as possible' strategy according to (a) $\mathrm{t}_{s}=a_{s}$.

According to Lemma 5.9, there is an optimal schedule t with $\mathrm{t}_{n} \in \mathcal{C}$, and $|\mathcal{C}|$ is quadratic in the instance size. Moreover, when $\mathrm{t}_{n}$ is fixed, each stop $s \in \mathrm{~S}_{<n}$ with $\mathrm{t}_{s}<\mathrm{t}_{n}$ belongs to $\mathcal{B}^{s}\left(t_{n}\right)$, which is linear in size. Obviously, when $\mathrm{t}_{n}$ is fixed, one can schedule all deliveries $d \in \mathrm{~S}_{>n}$ at $\mathrm{t}_{d}:=\max \left\{\mathrm{t}_{n}, a_{d}\right\}$. In the following, we show how an optimal schedule for a fixed $\mathrm{t}_{n}$ can be efficiently calculated.

Let $p \in \mathrm{~S}_{\leq n}$ be a pickup stop and $(p, d) \in \mathrm{P}$ its corresponding request. We define the function $\sigma_{p}^{k}$ as the partial cost of scheduling $p$ when $\mathrm{t}_{n}=k$ such that if $p$ is scheduled at $l$, then $\sigma_{p}^{k}(l)=\sigma_{p}^{L}(l)+\sigma_{p, d}^{R T}\left(\max \left\{k, a_{d}\right\}-l\right)$. In order to define a recursive equation for calculating the cost of the optimal schedule, we define for each pickup stop $s \in \mathrm{~S}_{\leq n}$ the function $T_{s}^{k}: \mathbb{N} \rightarrow \mathbb{N}$ :

$$
T_{s}^{k}(j):= \begin{cases}\max \left(\mathcal{B}^{s}(k) \cup\{k\}\right)_{\leq j} & \text { if }\left(\mathcal{B}^{s}(k) \cup\{k\}\right)_{\leq j} \neq \emptyset \\ -1 & \text { otherwise } .\end{cases}
$$

The call of $T_{s}^{k}(j)$ yields the largest time of the set $\mathcal{B}^{s}(k) \cup\{k\}$ which is smaller than $j$, or returns - 1 if there is no such time. Thus, given $t_{n}=k$ and a bound $j$ on the visit time for the pickup $s$, we are able to iterate over the candidate times for $s$ in $\mathcal{B}^{s}(k) \cup\{k\}$.
Thereby, we can define a recursion table calculating the minimum cost of a schedule $t$ when the value of $t_{n}$ is fixed.

## Lemma 5.10

Let $I$ be an $F P T D$ instance, $k \in \mathcal{C}$, t a minimum cost schedule of $I$ such that $\mathrm{t}_{n}=k$. Then, $c(\mathrm{t})=C[n, k]+\sum_{d \in \mathrm{~S}_{>n}} \sigma_{d}^{L}\left(\max \left\{k, a_{d}\right\}\right)$ with

$$
C[i, j]= \begin{cases}\min \left\{\begin{array}{ll}
C\left[i-1, T_{i-1}^{k}(j)\right]+\sigma_{i}^{k}(j), \\
C\left[i, T_{i}^{k}(j-1)\right]
\end{array}\right\} & \text { if } i \geq 1, j \geq a_{i},  \tag{5.6}\\
0 & \text { if } i=0, \\
\infty & \text { otherwise }\end{cases}
$$

Proof. We consider that t schedules the deliveries as soon as possible, i.e. $t_{d}=\max \left\{k, a_{d}\right\}$, for all $d \in \mathrm{~S}_{>n}$. We have $c(\mathrm{t})=$ $\sum_{s \in \mathrm{~S}} \sigma_{s}^{L}\left(t_{s}\right)+\sum_{(p, d) \in \mathrm{P}} \sigma_{p, d}^{R T}\left(\mathrm{t}_{d}-t_{p}\right)$. Here, we can write $c(\mathrm{t})=\sum_{s \in \mathrm{~S}} \sigma_{s}^{L}\left(\mathrm{t}_{s}\right)+$
$\sum_{(p, d) \in \mathrm{P}} \sigma_{(p, d)}^{R T}\left(\max \left\{k, a_{d}\right\}-\mathrm{t}_{p}\right)$. Thus, by rewriting the sum, we obtain

$$
c(\mathrm{t})=\sum_{(p, d) \in \mathrm{P}}\left[\sigma_{p}^{L}\left(\mathrm{t}_{p}\right)+\sigma_{p, d}^{R T}\left(\max \left\{k, a_{d}\right\}-\mathrm{t}_{p}\right)\right]+\sum_{d \in \mathrm{~S}>n} \sigma_{d}^{L}\left(\max \left\{k, a_{d}\right\}\right),
$$

so we need to prove that

$$
C[n, m]=\sum_{(p, d) \in \mathrm{P}}\left[\sigma_{p}^{L}\left(\mathrm{t}_{p}\right)+\sigma_{p, d}^{R T}\left(\max \left\{k, a_{d}\right\}-\mathrm{t}_{p}\right)\right]=\sum_{p \in \mathrm{~S}_{\leq n}} \sigma_{p}^{k}\left(\mathrm{t}_{p}\right) .
$$

It is easy to notice that $C[i, j]=0+\sigma_{1}^{k}\left(T_{1}^{k}\left(j_{1}\right)\right)+\cdots+\sigma_{i}^{k}\left(T_{i}^{k}(j)\right)=$ $\sum_{l=1}^{i} \sigma_{l}^{k}\left(T_{l}^{k}\left(j_{l}\right)\right)$ with $0 \leq j_{1} \leq j_{2} \leq \cdots \leq j$. Moreover, we can assume that $T_{l}^{k}\left(j_{l}\right) \geq a_{l}$ for $l \leq i$, otherwise $C\left[i, j_{l}\right]=\infty$, which cannot be a minimum. So the equation only considers times which respect the feasibility of a corresponding schedule. Hence, $C[n, k]=c(\mathrm{t})-\sum_{d \in \mathrm{~S}>n} \sigma_{d}^{L}\left(\max \left\{k, a_{d}\right\}\right)$.

Finally, to find the cost of an optimal schedule, we have to compute the value $C[n, k]$ for each $k \in \mathcal{C}$. Algorithm 3 uses dynamic programming to compute this calue in $O\left(n^{4}\right)$ time.

```
Algorithm 3: Dynamic programming algorithm for FPTD instances.
    Input: \(I\), an \(F P T D\) instance.
    Output: an optimal schedule of \(I\).
    best \(:=\infty\);
    \(C^{*}:=\) two-dimensional array;
    for \(k \in \mathcal{C}\) do // \(O\left(n^{2}\right)\)
        Compute \(C[n, k]\) with Eq. (5.6) and save the values in \(C ; \quad / / O\left(n^{2}\right)\)
        score \(:=C[n, k]+\sum_{d \in \mathrm{~S}_{>n}} \sigma_{d}^{L}\left(\max \left\{k, a_{d}\right\}\right)\);
        if score \(<\) best then
            \(C^{*} \leftarrow C ;\)
            best \(\leftarrow\) score;
    9 backtrack \(C^{*}\) to get t and set \(\mathrm{t}_{d}:=\max \left\{\mathrm{t}_{n}, a_{d}\right\}, \forall d \in \mathrm{~S}_{>n} ; \quad / / O(n)\)
    return t;
```


## Theorem 5.6

An FPTD instance $I$ with $2 n$ stops can be solved in $O\left(n^{4}\right)$.
Proof. According to Lemma 5.10, Eq. (5.6) calculates the cost of an optimal schedule. The proof shows that each time used by Eq. (5.6) to compute $C[n, k]$ can be used to create a feasible schedule. Then, by backtracking
the computed table $C^{*}$, one can obtain an optimal schedule of $I$ in linear time. Compute $C[n, k]$ for a fixed $k$ takes $O(n m)$ for $m=\max _{s \in \mathrm{~S}}\left|\mathcal{B}^{s}(k)\right|$. Since $\left|\mathcal{B}^{s}(k)\right|=O(n)$ for all $s \in \mathrm{~S}$, independently of $k$, one can calculate the optimal schedule for a fixed $\mathrm{t}_{n}=k$ in $O\left(n^{2}\right)$. This step has to be done for each $k$ in $\mathcal{C}$, thus $O\left(n^{2}\right)$ times. Hence the $O\left(n^{4}\right)$ time complexity.

### 5.6. Conclusion

We study a new model of the Dial-A-Ride Problem for the scheduling of fixed sequences with several time constraints typical in the Pickup-and-Delivery scenario. We highlight the key role of soft ride time constraints in the combinatorial complexity of the problem, as they induce the NP-hardness of the problem. Then, we prove that if the ride times are bounded by a constant, we can obtain a polynomial-time algorithm. Finally, we show that instances of the problem with a special structure can be solved efficiently, independently of the timing constraints. We believe that this result can be generalised whenever the number of times a pickup is followed by a delivery in the sequence is bounded.

All our polynomial-time algorithms for restricted instances make use of the fact that earliness at stops can be translated into a linear number of ride time constraints. Therefore, we can take advantage of increasing time windows opening times and as soon as possible deliveries properties. It may be interesting to exploit these properties in already existing algorithms and heuristics for DARP with ride time constraints.

Future research may consider other types of time constraints and more complex penalty functions in restricted instances.
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Motivated by real life challenges and pure research curiosity, we have studied several problems. In this chapter, we recall these problems, review our different results and propose some directions for future research.

### 6.1. Deciding if a 2-PDS partition exists

In Chapter 2, we defined the notion of proportional density, a new paradigm in graph theory that combines local and global properties of the graph within a same inequation. We focused on the problem of finding a 2-PDS partition in a graph, that is, a partition of the graph into two proportionally dense subgraphs. Previous research proposed polynomial-time algorithms to find a 2-PDS partition in several classes of graphs, such as trees and graphs with maximum degree 3. However, the existence of graphs without a 2-PDS partition was unknown and our goal was to settle this question, originally asked in [10]. With a computer based approach, we have been able to find small counterexamples and, from their properties and structural similitudes, we defined an infinite family of graphs without a 2-PDS partition. We noticed that all other graphs we generated up to 10 vertices have at least one connected 2-PDS partition, and hence decided to generate all the connected graphs with 11 vertices to check whether they all admit a 2-PDS partition, and if it is connected. We obtained graphs that have a disconnected 2-PDS partition but not a connected one, and we described an infinite family of such graphs. These results answer our original question and more, but the complexity of deciding if a graph admits a (connected) 2-PDS partition remains unknown. Our infinite families are a good start for finding structural properties of graphs to ensure that they admit, or not, a (connected) 2-PDS partition.

### 6.2. PDS of maximum size

The notions of proportional density and proportionally dense subgraph were used again in Chapter 3 to define the MAx PDS problem, which consists in finding a PDS of maximum size. The problem is motivated by the concept of 2-PDS partition, though dropping the requirement that all the vertices are in a PDS.

We proved several hardness results for MAx PDS, such as its APX-hardness on split graphs and NP-hardness on bipartite graphs. We also show that deciding if a PDS is inclusion-wise maximal is coNP-complete, even on bipartite graphs.

We gave a polynomial-time $\frac{2 \cdot(\Delta-1)+1}{\Delta}$-approximation algorithm, with $\Delta$ the maximum degee of the graph, proving at the same time that the problem is APX-complete. This algorithm always returns a PDS of size $\left\lceil\frac{n}{2}\right\rceil$ or $\left\lceil\frac{n}{2}\right\rceil+1$, which implies that all graphs have a PDS of one of these sizes. However, the returned PDS is not necessarily connected and it would be interesting to look for approximation algorithms returning a connected subgraph.

Then, we considered the problem on Hamiltonian cubic graphs and proved that all Hamiltonian cubic graphs except two have a PDS of size $\left\lfloor\frac{2 n+1}{3}\right\rfloor$, which is an upper bound on the size of a PDS in a cubic graph. Moreover, such a PDS can be found in linear time if a Hamiltonian cycle is given as an additional input. We conjecture that every cubic graph (apart from our two exceptions) has a PDS of size $\left\lfloor\frac{2 n+1}{3}\right\rfloor$. We also propose a stronger conjecture stating that for any positive integer $d$, there exists $t$ such that every connected $d$-regular graphs with at least $t$ vertices has a PDS of size $\left\lfloor\frac{(\Delta-1) \cdot n+1}{\Delta}\right\rfloor$.

### 6.3. Colourful components problems

In Chapter 4, we considered two graph partitioning problems on vertex-coloured graphs, namely Colourful Components and Colourful Partition. These problems are motivated by comparative genomics, but are also very close to well studied graph problems such as Graph Motif, Multicut and MultiMultiway Cut.

The first part of our contributions is related to the complexity of the problems on $k$-caterpillars. In particular, we proved that both problems are NP-complete on binary 4 -caterpillars, on ternary 3 -caterpillars and on quaternary 2 -caterpillars. These results answer an open question raised in [18] regarding the complexity of the problems on trees with maximum degree at most 5 . Yet, we were able to give a linear-time algorithm that solves the problem on 1-caterpillars without restricition on the maximum degree and even if the backbone induces a cycle. While the fact that the problem is polynomial-time solvable on 1-caterpillars is not surprising, it is however very interesting to obtain a linear time complexity. Besides, our algorithm is an improvement from the previously known quadratictime algorithm on paths [36] and applies to a much wider class of graphs. Note that only three open cases remain to obtain a complete dichotomy on $k$-caterpillars: the complexity on binary 3 -caterpillars, binary 2 -caterpillars and ternary 2 -caterpillars.

We then considered the complexity of Colourful Components in planar graphs with small degree. It was proved in [17] that the problem is NP-complete on 3 -coloured graphs with maximum degree 6 . Using the same kind of reduction, we were able to prove that the problem remains NP-hard on 5-coloured planar graphs with maximum degree 4 and on 12 -coloured planar graphs with maximum degree 3. Our results answer an open question from [18] about the complexity of Colourful Components in $\ell$-coloured graphs with maximum degree 5 , for some constant $\ell$. This hardness result is as good as possible with regard to the maximum degree since the problem becomes polynomial-time solvable on graphs
with maximum degree 2 (disjoint union of paths and cycles). One interesting question is whether the problem remains NP-complete when the number of colours is decreased but the maximum degree is 3 or 4 .

### 6.4. Scheduling with soft time constraints

In Chapter 5, we studied a scheduling problem in the context of Dial-A-Ride problems with fixed route and soft time constraints. An instance is a fixed sequence of stops and a set of requests, associated with time window and ride time constraints. Our model does not allow earliness at stops, and hence each stop is given a time window constraint associated with one penalty function for scheduling the stop late. Each request, i.e. an ordered pair of stops representing the pickup and the delivery, is associated with a ride time constraint and a penalty function. The penalty functions are linear and non-decreasing. The goal is to find a schedule of minimum cost, with regard to the constraints.

An interesting first result is that the earliness at stops can be rewritten in terms of ride time constraints. This observation allows us to transform our instances into instances where the earliness at a stop is not allowed, and in turn provides us with useful properties on the instance that we can exploit to design efficient algorithms.

To the best of our knowledge, the complexity of the problem was not known when allowing soft ride time constraints. We showed that the problem is NP-hard even when the time window constraints are hard, that is, when only the ride time constraints can be violated. Then, we proposed several polynomial-time algorithms for restricted types of instances. First, we showed that the problem is polynomial-time solvable whenever the ride time constraints are hard, highlighting their importance in the complexity of the problem. Then, we gave a parameterized algorithm for instances with bounded maximum ride time. We also showed that minimising lateness penalties and sum of the ride times can be done in linear time. Finally, we proved that the underlying structure of some instances can be exploited to obtain efficient algorithms. In this regard, we showed that if all pickups precede all deliveries, then the problem can be solved with a dynamicprogramming algorithm. This last result gives hope for a parameterized algorithm for instances in which the number of pickups followed by a delivery is bounded.

Future research may try to develop efficient algorithms for non-linear penalty functions, and eventually consider the approximation of the problem.
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[^0]:    ${ }^{1}$ Since we consider decision problems in NP and NP $\subseteq$ PSPACE, the problems we study can be solved using a polynomial amount of space.

[^1]:    ${ }^{2}$ https://www.claymath.org/millennium-problems/p-vs-np-problem

[^2]:    ${ }^{1}$ For the generation of the graph, we used the program geng from the gtools suite [69]: http://pallini.di.uniroma1.it/

