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Abstract

The generation of biomedical research data on the African continent is grow-

ing, with numerous studies realizing the importance of African genetic diver-

sity in discoveries of human origins and disease susceptibility. The decrease in

costs to purchase and utilize such tools has enabled research groups to produce

datasets of significant scientific value. However, this success story has resulted

in a new challenge for African Researchers and institutions. An increase in

data scale and complexity has led to an imbalance of infrastructure and skills

to manage, store and analyse this data. The lack of physical infrastructure has

left genomic research on the continent lagging behind its counterparts abroad,

drastically limiting the sharing of data and posing challenges for researchers

wishing to explore secondary analysis, study verification and amalgamation.

The scope of this project entailed the design and implementation of a proto-

type genome archive to support the effective use of data resources amongst

researchers. The prototype consists of a web interface and storage backend

for users to upload and browse projects, datasets and metadata stored in

the archive. The server, middleware, database and server-side framework are

components of the genome archive and form the software stack. The server

component provides the shared resources such as network connectivity, file

storage, security and metadata database. The database type implemented in

storing the metadata relating to the sample files is a NoSQL database. This

database is interfaced with the iRods middleware component which controls

data being sent between the server, database and the Flask framework. The

Flask framework which is based on the Python programming language, is the

development platform the archive web application.

The Cognitive Walkthrough methodology was used to evaluate suitabil-

ity of the software for its users. Results showed that the core conceptual model

adopted by the prototype software is consistent and that actions available to

the user are visible. Issues were raised pertaining to user feedback when per-

forming tasks and metadata term meaning. The development of a continent

wide genome archive for Africa is feasible by utilizing open source software
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and metadata standards to improve data discovery and reuse.

The source code for this project can be found at:

https://github.com/jamietyger/AfricanGenomeArchive
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Glossary

ansible Minimalist open source software

Homonym Multiple words having the same spelling but different meaning.

HTTP (HyperText Transfer Protocol) The underlying protocol of the

World Wide Web. Defines the format and transmission of messages.

IaaS (Infrastructure as a service) The provision of cloud based virtual-

ized resources over the internet.

IP (internet protocol) address Numerical label assigned to a device con-

nected to a computer network

Middleware Software that bridges the operating system/database and the

application

NGS (Next-generation sequencing) Term given to modern sequencing

technologies that sequence DNA and RNA quicker than previous meth-

ods such as Sanger sequencing.

P2P (Peer-to-peer) Distributed network architecture that shares tasks or

workloads between peers.

terabase 1012 base pairs of genetic sequence data.

Terabyte 230, i.e. approximately 1012, bytes of data.

XML (Extensible markup language) provides a tagging system for en-

coding documents in a human-readable and machine-readable way.

ZIP An archive file format that supports lossless data compression.
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Chapter 1

Rationale

Genomic research carried out on the African continent is increasing, with

studies focusing on genetically diverse African-based cohorts to make new

scientific discoveries and insights on diseases such as Malaria, Mycobacterium

tuberculosis (TB) and HIV/AIDS. Africa is on the brink of making great

strides in the development of biomedical research, with unique opportunities

in infrastructure, skills, collaboration and policy creation.

The generation of genomics data is highly distributed on the African con-

tinent, and mainly carried out by individual scientists or small research groups.

The reduction in cost for accessing Next Generation Sequencing (NGS) tech-

nology and analysis platforms has enabled these groups to produce rich large-

scale datasets (both quantitative and qualitative) in their respective focus

areas. Scientific researchers and the general public are able to make efficient

use of this data through data repositories. Data repositories facilitate the

storage, retrieval and query of data and its metadata, improving information

management and data preservation. Researchers require access to this NGS

data in formats relating to the different stages of their analysis such as FASTQ

pairs, Binary Alignment Map (BAM) files and Variant call format (VCF) files.

VCF files in particular, assist researchers in producing a phylogeny, leading

to research outputs which can benefit the relevant population being studied.

Metadata provides valuable information regarding data content, struc-

ture and context to the research community by enabling data discoverability.

However, the lack of consistent metadata standards (Warner et al., 2016) and

frameworks has hampered the progress of researchers who need to complete

substantial “data cleaning” before proceeding. The CrowdFlower Data Sci-

entist Report (2017) which surveyed 179 data scientists, highlights that data

scientists spend 51% of their time collecting, labelling, cleaning and organising

1
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data. The greater cost and effort involved to produce such large datasets, mean

more care is needed to preserve metadata accuracy and consistency to improve

reusability. The creation of ontologies can prove useful in this regard (Dugan

et al., 2014). Presently, data resources in Africa tend to be “siloed” in nature,

residing at the institution level, with little or no integration between research

groups. This has substantially limited the discoverability potential of data be-

tween research groups and significantly limited data reuse amongst researchers

wishing to explore secondary analysis, study verification and amalgamation.

By 2025, global genomics data being stored annually is expected to equal

or exceed the three other major Big Data domains, i.e. Astronomy, YouTube

and Twitter (Stephens et al., 2015). With African populations possessing

great genetic diversity but underrepresented on the global stage (Sirugo et al.,

2019), Africa is poised to be at the forefront of any future global genomics ex-

pansion. It is therefore necessary to formulate the development of an African

Data Archive to handle the impending data deluge. Presently, African re-

searchers are utilizing data repositories located outside of the continent. This

has revealed inadequacies in organisation, infrastructure and skills which are

crucial in sustaining the growth and development of Genomics research carried

out in Africa.

The research question this project aims to answer is:

With a view to manage African genetic datasets, can a genomic data archive

be created to store data files and metadata relating to their relevant biosamples,

with an established metadata ontology?

1.1 Aims and Objectives

The aim of this research project is to design and implement a proof-of-concept

African genomic archive that addresses researcher needs for a genomic data

storage solution.

The research objectives this project aims to achieve are:

1. To assess the practical functionality of an African Genome Archive.

2. Implementation of iRods as a metadata store.

http://etd.uwc.ac.za/ 
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3. Establish a set of minimal Mycobacterium tuberculosis data standards.

4. Implement a web front end with search engine functionality.

5. Package and publish the software.
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Chapter 2

Literature Review

2.1 Introduction

This chapter explores the domain of the thesis, through a review and discussion

of relevant literature.

2.2 Historical Background

The early years of Bioinformatics research collaboration involved researchers

publishing their newly determined sequences in literature. Thus any person

wishing to utilize it, would require a copy and input the sequence by hand

into their computer. Furthermore, another means would be to simply courier

your punch cards or magnetic tape on request. This process was time con-

suming and costly but surprisingly still employed today. This occurred before

the development of the world wide web we know today. Codd (1970) pro-

posed a relational data model, which led to the development of the relational

database. Shortly thereafter, electronic repositories were established such as

the Protein Data Bank (Bernstein et al., 1977), which was the first electronic,

open access resource for biological sciences. Researchers began to realize that

computer assistance was necessary in order to cope with an increase in data

acquisition due to new sequencing technologies (Gingeras and Roberts, 1980).

With technical solutions being found to handle the influx in data volume, a

new crisis emerged in the 1990s relating to data interoperability. While larger

volumes of data were being stored annually, discovering relevant and related

resources became much more of a challenge (Robbins, 1996). This required

a refinement in community coordinated effort to develop much needed data

standards through schemas and ontologies.

4
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2.3 Metadata

The growth of digital repositories has accentuated the urgent need to advance

infrastructure to support the reuse of data and generated interest in data

management and metadata. In 1969, Jack Myers coined the term “META-

DATA” and registered it as a trademark of the Metadata Company in 1986,

which provides medical related software and services (Caplan, 2003). The

term metadata (Meta stemming from the Greek prefix ‘meta’, meaning “af-

ter” or “beyond” and data being a piece of information or fact) is now widely

used in the public domain by computer scientists, statisticians, biological re-

searchers and librarians as describing “data about data” (Hey and Trefethen,

2003). Metadata is not entirely exclusive to electronic information, due to the

cataloguing of resource material in libraries, museums and archives prior to

the development of electronic data storage solutions and the world wide web.

Greenberg (2003) describes metadata as “structured data about an object that

supports functions associated with the designated object—with an object be-

ing any entity, form or node for which contextual data can be recorded”.

2.3.1 Metadata in Genomics

Metadata in the various information resource communities (libraries, archives,

museums) tends to group metadata elements by the various functions they

support (Greenberg, 2005). Scientific metadata provides investigators who

are often separated by space, time, institutions or disciplinary norms, the nec-

essary information to establish common ground (Hey and Trefethen, 2005;

Jones et al., 2001; Lawrence et al., 2008; Edwards et al., 2011). Genomics

researchers increasingly make use of high-throughput sequencing technologies

to generate data, which is paired with metadata to aid data discovery, access

and reuse (Huang and Qin, 2013). The accompanying metadata often refers

to information about a dataset or sample and may include methods of sam-

ple collection, machines and chemicals used for sequencing (de Vries et al.,

2014). Highly detailed and structured metadata can be valuable to genomics

researchers, who wish to build upon or extend existing research.

http://etd.uwc.ac.za/ 
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2.3.2 Biological Ontologies

Metadata consistency and accuracy are genuine concerns amongst researchers

who are looking to discover and reuse datasets. Metadata accuracy refers to

having a valid description of the data object, whilst consistency implies having

uniform metadata fields for similar data and the use of a consistent vocab-

ulary. Ontologies are a way to assure metadata consistency. An ontology is

defined as a thesaurus which describes the relationship and meaning of their

defined terms (Kless et al., 2012). They can be traced back to Aristotle who

began describing entities that exist and grouped them based on similarities

in a hierarchical structure (Cohen, 2000). They enable both data integration,

data exchange, efficient information and text mining approaches through their

definition of common controlled vocabularies. Levine et al. (2015) developed

a Mycobacterium tuberculosis ontology, to encourage integration within their

project and to leverage public domain TB data. Terms defined with permissi-

ble values included the Assay Platform, HIV Status, Ethnicity and Mycobac-

terium strain. NCBI accession numbers were also annotated. The issue of

synonyms, homonyms and spelling conventions are mitigated with the use of

ontologies, which establish consistent semantics.

The complexity of biological systems and dataset size has created a de-

pendence of knowledge stored in a computable form for researchers. Reposito-

ries such as BioPortal (Noy et al., 2009), host over 300 biomedical ontologies

which can be browsed and reviewed by researchers. Multiple representation

formats such as OBO, OWL and UMLS are also supported. Ontologies can

also be queried using the Ontology Lookup Service (Côté et al., 2006) by

EMBL-EBI which provides a single point of access to the latest ontology ver-

sions.

Specialist initiatives such as the Gene Ontology project (GO) (Gene On-

tology Consortium, 2004) aims to develop ontologies at the molecular, cellular

and tissue systems by mapping biological functions classed as ‘terms’ and

their relationships to one another in the form of a directed acyclic graph. GO

annotations are evidence based systems which relate a specific gene product

(protein, non-coding RNA or macromolecular complex) to an ontology term.

The ontology, combined with annotations, aid the description of a compre-

hensive biological systems model. The initiative has proved widely successful
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in representing over 40,000 concepts and the annotation of gene functions in

140,000 peer reviewed papers. Conducting a gene ontology enrichment analy-

sis on a dataset enables researchers to identify relevant groups of genes which

function together, reducing the number of molecular functions.

The Open Biomedical Ontologies (OBO) Foundry has the objective to

develop a family of interoperable ontologies that are both logically well-formed

and scientifically accurate. Participants commit to the principles of public use,

collaborative development and common syntax based on ontology models that

work well such as Gene Ontology (Smith et al., 2007). This aids in manag-

ing the increasing branching structure as additional data becomes available.

The OBO foundry defines a vocabulary for term relations, featuring relations

such as “ends during”, “has part” and “occurs in”. Schulz et al. (2006) argue

that these mereological relations are insufficient if a researcher is moving from

instance-level relations to class-level relations, meaning further standardized

relations are required.

2.4 Data Repositories and Standards

Data repositories enable content and metadata to be deposited and managed;

offering fundamental services such as access control, put, get and search. They

are well trusted, supported and sustainable (Heery and Anderson, 2005).

Enhancing access to resources has played a major role in establishing reposi-

tories with many adopting open access policies regarding data and metadata.

According to Heery and Anderson (2005), “Repositories form an intersection

of interest for different communities of practice: digital libraries, research,

learning, e-science, publishing, records management and preservation.” To

publish in modern journals, it is becoming an increasing requirement that the

raw data used be made publicly available in a standard format (Nature Cell

Biology, 2008). Most require that authors deposit their data into a major se-

quence archive such as GenBank, European Genome-phenome Archive (EGA)

and DNA Data Bank of Japan (DDBJ). These repositories are well curated

and closely integrated with one another. Other field specific repositories exist

such as PATRIC which focuses on bacterial infectious diseases.
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2.4.1 GenBank

GenBank was formed in 1982 by the National Institute of Health to be a

“timely, centralized, accessible repository for genetic sequences” (Bilofsky and

Christian, 1988). Today, it is a comprehensive public database that stores

nucleotide sequences for over 420,000 species. The majority of submissions

made are from Whole Genome Sequencing (WGS) and other high throughput

data projects. In 2018, the repository grew to over three terabases in size,

hosting over 1 billion sequence records and experiencing approximately 40%

annual growth (Benson et al., 2018). GenBank collaborates closely with the

European Nucleotide Archive (ENA) and the DDBJ in using a common unique

identifier (accession number) for records. Data is also shared daily between the

collaborative archives. Researchers are able to make their submissions to the

repository using the ‘BankIt’ tool or the NCBI submission form. The BankIt

tool enables researchers to upload their sequences without the need to learn

formatting rules or vocabulary. Once the submission is received, GenBank

staff proceed to assign an accession within 2 days. Authors wishing to keep

their sequences private until publication should inform GenBank to ensure

timely release. The Entrez retrieval system (Schuler et al., 1996) is used to

search the repository and multiple databases. The results include various file

formats such as FASTA and XML, with links to related records.

2.4.2 EGA (European Genome-Phenome Archive)

The European Genome-Phenome Archive was launched in 2008, to meet the

demands for an archive that provided secure storage and access to authorized

users (Lappalainen et al., 2015). Data is only released to authenticated re-

searchers for specific use. Submitters to the archive have to ensure that the

data submitted is in line with national laws and consent agreements. The

EGA brokers access to the datasets on behalf of the submitting organization

through the use of a Data Access Committee (DAC). The DAC is a committee

typically formed of individuals involved in the creation of the study such as

funders, institutional members or individual researchers. The DAC has the

mandate to approve access to the datasets it controls. Submissions can be

made using the EGACryptor (European Genome-Phenome Archive, 2017b)

which verifies accepted file types and the EGA Submitter Portal (European
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Genome-Phenome Archive, 2017a) which supports XML formats. The reposi-

tory metadata can be browsed publicly, with each study assigned an accession

number. Datasets can be downloaded using the EGA Download Client, with

authenticated user login. The archive has grown to over 1700 TB in size, with

over 2302 studies (Lappalainen et al., 2015).

2.4.3 GSA (Genome Sequence Archive)

The Beijing Institute of Genomics (BIG) developed the Genome Sequence

Archive (GSA) to be the core resource of its BIG Data Center (BIG Data Cen-

ter Members, 2016) and to meet the demands of Chinese researchers who faced

bottlenecks in data transfer from INSDC (International Nucleotide Sequence

Database Collaboration) databases. The archive stores both raw sequence

data and metadata (Wang et al., 2017). The GSA implements the Interna-

tional Nucleotide Sequence Database Collaboration (INSDC) data standards

and structures. Data is classified into BioProject, BioSample, Experiment

and Run objects as seen in Figure 2.1. The BioProject object is assigned an

accession number and contains project metadata such as description, fund-

ing information, submitter organization and publication(s). The BioSample

object is also given an accession number and contains metadata relating to

sequencing type and methods. The Run object has a unique accession number

and contains the sequence data relating to the experiment.

Storage of various file formats such as FASTQ, BAM and VCF are sup-

ported, with over 200 TB of sequence data archived from 39 institutions in

2016 (Wang et al., 2017). Researchers wishing to submit data to the archive

can do so via an input wizard for metadata and FTP (file-transfer protocol)

for sequence data. Data stored in the archive can be made publicly available

or private by submitters. A web based interface is provided for users to browse

the archive, with search functionality to query multiple databases.

2.4.4 MIAME

The BBSRC (Biotechnology and Biological Sciences Research Council) sug-

gests in their data management plan that “data should be accompanied by

the contextual information or documentation (metadata) needed to provide

a secondary user with any necessary details on the origin or manipulation
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Figure 2.1: Organization of metadata objects in the GSA (Genome Sequence
Archive, 2019)

of the data in order to prevent any misuse, misinterpretation or confusion.

Where standards for metadata exist, it is expected that these should be ad-

hered to” (Biotechnology and Biological Sciences Research Council, 2019).

The heterogeneous nature of genomics research has meant many competing

and overlapping metadata standards. Their ultimate purpose is to ensure

data generated can be verified, analysed and interpreted by the broader scien-

tific community. The Minimum Information about a Microarray Experiment

(MIAME) was developed by Brazma et al. (2001) at the Functional Genomics

Data Society. The standard describes the need “to enable the interpretation of

the results of the experiment unambiguously and potentially to reproduce the

experiment” (Brazma et al., 2001). Many journals and funding agencies now

require authors working on microarray-based transcriptomics experiments to

comply with the MIAME standard. The standard itself is composed of six

core elements listed in Table 2.1, with Figure 2.2 providing a schematic view

of their relationships.
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Table 2.1: Components of the MIAME standard (Brazma et al., 2001)

Element Description

Raw Data
Data extracted from the imaging files (CEL or GPR)
relating to Hybridisation

Normalized Data The final normalized data (Gene Expression Data Matrix)
Sample Annotation Experimental factors and values
Experimental Design Defined relationship between sample and data
Array Annotation Gene Identifiers and coordinates
Lab Protocols Experimental and data protocols used in the laboratory

Figure 2.2: Schematic representation of the six data types captured in the
MIAME standard (Brazma et al., 2001)

The MIAME standard requires data to be presented using the MAGE-

TAB (Rayner et al., 2006) (spreadsheet) format. Tools have been developed by

data standards communities to aid researchers in annotating their data. An-

notare (Shankar et al., 2010) is a tool which supports researchers to construct

MIAME-compliant annotation files based on the MAGE-TAB format.
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2.4.5 Tab-Based Formats

The use of tab based formats has also gained traction amongst scientific re-

searchers. Originating from the Study Data Tabulation Model (SDTM) (Wood

and Guinter, 2008) it was designed for the electronic submission of clinical

study data. MAGE-TAB (supporting microarray data) and ISA-TAB (Gonzál-

ez-Beltrán et al., 2012)(supporting numerous experiments such as high through-

put screening, mass spectrometry and gel electrophoresis) are two formats used

by researchers to collect and manage metadata. The advantages over XML

(Extensible Markup Language), relate to an increase in human readability and

familiarization with spreadsheet formats. Tab-based formats, through the use

of multiple tools such as isaConverter (isatools, 2019), have the capability

to be converted to XML. The MAGE-TAB format implements the MIAME

requirements by referencing the core components listed in Table 1. MAGE-

TAB is comprised of three files: The Investigation Description Format (IDF)

file which contains information pertaining to the researcher, experiment de-

scriptions and bibliographic references. The Array Design Format (ADF) file

contains the assignment of sequences to positions and the Sample and Data

Relationship Format (SDRF) file describes the mapping of samples to object

data which is contained in the raw and processed data files, represented in

ASCII or binary format.

The ISA-TAB framework is based on three main entities: Investigation,

Study and Assay (Sansone et al., 2006), with the aim of structuring metadata

and describing the relationship between samples and data. The format like

MAGE-TAB, can be built using spreadsheets or programmatically with the

aim to communicate information. The use of ontologies and controlled vocab-

ularies is not mandated and left to the discretion of those implementing the

framework. The format itself, is comprised of four components: An Investi-

gation file, Study file, Assay file and Data file. The investigation file contains

declarative information which is referenced in other files and links several study

files to an investigation. The study file contains contextual information on the

assays and their references. The Assay file references information on the assay

(expression, protocols) and the Data file which can consist of raw, normal-

ized or processed data. The main difference between the ISA-TAB framework

and MAGE-TAB, lies in ISA-TAB’s ability to complement existing biomedical
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formats such as the Study Data Tabulation Model (Sansone et al., 2008).

2.5 FAIR Data

To alleviate the present state of affairs regarding metadata, guiding princi-

ples were proposed by Wilkinson et al. (2016) to improve data reusability

and discovery. The FAIR principles are a set of guiding principles in order

to make data Findable, Accessible, Interoperable and Reusable (Wilkinson

et al., 2016). These principles not only apply to data but to workflows, al-

gorithms and tools. The principles have been implemented in various degree

in data repositories such as Dataverse, UniProt and FAIRDOM. Where these

repositories fall short in their “FAIRness”, is in the lack of integration and

harmonization of data. The integration of data resources in workflows is in-

creasing in demand, as well as the need for data provenance. The use of

multiple repositories is leading to less integration and discovery, whilst exac-

erbating the issue of data reproducibility and reusability. These principles are

detailed in Table 2.2.

The principles can also be adopted by researchers when sharing their

own research data; the context being distinguished between the sharing of

raw data within their research group and results with the wider public and

research community. The FAIR principles can be implemented through basic

guidelines. For example to be Findable, data should at least include version-

ing. Interoperable and Reusable, meaning the data collection process should

be noted and metadata described using clear unambiguous semantics which

can be adopted from community standards. There are multiple options to

make data Accessible, such as P2P networks and HTTP servers . It should be

noted that the FAIR principles are not a standard or implementation solution.

They are used as a common measurable denominator to evaluate whether the

data in your institution are findable, accessible, interoperable and reusable,

providing guidance to data management stakeholders.

2.6 Data Sharing

The field of genomics is becoming increasingly attractive for Sub-Saharan

African countries to relieve the burden of both communicable and non-commu-
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Table 2.2: Summary of FAIR guiding principles (Wilkinson et al., 2016)

Principle Description

To be Findable:

F1. (meta)data are assigned a globally unique and
persistent identifier

F2. data are described with rich metadata
(defined by R1 below)

F3. metadata clearly and explicitly include the
identifier of the data it describes

F4. (meta)data are registered or indexed in
a searchable resource

To be Accessible:

A1. (meta)data are retrievable by their identifier using
a standardized communications protocol

A1.1 the protocol is open, free, and universally
implementable

A1.2 the protocol allows for an authentication and
authorization procedure, where necessary

A2. metadata are accessible, even when the data are
no longer available

To be Interoperable:

I1. (meta)data use a formal, accessible, shared, and
broadly applicable language for knowledge representation.

I2. (meta)data use vocabularies that follow FAIR principles

I3. (meta)data include qualified references to other (meta)data

To be Reusable:

R1. meta(data) are richly described with a plurality of
accurate and relevant attributes

R1.1. (meta)data are released with a clear
and accessible data usage license

R1.2. (meta)data are associated with detailed provenance

R1.3. (meta)data meet domain-relevant community standards
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nicable diseases on their populations. There are also the added benefits of

localized cost-effective innovations and improvements in health care systems.

There is however a large disparity in the location of research being conducted,

for example Adedokun et al. (2016) in a study of research publications in

Sub-Saharan Africa from 2004 to 2013 found that South Africa had produced

three times more publications than any other sub-Saharan African country

during its period. This has been attributed to the South African commitment

to funding and improving its biotechnology infrastructure. Other institutions

are struggling to produce high-quality research due to power supply, internet

connectivity and literature access. The concept of generating large genomic

datasets remains novel to many African institutions due to these limitations,

with many choosing to outsource their sequencing or download data from a

publicly available dataset abroad. The transferring of datasets remains a te-

dious task for many institutions on the African continent. Internet connections

are slow and intermittent due to poor local infrastructure, low investment in

public electrical supply and in some cases adverse weather conditions. The

lack of the necessary computing capacity in skills and hardware has led to in-

stitutions physically transporting their data to locations which have suitable

infrastructure for storage and processing. This approach carries security risks

as well as possible ethical and legal issues regarding the storage location and

data access.

The ultimate goal for scientific data management is to network related

information systems and to secure vulnerable data. The way forward for

‘open science’ and to enhance an eScience culture (Deus et al., 2008) is to

further develop funded data repositories which provide storage infrastructure

for both data and researcher analysis with curation to achieve long term data

preservation. There are great benefits to be had in providing easy access

to raw and primary data in the reuse of data for answering new scientific

questions, meta studies, theory comparison and revealing of scientific mis-

conduct (Fanelli, 2009). Researcher collaboration is an essential part of sci-

entific research, however young researchers have not received mentorship in

open science and smaller institutions being wary of publishing data in public

archives (Gewin, 2016).

Many African researchers are familiar with the ardent process of sharing
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and storage of biological samples, which should be done in accordance with

the legislative requirements of their respective countries. This is partially

due to the ‘helicopter science’ and ‘sample safari’s’ of the 1990s and due to

national government awareness in the value of these samples. This in turn

establishes genomic sovereignty and national security. This approach, while

ample for the specific time period, did not foresee the future in the generation

of large scale genomic data produced by African researchers. As of 2014,

only Cameroon, Ethiopia and Tanzania incorporated ethical guidelines that

focus on data and sample sharing (de Vries et al., 2014). Data sharing is

a common requirement for funding agencies who wish to maximize the use

of data generated to receive a greater ‘return on investment’. These returns

can take the form of research validation and in future hypothesis studies.

Despite the clear benefits, African researchers remain fearful of sharing their

data. Concerns mainly preside over recognition and financial rewards. The

latter raising concerns of an emerging stigma that African researchers are

‘mere data collectors’ being unable to make significant contributions to the

scientific community. The lack in infrastructure and specialist skills has meant

the turnover for African Research is lagging behind the rest of the world,

with research groups abroad making use of data generation, data archiving

and data processing to quickly generate publications. The concerns of data

release and secondary analysis use are highlighted by a study on the role

of ethical metadata in genomics research in Africa (de Vries et al., 2014).

Several data repositories have taken on the responsibility of forming Data

Access Committees (DACs) made up of one or multiple individuals who have

the mandate to release data to external requestors based on consent and/or

national research ethics.

2.7 Storage and Data Management

2.7.1 Cloud Storage

Large quantities of genomic data being generated are often classified as un-

structured data. Unstructured data normally refers to flat-files which lack

metadata detailing information on their content and provenance. One such

method of handling such data is object based management, whereby attributes
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are assigned to the data files making them available for query. Object storage

was conceived in the 1990s by Gibson et al. (1997) to increase scalability and

meet bandwidth demands in distributed networks.Object storage is of partic-

ular use to the genomics community due its support for large quantities of

files and modifiable metadata. Another benefit of object storage is the abil-

ity to import external data from different sources in various formats and to

publish them using a common framework integrated with existing relational

data. This enables data elements to be associated in a way that supports

user-defined analysis. The development of object storage is still ongoing in

many projects including Google File System, GlusterFS, Swift and Amazon

AWS S3.

Data is a fundamental asset for bioinformaticians in analysis and knowl-

edge discovery. Thus bioinformatics cloud services are highly dependent on

data storage. Data as a Service (DaaS) through the use of object storage

solutions has enabled data to be accessed from anywhere at any time and

has reduced the traditional costs of purchase and maintenance of computing

infrastructure (Dai et al., 2012). Amazon AWS has provided a central repos-

itory for public biological datasets and archives such as GenBank, Ensembl,

Unigene and datasets from other scientific research fields such as astronomy

and chemistry.

Big data storage and analysis can be achieved by placing data in the

cloud as DaaS and moving code to be executed in the cloud. Presently only

a small proportion of biological data is accessible in the cloud with AWS

providing GenBank, Ensembl and 1000 Genomes. The vast majority is still

stored in traditional biological datasets. Subsequently, workflows executed in

cloud environments are limited.

2.7.2 Data Management Systems

There are several approaches to managing biological data. A spreadsheet

based approach utilizes programs such as Microsoft Excel and Openoffice Calc

to capture and store sample metadata. These programs are familiar to re-

searchers with laboratory backgrounds. A naive high performance computing

(HPC) approach is typically used to store data files, where user groups are

given rights and access to protect their data. As no ‘real’ database is used,
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this approach lacks measures ensuring data consistency between users (Arita,

2008). This makes it unsuitable for the management of experimental data.

2.7.2.1 iRods

The Integrated Rule-Oriented Data System (iRods), is an open source data

management system which enables user access, management and sharing of

data across multiple storage systems whilst maintaining redundancy and secu-

rity (Hedges et al., 2009). The middleware was developed to meet the increas-

ing demand for digital creation in projects generating large quantities of data.

The approach taken by iRods to automate curation through the use of policies

or ‘iRules’, which specific actions to be taken, given a set of conditions. The

iRules Engine enables the implementation of application specific processing,

which can support specialized metadata management (Hedges et al., 2009). A

prominent component of iRods, is its metadata management function. iRods

enables metadata to be added to stored files using a (key, value, unit) triplet

format. This metadata can be searched using SQL-like queries using the com-

mand line (iCommands) or programmatically through client API’s such as the

Python iRods Client (iRods Consortium, 2018). The iRods middleware has

been used in both genomic metadata (Nieroda et al., 2019) and data (Chiang

et al., 2011) projects.

2.7.2.2 OneData

OneData is a global data management system that enables distributed data

storage resources to be accessed in a transparent way (Wrzeszcz et al., 2017).

Researchers are becoming increasingly reliant on distributed access to large

datasets. These datasets are generated by various institutions and utilize mul-

tiple storage technologies and infrastructure. OneData primarily focuses on

user authentication and authorization for data by provisioning for secure shar-

ing and flexible metadata. It builds upon existing data management solutions

such as Dropbox or local Ceph instances by decentralizing management; sim-

plifying deployment and reducing access and authorization complexity. One-

Data has been deployed as e-infrastructure by EUDAT and EGI to support the

West-Life project which provides computation and data management services

to structural biologists (Morris et al., 2019).
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2.8 Conclusion

The above chapter references literature highlighting the potential for the devel-

opment of a Genome Archive on the African continent. The motivation which

can be ascertained in the large quantities of data being generated by research

groups requiring storage and curation. An opportunity was recognized in

leveraging the use of ontologies of data standards to improve metadata collec-

tion and curation. This also presents opportunities for study verification and

amalgamation. The FAIR principles can be used to guide policy and manage-

ment to improve discoverability. The next chapter will discuss the methods

and materials of the thesis.
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Chapter 3

Design

3.1 Introduction

In the previous chapter, the potential development of an African Genome

Archive was identified. This chapter will outline the domain of the thesis and

the required functionality of the proposed software. A systematic approach is

taken whereby the problem is modularized and relevant details are established.

The scope of this project follows the conceptual design of a genome archive

and the implementation of a working prototype.

3.2 Project Requirements

This thesis aims to meet the specific research questions outlined in chapter one

in demonstrating a proof-of-concept solution. The African Genome Archive is

the name given to the software product produced by this thesis, which expands

upon existing research lab storage infrastructure. The software was primarily

written in the Python programming language, with a web based front-end to

enable the user to upload their project files and to browse metadata stored in

the archive. iRods was utilized as middleware; communicating between the

web application and backend to manage metadata and file storage.

3.3 System Context

Figure 3.1 depicts the Genome Archive software which interfaces with a pre-

existing storage environment. A web interface is used to elicit key metadata

from the submitter and to provide options for storage location and categories.

When the user uploads their project file and accompanied metadata, the

genome archive software manages the metadata for each sample and stores

the accompanied files in the relevant storage location. Users are then able to

browse and query the various projects uploaded.

20
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Figure 3.1: Model describing Genome Archive use cases

3.4 Use Cases

This section outlines example use cases for the proposed genome archive.

Storing metadata and data files in an organized manner

The increase in the number of datasets and dataset size has resulted in re-

searchers struggling to retrieve datasets or files for analysis with the accompa-

nying metadata. In this particular case a researcher may upload their dataset

and metadata to a storage environment which hosts the data. The data project

which is uploaded links the individual files and metadata which is then stored

in a location chosen by the researcher. Subsequent to the completion of the

upload, the researcher is then able to access and browse the project files and

metadata, potentially resulting in greater data awareness.

Browse and query metadata and data stored in the archive

In another instance, a researcher may be looking for datasets to compare

results or to evaluate work flows. It is also possible that a researcher may be

looking for a collaboration partner who is working with a similar dataset. The

metadata and data storage solution offered by this project enables researchers

to query datasets and metadata, using relevant search terms which could aid

data discovery.

3.5 Conceptual Model

The components of the software architecture are detailed in the conceptual

model. The following section presents the system model of the African Genome

Archive. Figure 3.2 depicts the user interaction with the archive system and
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its components. The model also showcases the system responses based on the

user instructions.

Figure 3.2: User interaction model for the African Genome Archive

3.5.1 User

The user interfaces the African Genome Archive using the provided web inter-

face. Initially the user is taken to the home screen, where they are presented

the options of uploading a project or submitting a search query (browsing the

repository). The user can select to upload a project, where they are presented

with a form to input high-level project metadata and to select the project

file to be uploaded. The user is also able to submit a search query using the

search box and to browse projects and files under their specific categories.

3.5.2 African Genome Archive System

The Genome Archive system is hosted on a web server which interfaces with

a backend storage environment. The backend system handles the majority

of the work in running the genome archive, engaging both the user and the

storage environment in translating instructions. The archive system verifies

project files that are uploaded and links individual file metadata. It is also

responsible for handling user metadata queries, where results are displayed to

the user via the web interface.

http://etd.uwc.ac.za/ 
 



23

3.6 Architectural Detail

Figure 3.3 expands on the conceptual model shown in Figure 3.2, to give a

comprehensive description of the components of the African Genome Archive

system.

Users of the African Genome Archive need to authenticate the creden-

tials with the iRods backend in order to be granted access. These credentials

would be obtained from their host repository (local institution). For the pur-

(a) Data upload process

(b) Data retrieval process

Figure 3.3: Detailed archive architecture diagram
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pose of this thesis, dummy login details are assumed and the user is imme-

diately granted access. Once on the home page, the user is presented with

the option of uploading a project. The Upload Project page presents the user

with a mandatory form that requires completion.

The user can then submit this form and the project file to the archive

system, where the ZIP file is validated and the project name checked for

uniqueness. The ZIP file contents which contain the metadata and sample

files are then extracted to the chosen repository storage location. An iRods

Collection is then made linking the form metadata submitted by the user to the

project and the metafile contained in the project file to the individual sample

files. Once this is completed the user is then able to browse and download the

sample files and metadata.

The Home Page also contains a search box where the user is able to

input search terms to query metadata stored in the archive system. When the

search button is pressed an iRods query is initiated on the collections stored

and the sample file metadata. The results of the query are then displayed to

the user.

3.7 Backend Architecture

Figure 3.4: Backend model for the African Genome Archive

Figure 3.4 gives an overview of the backend architecture which contains

the server, middleware, database and server-side framework components of

the genome archive. These components form the software stack. The server
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component provides the shared resources such as network connectivity, file

storage, security and metadata database. The database type implemented in

storing the metadata relating to the sample files is a NoSQL database. This

database is interfaced with the iRods middleware component which controls

data being sent between the server, database and the Flask framework. The

Flask framework, which is based on the Python programming language, is the

development platform of the archive web application.

3.8 Technical Functionality Requirements

The overarching goal of the African Genome Archive software is to provide

researchers with an accessible user interface to store their data and meta-

data. The archive should also facilitate the discovery of datasets amongst

researchers. The functionality requirements defined below aid in meeting the

research objectives defined in Chapter One.

Users are able to upload data and metadata without the need for

technical expertise

Project submission and upload by the user should be processed automatically

by the system, which handles metadata annotation.

Users are able to browse datasets uploaded by other users

The user should be presented with datasets and metadata submitted by other

users which they are granted access to and able to download.

User friendly web interface

The user should be presented with an easy to use, clear and readable web

interface which abstracts commands and technical details.

Users are able to access and adapt a pre-existing metadata template

The application should provide and support a metadata template which users

can utilize for their datasets, with some fields being mandatory.
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3.9 PATRIC Ontology Exploratory Analysis

Prior to the development of the software, a survey was conducted of South

African Mycobacterium tuberculosis data hosted at PATRIC (Wattam et al.,

2013) (Pathosystems Resource Integration Center). This was done in order to

determine the requirements of the metadata schema to be used by the Genome

Archive. The PATRIC website provides numerous pathogen datasets from

multiple geographic locations and analysis tools to support biomedical research

on bacterial infectious diseases. The dataset obtained contained 998 South

African Mycobacterium tuberculosis samples and was exported into a comma

separated value (CSV) format. The exploratory analysis was completed using

the Python Pandas package and Jupyter notebooks.

The dataset included 53 column headings which were of type 64-bit in-

teger, Object (String) and 64-bit float. 15 columns were found to have no

data relating to them. These included Latitude, Longitude, Body Sample

Site, Type Strain and Culture Collection. The dataset was then checked for

metadata inconsistencies. Fields such as ‘Isolation Source’ was found to con-

tain varying string values such as ‘sputum’, ‘Bodily fluid’, ‘pleura’, ‘Excreted

bodily substance’, ‘NaN’, ‘Pus’, ‘Sputum’, ‘Clinical Isolate’, ‘Likely Sputum’,

‘tuberculosis patients during a TB epidemic’, ‘patient’ and ‘clinical isolate’.

A wide variety of date formats were also used to define the sample collection

date. This included YYYY, DD/MM/YY, MM/DD/YY, DD-Month-YYYY,

ISO 8601 format and year ranges e.g. 1900/2013. More surprisingly is the

discrepancy seen in the ‘Host Gender’ field where inconsistencies can be found

in the definition of male and female. The values obtained for this field are:

‘Female’, ‘Male’, ‘NaN’, ‘male’. The ‘Host Age’ field reported integer values

but also contained the string value ‘Adult’. The variation in metadata con-

sistency is potentially related to the eight different sequencing centers which

produced the sample metadata. Not a Number (NaN) refers to null values

in the dataset. The bar chart depicted in Figure 3.5(a) shows the percentage

of NaN values in the dataset on an annual basis. Figure 3.5(b) depicts the

average percentage of NaN values produced by the Sequencing Centres on an

annual basis.
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(a) Annual NaN value percentage

(b) NaN value percentage by Institution

Figure 3.5: Exploratory analysis results

3.10 Conclusion

The above chapter describes the domain of the thesis and required function-

ality of the proposed software. The components of the suggested solution are

identified and interpreted in order to develop the systematic approach to the

project. The next chapter discusses the software implementation.
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Chapter 4

Implementation

4.1 Introduction

The development of this project followed a systematic approach, whereby the

problem is modularized and relevant details are established. This chapter will

discuss the project scope involved in designing and implementing a working

prototype to aid conceptualization of an African Genome Archive.

4.2 Software

The Flask micro web framework was used in conjunction with the iRods data

management software to create and deploy the solution.

4.2.1 Project Breakdown

Figure 4.1: Component interaction model of the Genome Archive

Figure 4.1 provides a visual overview of the layout and interaction of

components in the archive system.
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4.3 Backend

4.3.1 Hardware

The Genome Archive is hosted on a virtual machine running Ubuntu 16.04,

with 2GB RAM and 20GB of storage. The OpenStack Infrastructure as a

Service (IaaS) platform located at the South African National Bioinformatics

Institute (SANBI) was used to manage the virtual instances and connectivity.

4.3.2 Web Rendering

The main application file is served by initiating the Flask server on the pro-

visioned virtual machine. Running the Flask server required the installation

of Python-pip, xlrd, simplejson and the python-irods client. An ansible script,

see Appendix A, was written to automatically install the dependencies once

the virtual machine was deployed on the network. During the development

phase the server was started using the following command:

$ python run.py

The command launches the Flask web server which runs on the IP ad-

dress of the virtual machine and connects to clients using the standard HTTP

port 80. When a user navigates to an endpoint, the appropriate template is

built and served. This script interfaces with the views.py script (Listing 4.1)

which manages backend and storage functionality.

4.3.3 Main Backend Operations

Listing 4.1: views.py script

from app import app

if __name__ == "__main__":

app.run(host=’0.0.0.0’)

The views.py (Listing 4.1) script contains all the interaction commands

and methods necessary for the application to function. The script abstracts

storage operations and metadata parsing; utilizing the iRods python client to

provide the web application with responses. The script also contains variables
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such as ‘allowed project extensions’ and ‘PROJECT UPLOADS’ which act

as definitions for the storage component. Methods pertaining to getting the

overview of projects stored in the archive, getting project ID’s, metadata and

generating data file URLs are also included to be accessed by the user via the

web interface.

The operations described below are core components of the genome

archive software:

Upload Project

The upload project method manages both POST and GET requests from

the web server. If the request is a GET, the method renders the upload-

project.html page which is displayed to the user. The user is then able to

enter metadata and submit a project file to the archive, which is handled as a

POST request. If a POST request is received, the submission form is checked

for errors and the uploaded project file is acceptable for storage in the archive.

The uploaded file is then moved to a storage location, where its contents are

extracted. iRods collections are created for the project and its related samples

using the metadata provided.

Listing 4.2: Upload project method

@app.route("/upload-project", methods=["GET", "POST"])

def upload_project():

if request.method == "POST": #If project being uploaded

if request.files:

project = request.files["project"] #get files

if project.filename == "": #check if project file has

no name

print("No filename")

return redirect(request.url)
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if allowed_project(project.filename): #make sure

project is acceptable

filename = secure_filename(project.filename)

project.save(os.path.join(app.config["PROJECT_UPLOADS"],

filename))

print("Project saved") #SAVE PROJECT to Disk

print(app.config["PROJECT_UPLOADS"]+"/"+filename)

req = request.form #project metadata

with

zipfile.ZipFile(app.config["PROJECT_UPLOADS"]+"/"+filename,"r")

as zip_ref: #unzip file

zip_ref.extractall(app.config["PROJECT_UPLOADS"]+"/"

+req[’projectname’]+"/")

print("Project Unzipped")

irods_createCollection("/irods_1zone/home/user/"+

req[’projectname’],req) #create Project

Collection with metadata submitted

print("Collection Created")

# create Collection for each sample in metadata

createsample_collections(app.config["PROJECT_UPLOADS"]+

"/"+req[’projectname’]+"/","/irods_1zone/home/user/"+

req[’projectname’]+"/")

return redirect("/")

else:

print("That file extension is not allowed")

return redirect(request.url)
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return render_template("public/upload_project.html",

hide_button=False)

View Projects

Listing 4.3 illustrates the projects function that handles GET requests which

result in the rendering of the projects.html template, displaying the results of

querying the archive by project. An iRods session is initiated using the user

login and iRods zone credentials. The iRods session performs the ‘get ’ method

to request all collections from the provided zone. These results are then col-

lated in a dictionary, with the key being the Collection ID and the value being

the metadata relating to the project in a JSON format. The dictionary is then

passed to the flask rendering template function that transcribes the data pro-

vided into a presentable format for the user to view using the projects.html

template.

Listing 4.3: View projects method

@app.route("/projects")

def projects():

try:

env_file = os.environ[’IRODS_ENVIRONMENT_FILE’]

except KeyError:

env_file =

os.path.expanduser(’~/.irods/irods_environment.json’)

with iRODSSession(irods_env_file=env_file ,host=’localhost’,

port=1247, user=username, password=passw,

zone=’irods_1zone’) as session:

coll = session.collections.get("/irods_1zone/home/usern")

#get all collections
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projects = dict() #make projects dict

for col in coll.subcollections:

col2=session.collections.get(col.path) #get collection

colmeta=col2.metadata.items() #get metadata

metadata= irodsmetaJSON(colmeta) #convert metadata to

JSON

metadata[’path’]=app.config["PROJECT_UPLOADS"]+"/"+

metadata[’projectname’]

projects[col.id]=metadata #add to projects dict

return render_template("public/projects.html", projects=projects)

Download sample

The download sample method, shown in Listing 4.4, is used to return the files

relating to a specific sample in a project requested by the user for download.

The input parameters for this method are the project and sample name. The

path location for the sample is then used to retrieve the metadata which

contains the file types stored for the sample and includes their location. A

ZIP object is created, containing the sample files requested. The resulting

ZIP file is then processed and submitted to the user as a download.

Listing 4.4: Download sample method

@app.route("/download-sample/<projectname>/<samplename>")

def download_sample(projectname,samplename):

colpath="/irods_1zone/home/user/"+projectname+"/"+samplename

col = irods_getCollection(colpath)

objmeta=col.metadata.items() #get metadata

metadata= irodsmetaJSON(objmeta) #convert metadata to JSON

files =[metadata[’BAMfilename’],metadata[’VCFfilename’],

metadata[’FASTQ_r1filename’],metadata[’FASTQ_r2filename’]]

filepath=app.config["PROJECT_UPLOADS"]+"/"+projectname

dfilepath=app.config["PROJECT_DOWNLOADS"]
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#create a ZipFile object

zipObj = ZipFile(dfilepath+"/"+samplename+".zip", ’w’)

# Add multiple files to the zip

for sfile in files:

if sfile != "NULL":

zipObj.write(filepath[:]+"/"+sfile,basename(filepath[:]+

"/"+sfile))

# close the Zip File

zipObj.close()

try:

return

send_file(dfilepath[len("app/"):]+"/"+samplename+".zip",

attachment_filename=samplename+".zip")

except Exception as e:

return str(e)

Query Archive

Listing 4.5 illustrates the source code for implementing the query func-

tionality which enables users to search for specific terms in the archive. Firstly

an iRods session is created using the login and zone credentials provided. In-

side of the iRods session a query is initiated, requesting all collection names

and data objects in the archive. This query is then filtered to remove archive

items which are temporarily stored due to deletion and items not containing

the search term. The results are then placed into a dictionary and returned

to its parent function.

Listing 4.5: Download sample method

def irods_search(term):

try:

env_file = os.environ[’IRODS_ENVIRONMENT_FILE’]
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except KeyError:

env_file =

os.path.expanduser(’~/.irods/irods_environment.json’)

with iRODSSession(irods_env_file=env_file ,host=’localhost’,

port=1247, user=username, password=passw,

zone=’irods_1zone’) as session:

queryZone = session.query(Collection,

CollectionMeta).filter(Criterion(’=’, CollectionMeta.name,

’repository’)).filter(Criterion(’like’, CollectionMeta.value,

term))

for result in queryZone:

if "trash" not in result[Collection.name]:

item =dict()

item["CollectionName"]=result[Collection.name].split(’/’)[-1]

#add value to dictionary

item["CollectionID"]=irods_getCollection(

result[Collection.name]).id

item["CollectionPath"]=result[Collection.name]

item["CollectionOriginID"]=irods_getCollection(

result[Collection.name]).id

results[result[Collection.name]]=item

return results

4.3.4 Backend Storage

Figure 4.2 shows the metadata template which is completed by the researcher

for each project that they upload to the archive. The template uses the

Microsoft Excel spreadsheet format, which can be modified using various open

source spreadsheet software suites such as Open Office.

The storage location of sample data files uploaded to the archive is shown

in Figure 4.3. Projects uploaded to the archive are provided their own storage

space through an iRods collection. The project metadata is then linked to
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Figure 4.2: Metadata template in spreadsheet format

this collection. Individual files that form part of the uploaded project are

also given a collection. In this example the ‘SAWC123’ sample has a BAM

file, FASTQ files and a VCF file linked. Figure 4.4 shows the metadata for

a sample accessed by using the ‘imeta’ command which queries the NoSQL

database of the archive.

Figure 4.3: File storage location

4.3.5 Installation

The source files for the African Genome Archive can be obtained from its

Github repository using the following command on a Ubuntu operating system

terminal:

$ git clone https://github.com/jamietyger/AfricanGenomeArchive.git

The installation and setup of the software was completed using the ‘Read

Me’ guidelines located on the Github repository.
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Figure 4.4: Metadata for sample stored in the NoSQL database

4.4 Frontend

4.4.1 Web Structure

HTML was used to segment and structure the content of the archive being

served by the flask server. Seven template HTML pages were created to

present the various features of the archive. This included: home page, single

project page, multi-project page, repository page, sample page, search page

and a project upload page.
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All pages were structured using the following pseudocode template:

# HTML Doc Tag

# Header Tag

# Stylesheet and javascript references

# Page Title

# NavBar---Menu links to Dashboard, Projects and Repository

# SearchBar input box with ’Search’ Button

# Links to Docs and User account

# Main Container for content

# Page footer

This pseudocode is the foundation of the ‘public template.html ’ file,

which is a Jinja template containing variables and tags which can be replaced

with values and manage the logic of the template. The Flask micro web

framework is able to interpret and render the templates leading to modular

and extensible web page design.

Every web page served by the archive software includes a navigation bar

which includes the ability to collapse when the site is viewed on a smaller

screen device. The items that are hidden can be viewed by clicking on the

‘burger’ icon in the top right hand corner which in turn opens a drop down

menu containing the items.

Bulma v0.8.0, a free, open source cascading style sheet (CSS) framework

was used to style the web application. The library is accessed using an external

content distribution network (CDN) rather than downloaded and stored in a

local directory.
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4.4.1.1 Web Application User Interface

The African Genome Archive was hosted on a virtual machine at SANBI and

accessed via its assigned IP address. The index page of the archive software

is depicted in Figure 4.5, featuring the navigation bar which contains links to

the project pages, repository pages and search functionality.

The blue upload project button is located in the top right hand corner of

the web page. Clicking on the button will direct the user to the upload project

section of the website, where users presented with a form in which they need to

enter metadata about the project and the storage repository relating to their

institution (Figure 4.6). Once the user clicks the upload button, the project

files and metadata are stored and processed in the iRods environment.

The top navigation bar contains a link to the ‘Projects‘ section of the

archive. As seen in Figure 4.7, the projects page displays all projects which

have been uploaded to the archive. The user input project metadata is dis-

played, as well as the unique Project ID. Download buttons are provided to the

user if they wish to download the entire project or metadata to their device.

When a user clicks on the highlighted Project ID for the project they

wish to view, the user is then taken to the individual project page (Figure 4.8)

which displays the samples relating to that project and metadata. A download

button on the right hand side allows the user to download all related BAM,

VCF and FASTQ files of the sample.

Figure 4.9 illustrates the sample metadata view, which is accessed by

Figure 4.5: Genome Archive home page
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Figure 4.6: Upload project page

Figure 4.7: Browse projects page

clicking on the Sample ID on the project page. The entire metadata set for

the sample is displayed and download buttons are generated for the associated

data files. The metadata set includes non mandatory metadata fields.

The search results page (Figure 4.10) formats the keyword results which

were submitted in the search box located in the navigation bar. Relevant

sample files are displayed with links to their parent projects and metadata

pages. Projects which are associated with the search term are also returned

to the user.
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Figure 4.8: Individual project page

Figure 4.9: Sample metadata view
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Figure 4.10: Search results

4.5 Tools

The following tools are acknowledged in their use for the completion of the

software project:

• Visual Studio Code—A source-code editor developed by Microsoft,

• GitHub—An online Git repository for source control,

• Virtual Box—A free and open-source hosted hypervisor for x86 virtual-

ization and

• Jupyter Notebooks.

4.6 Discussion

The Wellcome Trust Sanger Institute (WTSI) implementation of iRods as a

data management system (Chiang et al., 2011) received positive feedback from

users when accessing data, which may be linked to researchers having strong IT

skills coming from a bioinformatics background. Presently the system is used

to manage and access Binary Alignment/Map files which are then accessed by

user pipelines for further analysis. Issues relating to data upload were found

in performing multiple uploads (resolved by updating iRods and patch instal-

lation) and the lack of error messages providing feedback to users. Networking

and hardware issues were also noted. The iRods middleware software is a ma-

ture software project with active development and a strong community. The
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installation process is well documented and straightforward. The limitation

of the iRods software is seen in its python client which is not updated as reg-

ularly as the central code base with very limited documentation of code, if

any. Certain modules pertaining to object search functionality in the NoSQL

database were inoperative, resulting in a custom workaround solution for the

genome archive prototype. A metadata issue was also found in the annotation

of float value data types to the relevant sample. The solution to this issue

was to store all metadata values in string data type. The dependency on the

python client is not ideal, given the importance and scale of the data involved.

An alternative solution would be to utilize the C/C++ iRods client which has

a vastly greater integration with the iRods software and code library.

Similarities to the African Genome Archive prototype are seen in the

tagging of metadata to the sample files, however the WTSI implementation

maintains a separate tracking database which is queried by Perl modules. The

architecture of the African Genome is comparable to the EGA system provided

by EBI-EMBL, in that users are submitting data and metadata to the archive

using web input tools. The metadata catalog can be browsed by the public

with the data accessed only by accredited users. The African Genome Archive

prototype lacks the implementation of a data access committee seen in the

EGA, limiting the usage of certain datasets due to ethical considerations.

4.7 Conclusion

This chapter summarized the software implementation used in developing the

genome archive software. The next chapter will discuss the testing methodol-

ogy and system evaluation.
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Chapter 5

Testing Methodology

5.1 Introduction

The African Genome Archive aims to provide researchers with a platform

that stores and manages data relating to their research projects. The archive

facilitates the use of metadata standards, which enable researchers to actively

discover newly uploaded datasets. This chapter discusses the testing method-

ology implemented to address the issues raised by the research questions noted

in Chapter 1 and discussion of results.

5.2 Usability Testing

The goal of the testing phase is to perform rudimentary tasks on the system

which are to be compared to existing methods used by researchers. The eval-

uation is then utilised in identifying ‘software bugs’, assessing whether the

software requirements are met and in measuring the quality of the product

before release. Usability testing is a popular technique introduced in the late

1980s, used to evaluate user performance and acceptance of systems (Wichan-

sky, 2000). In effect, to analyse how suitable a design is for its target user

group. In this regard, user testing is more commonly seen in the development

process of primitive prototypes. Multiple inspection methods such as heuristic

evaluation (Pinelle et al., 2008) and feature inspection are used in highlighting

design issues in the software and interface (Nielsen et al., 1994).

5.2.1 Cognitive Walkthrough

The Cognitive Walkthrough (CW) is a usability inspection method which is

used to predict the ease of use of the software by simulating the user problem-

solving process in a given scenario. The approach was developed in the 1990s

and has seen widespread use in websites, automatic teller machines and pro-
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gramming languages (Blackmon and Bainbridge, 2004). The CW method

has also faced resistance from researchers who tend to find this approach to

be tedious and time consuming (Wechsung, 2014). Given that an African

Genome Archive software would be utilized by researchers with varying ex-

pertise and experience, a CW evaluation of the three core software components

(Figure 5.1) is suitable.

Figure 5.1: User testing experiment components

5.2.2 Experiment Definition

A two-phase approach described by Ghalibaf et al. (2018) was adopted when

carrying out the CW evaluation. The first phase being the preparatory phase

where the user scenario is outlined and relevant tasks and action sequences

are established. This phase is then executed leading into the evaluation phase

which identifies user highlighted issues with the software.
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5.2.3 Preparation Phase

5.2.3.1 Target User Definition

The target user definition is used to determine the expected user profile and

attributes of the software users. Users of the archive are expected to be in the

bioinformatics field and assuming the role of a data depositor or data retriever.

Users are expected to have a basic level of computer literacy and a range in

different knowledge and skill areas.

5.2.3.2 Scenario Definition

The scenario definition is required to specify a representative and frequently

faced user situation. A routine scenario for the genome archive is as follows:

A researcher has a dataset with its accompanying metadata and wishes

to upload, and store it on the Genome Archive. As soon as the upload is

complete they wish to view their stored project in the archive and browse the

sample metadata. The researcher then wishes to browse other data stored in

the archive and carries out a search query on the archive. Once they have

found the sample that they are looking for, they download it to their personal

computer.

5.2.3.3 Action Sequence Definition:

The determined scenario is then analysed and separated into tasks which are

performed in order to complete the scenario. Table 5.1 shows a list of tasks

relating to the scenario defined. As shown in Table 5.2, Task 1 is comprised

of multiple actions which are completed in sequence to achieve the task. The

complete action sequences for tasks can be found in Appendix B.
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Table 5.1: Scenario task list

Task Number Task Description No. of actions User Role

1
Upload the resultant
ZIP file to the archive

5 Data Depositor

2
Find the uploaded project
in the archive

3 Data Retriever

3
View metadata relating to
sample from uploaded project

2 Data Retriever

4
Find a project in the archive
using the search functionality

5 Data Retriever

5
Download a sample file from
the newly discovered project

4 Data Retriever

Total 19 actions

Table 5.2: Task 1 action sequence

No. Description Type
1.1 Click on ‘Upload’ on the home page User action
1.2 Display metadata input form System response
1.3 Enter information into form User action
1.4 Click on ‘Choose file’ to select Project ZIP file User action
1.5 Click on upload User action

5.2.4 Evaluation Phase

The evaluation phase analyses the user interaction with the software by ex-

amining the action sequence and tasks outlined in the preparation phase.

5.2.4.1 Measurement Criteria

The measuring criteria assess the ease of use of the software, by inspecting each

action performed by the user. Blackmon et al. (2002) outlined in their paper,

four questions to be employed when conducting a cognitive walkthrough:

1. Will the user try and achieve the right outcome?

2. Will the user notice that the correct action is available to them?

3. Will the user associate the correct action with the outcome they expect

to achieve?

4. If the correct action is performed; will the user see that progress is being

made towards their intended outcome?

The first question analyses whether the user has the correct conceptual

model and performs the correct action at the correct time. Question 2 refers
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to action being visible to the user, evaluating whether they can see what they

need to do. The third question makes reference to labelling and signifiers, in

that the user can recognize the action as the correct one. Question 4 references

the user’s understanding of the feedback provided by the software.

5.2.4.2 Analysis Methodology

The defined scenario was then performed by carrying out the established tasks.

A qualitative and quantitative approach was taken whereby each task in the

action sequence was evaluated using the measure criteria questions, with a

‘Yes’ or ‘No’ response. A ‘No’ response mandated a recommendation or prac-

tical solution. The results and findings are presented in the experiment results

section of this thesis.

5.2.5 African Genome Archive ontology

The exploratory analysis of the PATRIC metadata ontology in Chapter 3,

influenced the construction of the ontology implemented for Mycobacterium

tuberculosis data deposited in the genome archive. Metadata fields were chosen

to form the core components of a sample collected and uploaded to the system.

Table 5.3 describes the key fields which are mandatory for users to submit in

their sample metadata.

Table 5.3: Mandatory metadata fields

Field Description Type

Filename (BAM,VCF,FASTQ)
The name of the assembly file
relating to the sample
(Must match exactly)

String

Sample ID Unique Identifier for sample String
Collection Year Year sample was collected Integer
Collection Month Month sample was collected Integer
Collection Day Day Sample was collected Integer

Country
Name of country where the
sample was collected

String

Researchers are able to include their own metadata fields if they so

wish. Examples include drug resistance, accession numbers, sequencing Cen-

tre, strain and sample source.
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The Genome Archive requests metadata input from the user when sub-

mitting a project. The requested metadata is listed in Table 5.4.

Table 5.4: Project submission form metadata

Field Description Type
Project Name Name of project given by user String

Species
Name of species relating to
the dataset (e.g. Pathogen)

String
(Predefined values)

Category
The specific sample category
relating to the dataset
(e.g. M.Tuberculosis)

String
(Predefined values)

Repository Storage location for the dataset
String
(Predefined values)

Figure 5.2 is derived from the metadata fields mentioned in Table 5.3 and

Table 5.4. The figure represents an ontological view of the Mycobacterium

tuberculosis projects hosted in the archive and the relationship with their

associated samples.

Figure 5.2: Genome Archive ontological view
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5.2.6 Experiment Results

A total of five tasks with altogether 19 actions were performed in order to

achieve the defined scenario. See Tables 5.1 and 5.2 and also Tables B.1a

to B.1e in Appendix B. The evaluation methodology was executed, with 76

questions being answered, resulting in 9 issues being raised with the software.

5.2.6.1 Quantitative Results

Table 5.5 shows the number of identified problems which were highlighted

using the measurement criteria questions and their percentages.

Table 5.5: Issues found in relation to criteria questions

Issues Question 1 Question 2 Question 3 Question 4
Number of issues found 0 0 2 7
Percentage (%) 0 0 22 78

Table 5.6 depicts the percentage of problems detected in each task, with

their percentages.

Table 5.6: Issues found in relation to tasks

Issues Task 1 Task 2 Task 3 Task 4 Task 5
Number of issues found 2 2 1 1 3
Percentage (%) 22 22 11 11 33

5.2.6.2 Qualitative Results

The qualitative findings of the evaluation are seen in Table 5.7, with a de-

scription of the issue and a suggested solution provided. Duplicate issues were

removed.

5.2.7 Discussion

The CW method of evaluating software usability enabled a systematic ap-

proach to assess the suitability of the African Genome Archive system. The

methodology does not consider the validity and accuracy of data and meta-

data stored, however, it does present the usefulness of the software to users.

Software issues are highlighted to guide further development and research of

the software. Question 4 presented the highest percentage of issues highlighted

with the software. The main source of which is the lack of user feedback when
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Table 5.7: Results of qualitative evaluation

Problem Description Recommendation
Lack of user understanding of input boxes Implement Tooltips

No user feedback when project uploaded
Redirect user to status page
displaying upload status

Project page metadata unclear
Improved labelling with
descriptions

Sample page metadata unclear
Provide detailed explanation
and meanings of metadata terms

Download not labeled on project page Add label

User download feedback not clear
Add status message when user
downloads file

executing a task. Question 3 highlighted issues with users failing to recognize

actions which are caused by inadequate labelling and metadata descriptions.

The result of these problems are increased user dissatisfaction and reluctance

to use the system. Questions 1 and 2 noted no issues which suggests that

the core conceptual model used is consistent and that the actions available to

the user are clearly visible. The majority of issues seen were in relation to

Task 5, which lacked metadata explanation, labelling and user feedback. The

reasoning for the large number of issues can be attributed to the large number

of actions required to complete the task and task complexity. Due to the fact

that several issues were raised by the CW methodology, it can be suggested

that further evaluation methods be used in order to complement the existing

evaluation and to form a comparison of issues raised.

5.3 Conclusion

This chapter summarized the experiment design and testing methodology used

in evaluating the genome archive software. The next chapter will discuss the

summary and future work of the thesis.
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Chapter 6

Summary and Future Improvements

6.1 Introduction

The results of this project have laid the foundation for further investigation

into the development of multi-site distributive data storage for bioinformatics

researchers. In the continued expansion of research projects and data growth

on the African continent, it is evident that developing an archive platform will

aid researcher efforts in delivering their scientific analysis and data discovery.

Recent projects such as the H3A Africa Data Archive (Parker et al., 2019),

have been built to sustain human genomic and phenotypic data generated by

their projects and aid data submission to the European Genome-Phenome

Archive.

6.2 Summary

The African Genome Archive project was aimed at providing a solution to

the ever escalating issue of research data management. The issues alluded

to in Chapter 1, highlighted a need for effective data management for small

research groups and the implementation of metadata standards. A proof-of-

concept archive platform was designed and developed as an aid for researcher

metadata and data storage. The genome archive prototype was deployed on

an existing private researcher environment which provided an opportunity to

evaluate its value in a functioning research data workflow.

The observations made in this thesis show that the development of an

African Genome Archive is possible from a technical implementation. iRods

was successfully implemented in brokering data and metadata for researchers.

Nevertheless, more consensus is needed amongst the research community in

terms of metadata standards. This is a continued effort and will improve

with increased networking and collaboration amongst institutions. On the
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data packaging process, users were capable of preparing their allocated data

and metadata for upload to the archive. There is room for specific tools to

be developed to aid this process, however that would be accompanied with

increased maintenance.

The archive featured a simple to use web interface which in turn made

it easier for researchers to store and link data to metadata. Researcher use of

the software was consistently in line with the proposed conceptual model and

users actions required being visible. This was aided by the use of a graphical

user interface and labelling of actions. Issues regarding the use of the correct

action and more prominently the lack of user feedback in certain circumstances

limited user progress towards completing the task.

The African Genome Archive project achieved the research goals set out

in Chapter 1, in creating an iRods based storage platform which supported

Mycobacterium tuberculosis data and metadata. A technical issue is raised

by the dependence on using iRods as a middleware component in its long

term sustainability. Due to the open source nature of iRods, its development

and support is heavily reliant on its community assistance and growth. The

web front end and search functionality were successfully implemented, and the

software made available to potential users on its GitHub repository.

The project has demonstrated that the creation of an African Genome

Archive is feasible, in allowing researchers to deposit data and metadata in

an environment that makes data discovery possible. It enables researchers

to be less reliant on private data storage, allowing data to be shared and

used in continuous research efforts. The increased development of community

data standards can further aid this process and research study amalgamation

projects on the continent.

6.3 Future Improvements

With the current research environment tending towards distributed cloud ar-

chitectures for analysis workflows, various improvements can be made to the

Genome Archive system:
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Utilize Cloud Storage Environments

This would enable researchers to leverage cloud based data storage solutions

where localized storage is insufficient.

Security Limitations

Presently, the archive platform only supports open access pathogen data which

does not have any ethical restrictions. In the future, should human genetic

data be stored on the archive, increased attention to data security and access

would be required. A solution would be to develop an access control mech-

anism whereby privileges are granted by a committee overseeing data access

and ethical clearance submissions. Encryption could also be used in securing

sensitive data.

Data Retrieval Interface

Improvements can be made in enabling users to download multiple datasets

at the same time. A shopping cart approach can be taken whereby users add

datasets to their ‘cart’ and are able to ‘checkout’/download their requested

files.

Metadata standards development

Collaboration input from various research groups would be beneficial to the

establishment of minimal data standards. Greater community consensus is

required before an implementation can be considered. Future versions of the

Archive software will look to extend collaboration with existing metadata stan-

dards communities such as The Open Biological and Biomedical Ontologies

(OBO) Foundry to avoid development in isolation. Detailed descriptions and

explanations of metadata terms can also be included when interacting with

the user interface.

Software Integration

There is potential to integrate the archive for use with data analysis platforms

such as the Galaxy Project, where data from the archive is utilized in multiple

workflows.
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User Feedback Interface

The inclusion of system status prompts to inform the user of their progress or

task completion.
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Appendix A

Ansible Tasks

Listing A.1: Ansible Tasks - main.yml

---

- name: get irods apt key

apt_key:

url: https://packages.irods.org/irods-signing-key.asc

state : present

- name: add irods apt repository

apt_repository:

repo: "deb [arc=amd64] https://packages.irods.org/apt/ {{

ansible_distribution_release }} main"

filename: renci-irods.list

- name: install irods

apt:

name: "{{item}}"

state: present

update_cache: yes

loop:

- irods-server

- irods-database-plugin-postgres

- name: correct host name

block:

- name: run hostname command

shell: "hostname {{ ansible_hostname.split(’.’)[0]

}}.sanbi.ac.za"

changed_when: false
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- name: change hostname file

lineinfile:

path: /etc/hostname

regexp: ’.*’

line: "{{ ansible_hostname.split(’.’)[0] }}.sanbi.ac.za"

- name: correct hosts file

template:

src: "{{role_path}}/files/hosts.j2"

dest: /etc/hosts

owner: root

group: root

mode: 0644

- name: deploy config files

template:

src: "{{role_path}}/files/setup_input.txt.j2"

dest: "/home/ubuntu/setup_input.txt"

- name: check if irods is setup

stat:

path: /home/ubuntu/complete

register: do_install

- name: irods post install

shell: "python /var/lib/irods/scripts/setup_irods.py <

setup_input.txt"

register: failed

failed_when: false

when: not do_install.stat.exists

- set_fact:

failed:

rc: 1

when: do_install.stat.exists
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- copy:

content: ""

dest: "/home/ubuntu/complete"

force: no

when: "failed.rc == 0"
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Appendix B

Action Sequences for Tasks

Table B.1: Action sequence tables for scenario tasks

(a) Task 1 action sequence

No. Description Type
1.1 Click on ‘Upload’ on the home page User action
1.2 Display metadata input form System response
1.3 Enter information into form User action
1.4 Click on ‘Choose file’ to select Project ZIP

file
User action

1.5 Click on upload User action

(b) Task 2 action sequence

No. Description Type
2.1 Click on Projects in navigation bar User action
2.2 Click on Project ID number User action
2.3 Display Project page System response

(c) Task 3 action sequence

No. Description Type
3.1 Click on Sample ID number User action
3.2 Display Sample metadata page System response

(d) Task 4 action sequence

No. Description Type
4.1 Type search term in search box User action
4.2 Click on search button User action
4.3 Display search results System response
4.4 Click on Project ID User action
4.5 Display Project page System response

(e) Task 5 action sequence

No. Description Type
5.1 Click on Sample ID User action
5.2 Display sample metadata page System response
5.3 Click on download button for sample User action
5.4 Serve file to user System response
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