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“ I examined the poets, and I look on them as people whose talent overawes both them-

selves and others, people who present themselves as wise men and are taken as such,

when they are nothing of the sort.

From poets, I moved to artists. No one was more ignorant about the arts than I; no

one was more convinced that artists possessed really beautiful secrets. However, I no-

ticed that their condition was no better than that of the poets and that both of them have

the same misconceptions. Because the most skillful among them excel in their speciality,

they look upon themselves as the wisest of men. In my eyes, this presumption completely

tarnished their knowledge. As a result, putting myself in the place of the oracle and

asking myself what I would prefer to be what I was or what they were, to know what

they have learned or to know that I know nothing I replied to myself and to the gods: I

wish to remain who I am.

We do not know neither the sophists, nor the orators, nor the artists, nor I what

the True, the Good, and the Beautiful are. But there is this difference between us: al-

though these people know nothing, they all believe they know something; whereas, I, if I

know nothing, at least have no doubts about it. As a result, all this superiority in wisdom

which the oracle has attributed to me reduces itself to the single point that I am strongly

convinced that I am ignorant of what I do not know. ”

Socrates



Abstract

This research investigates the creation of an audio-shape recognition system that is able

to interpret a user’s drawn audio shapes—fundamental shapes, digits and/or letters—

on a given surface such as a table-top using a generic stylus such as the back of a pen.

The system aims to make use of one, two or three Piezo microphones, as required,

to capture the sound of the audio gestures, and a combination of the Mel-Frequency

Cepstral Coefficients (MFCC) feature descriptor and Support Vector Machines (SVMs)

to recognise audio shapes. The novelty of the system is in the use of piezo microphones

which are low cost, light-weight and portable, and the main investigation is around

determining whether these microphones are able to provide sufficiently rich information

to recognise the audio shapes mentioned in such a framework.
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Chapter 1

Introduction

1.1 Background and Motivation

One of the main research interests in the field of Human-Computer Interaction (HCI) is

to provide the user with alternative and/or enhanced means of interacting with devices,

as compared to traditional and ubiquitous input devices like the keyboard and mouse.

There are two broad areas of exploration in HCI research [24, 43, 61, 67]. The first

is visual-based HCI which makes use of one or more cameras for input, coupled with

computer vision techniques to process the input and effect a relevant reaction on a device.

Examples of visual-based HCI include eye tracking for cursor control, facial recognition

and hand gesture-based input such as sign language recognition systems [9, 15, 23, 25].

The second broad area of HCI research is audio-based HCI which makes use of one or

more microphones for input, coupled with audio processing and recognition techniques

to process the input and effect a relevant reaction on a device. Audio-based HCI can

further be sub-divided into two main sub-areas, namely, speech-based HCI and non-

speech-based HCI.

Speech-based HCI involves capturing and processing human speech and has recently

re-gained significant traction and become a very popular research area with the advent

and success of systems such as Amazon Alexa, Apple Siri and Google Assistant. As

such, this research sub-area can be considered to have entered into a stage of relative

maturity.

On the other hand, non-speech-based HCI can still be considered to be in its infancy,

with research in this field being very limited in scale. Non-speech-based HCI involves

capturing and processing generic sound signals such as stylus gestures, stylus-drawn

1
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letters or numbers, taps [51], claps [38, 60] and other forms of non-speech audio in order

to effect a relevant reaction on a device [19, 32, 33, 53]. Non-speech-based recognition

has also been applied to a non-HCI context such as environmental sound classification,

bird sound classification etc. [3, 8, 34, 58]. While the application context is different in

these cases, the techniques used are very similar or the same, and may also be applied

to HCI.

This research focuses on developing a novel non-speech-based HCI system. The intended

system aims to capture and process the sound emitted by a generic stylus, such as the

back of a pen, on a generic surface such as a table. The intent is to allow the user of the

system to draw specific shapes on the surface, which can be taken as various information

to the device.

The audio input will be captured by a contact microphone. A suitable choice of con-

tact microphone is the Piezoelectric microphone, also known as “pickup” or “piezo”

transducer microphone. Unlike conventional microphones, piezo microphones only de-

tect surface or structure-borne vibrations and are insensitive to airborne pressure. This

helps reduce the effects of air-borne noise on the system. Also, the piezo microphone

has a low voltage requirement, is fabricated at very low cost, and it has a wide dynamic

range [30]. The piezoelectric microphone in particular has a compact shape of a flat

disk which makes the microphone exhibit an extremely low profile and convenience of

usage. Furthermore, it requires no additional components like resistors for choking or

capacitors for power filtering. It can be connected to any personal computer that has a

standard 35mm audio-input jack. Therefore, the use of this input device will result in an

input configuration that is low cost, low key, low complexity, sufficiently rich in acoustic

information, and able to be connected to any standard personal computer without any

hardware modifications whatsoever. This research therefore makes use of piezoelectric

microphones which are henceforth referred to simply as ”piezo microphones”.

In terms of intended processing and output, the initial aim is to recognise a relatively

limited set of fundamental abstract gesture shapes such as Dot, Dash, Tick, Triangle,

etc. Note that these abstract shapes can be tied to specific tasks by the user at a later

stage—the complexity here, and the focus of this research, is recognising these shapes.

Depending on the success of this initial system, the approach can systematically be

re-packaged and re-applied to increasingly complex—and increasingly beneficial—tasks

of digit recognition and, eventually, letter recognition. Digits and letters, respectively,

represent an increasingly larger number of classes to be recognised, and therefore an

increasing level of recognition complexity. Which brings us to—and to be clear—the

final aim of this research; to arrive at a system that can recognise the uppercase letters
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of the Roman alphabet, as drawn by a generic stylus on a given surface such as a table-

top. The ability to eventually recognise letters will give the user access to text-based

input at a very low cost and without any hardware complexity. Very importantly, a

system of this kind will be very portable, requiring only a small low-key microphone

to be moved around, as compared to moving around a physical mouse or, worse, a

keyboard.

There are a limited number of research projects that have attempted to create similar

systems to the one proposed in this research [32, 33, 53, 62, 69, 70], although these

systems make use of conventional condenser microphones, such as those found in modern

mobile devices. The configuration proposed in this research, i.e. using piezo microphones

is a novel alternative that is of a much lower cost compared to condenser microphoes.

Therefore, one of the main goals of this research is to determine whether these low-

cost microphones can provide sufficient sound definition and quality to enable the audio

recognition problems mentioned previously to be carried out.

Another point of investigation is the number of piezo microphones that will be required

to enable a sufficiently-high recognition accuracy. The most desirable configuration for

the proposed system is with a single microphone. However, the complexity of the recog-

nition problems that are being investigated—especially considering that the complexity

increases from fundamental shapes, to digits, and finally to letters—may require more

than one source of audio information. A single microphone provides a single dimension

of information and can only be used to distinguish between audio shapes based on the

number and length of strokes in the shapes. For example, the two letters “A” and “H”

may sound exactly the same from a single sound source given they may both be drawn

with three distinct strokes. Adding a second microphone into the configuration makes

it possible to infer the two-dimensional spatial distribution of audio shapes, and in this

case it is expected that “A” and “H”, for example, would no longer sound similar since

the three strokes are drawn in different relative locations. A third microphone may serve

as a confirmation source that can limit ambiguities and sources of noise.

The processing component of the proposed system consists of two fundamental elements:

a feature descriptor that transforms the audio signals of the relevant audio shapes into

standardised and learnable features; and a classifier that is trained on these features

to recognise the audio shapes. The feature descriptors and classifiers used in speech

recognition may be suitable in this regard, since it is possible to apply them to non-

speech-based applications due to their robustness.

According to a number of researchers, one suitable feature descriptor that represents

audio very effectively with dynamic features, and is very robust and effective under
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various environmental conditions is the Mel-Frequency Cepstral Coefficients (MFCC)

feature descriptor [39, 44, 55, 71]. The MFCC extracts both linear and non-linear

attributes of an audio signal, and is well-suited to classification problems. It has been

applied to a wide range of domains, both speech and non-speech, with success. Therefore,

the MFCC is used in this research.

With a suitable audio descriptor in place, the recognition or classification of specific audio

shape classes is carried out with a classifier or statistical model. Trained on an existing

set of audio shape data, such a model must be able to accurately predict the audio shape

of previously unseen or new audio samples. There are a variety of choices when selecting

a classifier or statistical model. These include a variety of “traditional” techniques

such as Support Vector Machines (SVMs), Artificial Neural Networks (ANNs), Bayesian

classifiers, Random Forests, to name a few, as well as hybrid approaches proposed by

various researchers that mostly combine two traditional techniques [1, 27, 36]. These

techniques have all been applied to a variety of classification problems, with differing

but arguably comparable performance.

Of these techniques, SVM-based classification appears to be a very good choice of tech-

nique, since it is a very popular and effective choice in a variety of applications, including

data mining, electrical engineering and other fields [28, 47, 65, 66]. It has been repeat-

edly shown to be accurate and robust, and its tendency to always generalise across

classes makes training easier than some other techniques such as ANNs [5]. SVM-based

classification makes use of statistical learning theory which is able to handle practical

problems like pattern recognition [59]. It is also well-suited to high-dimensional data.

Therefore, SVMs are used in this research.

In summary, this research aims to create an audio-shape—fundamental shapes, digits

and/or letters—recognition system that allows the user to draw audio shapes on a given

surface such as a table-top using a generic stylus such as the back of a pen. It then makes

use of one, two or three piezo microphones to capture the sound of the audio gestures,

and a combination of the MFCC feature descriptor and SVMs to recognise audio shapes.

This framework will initially be applied to generic fundamental shapes and, depending

on the success, will be re-applied to written digits, and finally to uppercase alphabet

characters.

1.2 Research Question

Based on the discussion in Section 1.1, the following research question can be formulated:

“How accurately can the proposed configuration, i.e. a combination of one or more piezo



Chapter 1 Introduction 5

microphones, the MFCC feature descriptor and SVMs, recognise audio shapes drawn by

a generic stylus on a given surface?” This can be further broken down into the following

sub-questions, to provide an answer to the main research question:

1. How accurately can the proposed configuration recognise a limited number of fun-

damental shapes?

2. How accurately can the proposed configuration recognise written digits?

3. How accurately can the proposed configuration recognise written upper case al-

phabet characters?

4. How many microphones are sufficient to ensure high-accuracy recognition of the

audio shapes?

1.3 Research Progression and Research Objectives

The research will be conducted in the following order and with the following objectives

which, once met, will lead to answers to the questions in the previous section.

1. Implement the framework that includes audio capture from one, two or three

microphones.

2. Implement the MFCC feature descriptor for the audio processing procedure and

incorporate it into the framework.

3. Incorporate SVM machine learning into the framework for training and testing.

4. Collect a data set of generic fundamental shapes. The fundamental shapes used

will be: “Dot”, “Dash”, “Tick”, “Triangle”, “Square”, “Cross”, “Circle”.

5. Collect a data set of written digits—“0” to “9”.

6. Collect a data set of written uppercase letters—“A” to “Z”.

7. Train and test the framework on the fundamental shapes data set using one mi-

crophone. If the accuracy obtained is sufficiently high, then move on to the next

objective, otherwise re-train with two or three microphones as required.

8. Train and test the framework on the digit shapes data set using the smallest

number of microphones that was found to be capable of providing a sufficiently

high accuracy in Objective 7. If the accuracy obtained is sufficiently high, then
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move on to the next objective, otherwise re-train with two or three microphones—

depending on whether the objective started with one, two or three microphones—as

required.

9. Train and test the framework on the letter shapes data set using the smallest

number of microphones that was found to be capable of providing a sufficiently

high accuracy in Objective 8. If the accuracy obtained is sufficiently high, then all

objectives will be considered to have been successfully met. If not, re-train with

two or three microphones—depending on whether the objective started with one,

two or three microphones—as required.

Note that, although Objective 7 states that an increasing number of microphones—

up to three—will be used if one or two microphones do not provide a sufficiently high

accuracy, it is unlikely that this will take place. It is expected that one microphone will

be a sufficiently rich source of information for that recognition problem.

Also, Objective 8 makes provision for the case where one and two microphones are

unable to provide for high accuracy recognition, in which case three microphones will

be employed. The Objective does not explicitly cater for the case in which neither of

the three microphone configurations can provide for a sufficiently high accuracy. For the

sake of completeness only, it is stated that, in such a case, this research will conclude

that the proposed configurations can not support high-accuracy recognition of letters,

which is the eventual goal of this research, and no further objectives beyond Objective

8 will be undertaken. This, although possible, is not expected to happen. The two-

dimensional information from two microphones is expected to be sufficiently rich as to

provide for high accuracy recognition of written digits.

1.4 Premises

The following strategic premises and assumptions are made for this research in order to

limit the work to a feasible scope, and all of which can serve as the basis for future work:

1. Recognition will be carried out on single characters i.e. no word or sentence seg-

mentation strategy will be incorporated into the system at this stage.

2. Recognition will be done on shapes, digits and upper case Roman alphabet letters

only.

3. For the purposes of this study, a single generic surface, namely a table-top, will be

selected and used for the duration of experiments.
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1.5 Thesis Outline

This chapter is where the research questions and objectives are stated. The remainder

of the thesis is arranged as follows.

Chapter 2: Research Methodology. This chapter provides a detailed discussion around

an appropriate philosophical stance that this research takes and the methodological

protocol that will be followed in this research, that will help lead to a prototype of the

proposed system and an answer to the research question set out in this chapter.

Chapter 3: Related Work. This chapter looks at related work in the literature that

focus on the recognition of various audio signatures, with recognition carried out using

various feature descriptors and classifiers. The approaches and results of related research

projects are examined and the performance of various feature descriptors and classifiers

are examined. Ultimately, the chapter demonstrates the novelty of the proposed ap-

proach as described in this chapter relative to other research.

Chapter 4: Techniques of Audio Recognition. This chapter focuses on the MFCC

feature descriptor and SVM classification, the techniques that make up the components

of the proposed system’s audio recognition process. Their processes and functionality is

discussed in detail. Together with Chapter 3 formulates the interrelationships between

components and presents an educated solution.

Chapter 5: Design and Implementation. This chapter entails the experimental set up

of the system, hardware usage, processes and data in order to address objectives in listed

in Section 1.3. This chapter is a constructed test solution to help gain insight into the

system’s practicality.

Chapter 6: Experimental Results and Analysis. This chapter describes the results

produced from experiments carried out in order to respond to research questions imposed

in Section 1.2. This chapter consolidates the knowledge gained from experiments and

observations which shows that the hypothesis has not been falsified.

Chapter 7: Conclusion. This chapter concludes that the research questions have been

successfully answered and indicates directions for future work.



Chapter 2

Research Methodology

In order to justify research, a methodological protocol needs to be described and followed

that leads to a legitimate “proof” for hypotheses. In other words, evidence, i.e an

observed artefact is necessary to support such “proof”. It is mandatory for scientific

practice and research to involve processes, methods and tools within such protocols.

Such practice will serve its purpose when the body of knowledge is expanded upon in the

research domain. Figure 2.1 shows an illustration of a hypothetical body of knowledge

which is contributed to, and expanded via, research practice within a given research

domain. Note that this body of knowledge refers to the knowledge within a specific

research domain and not the general knowledge body which overrules other research

domains [45].

Numerous research methodologies exist and an appropriate strategy to apply to this

research would be System Development. System development comprises of five phases:

(1) concept design; (2) constructing the architecture of the system; (3) prototyping; (4)

product development; and (5) technology transfer [13]. Although this methodology does

not perfectly align with the nature of this research, its general direction and phases are

in agreement with this research. As such, minor adjustments to the phases have been

made in order to tailor this methodology to be compatible with this research.

The adapted system development phases are as follows: (1) conceptual framework; (2)

system design; (3) prototyping; and (4) evaluation. This serves as the scientific method

in order to complete the research objectives set out in Section 1.3 and arriving at an

answer to the research question and sub-questions detailed in Section 1.2. Figure 2.2

shows an overview of the phases from the system development method and the adapted

version of phases for this research.

The following section opens with a discussion on Philosophy, and the sections that follow

8
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Body of knowledge

Expansion via research 
practise

Research domain

Figure 2.1: Illustration of a hypothetical body of knowledge in a specific research
domain, and its expansion.

discuss each of the phases of the adapted system development methodology illustrated

in Figure 2.2 and the content is then summarised.

2.1 Philosophy

Philosophy, the fundamental of fundamentals; it is the shining seed that is the root of

all academic branches, i.e it is the very nature of thought. As this could arguably be the

grand origin of all possible topics that any paper may discuss, its subjects are complex

and intertwined, and thus any remote in-depth exploration could result in derailing the

focus of this thesis. Therefore, discussion is restricted to the nature of the research

conducted in this paper.

Gaining research insight is to take a stance. A stance consists of an approach and an

assumption. An approach is a spectrum of either subjectivist or objectivist artefacts.

An assumption is the questioning of a certain fundamental aspect. Figure 2.3 shows

the philosophical assumptions positioned on a spectrum of approaches. Ontology is the

questioning of reality and Epistemology is the questioning of knowledge [7].

The approach spectrum is explained by using Truth as an example. In the subjectivism

side of the spectrum, truth only takes hold in the mind, which is to say that one statement

holds true for one person but might not hold true for another person. This purely
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System 
Design
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Figure 2.2: Research methodology: a) Overview of the official system development
method; b) the adapted version of the methodology for this research.

Ontology

Epistemology

Human nature

RealismNormalism

PositivismAnti-positivism

DeterminismVoluntarism

Assumption

ObjectivistSubjectivist

Figure 2.3: Research philosophy approach and assumption.

depends on the perception of one’s mind and there is no universal “truth” or “knowledge”

or even “reality”, but only one’s mental experience.

The objectivism side of the spectrum, on the other hand, identifies truth and falsehood

as aspects of both conceptual and perceptual knowledge. Thus, truth is reality, which is

processed or perceived by a conscious, logical mind, such that processing or perception

is done with reasoning. Objectivism does allow for statements to be true for one person

and false for another, only if there are perceptual evidences for the statement that

contradicts and different levels of evidence will result in different levels of determinacy.
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For example: the statement is probable, certain, or arbitrarily true [49].

The relevant assumption for this research is targeted at epistemology—the questioning

of knowledge. Taking a subjectivist approach to this assumption would imply that

the objective reality does not exist outside of the human mind. Thus “reality” then

holds true only in one’s mental experience. This stance is anti-positivism, also known

as interpretivism. The main cause of concern with the anti-positivist stance is that

“reality” is considered to only be our perception which is imagined. Thus, knowledge is

then only value-laden and research—the pursuit of knowledge or expanding the body of

knowledge—becomes subjective and cannot be objectively consistent [21, 31].

Taking an anti-positivist stance renders scientific research endeavour inconsistent, and

the proper option to consider is the positivist stance. The positivist stance implies that

the world exists outside of the human consciousness—the individual man—as an empiri-

cal entity and with tangible structures. Therefore knowledge of reality—the world—can

be obtained through logical and sensible observation as well as measurement. This philo-

sophical stance justifies the endeavour of scientific research well and this research will

follow suit [17, 18, 31, 40].

2.2 Conceptual Framework

Before any actual design or construction can take place, fundamental reasoning is re-

quired. The research itself should be justified by answering research queries posed by

questions formulated from the research problem. This sets the foundation of the research.

In order to answer the research questions, the results and performance are studied to

gain insight. A target focus is provided throughout the research development cycle by

having a defined problem statement. The problem statement discussed in Section 1.1

provides a conceptual framework to form theory building. Theory building has differ-

ent categories that differ within various disciplines. The appropriate category for this

research to adapt would be a framework of guidance and management of ideas. This

provides recommended actions to take [41].

2.3 System Design

The design phase usually comprises of two parts: (1) architecture design and (2) system

design. In this adaptation, both architecture and system design are considered as a

single phase. However, the combined phase may be broken down into two sub-phases.

Although the two form a single phase, each has its own speciality and function.
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Architecture design within system development provides a guide for planning construc-

tion. Chapter 3 dives into the research for such guides—obtained from other previous

existing works—to plan the construction for the system’s design. It lays out the function-

ality and relations between system components, as well as the interactions between them.

Researchers evaluate the constraints which the environment imposes on the system, thus

influencing the specification for system requirements, objectives and functionality. This

evaluation may be an assumption, however, an educated one, so it may be adjusted

empirically without difficulty. Under the results from assumptions, system design and

implementation are done according such results.

System design is done according to system architecture which drives the system require-

ments and functionality. Chapter 4 holds the relevant design application for knowledge

base at this stage. This involves an understanding of the research domain, application

of scientific and technical knowledge, formulating a proposed solution, as well as an

alternative solution. Design elements act as the layout for the implementation stage.

All data structures, data, knowledge bases, modules and functions should be specified

during this phase [14].

The design phase is an element of both architecture and system. During the appli-

cation of this phase, architecture and system design are concurrently executed as the

development cycle progresses.

2.4 Prototyping

Within system development, a research venture would certainly build a prototype. This

is the creation of an artefact, which is a possible solution to address the problem. Chapter

5 holds the relevant design application for prototyping at this stage. It is an engineering-

oriented practice to test the proposed system in a practical setting [41]. The purpose

of prototyping is to achieve proof of concept specified in Section 2.2 and to fulfil re-

quirements specified in Section 2.3. This is in order to demonstrate the practical aspect

of the proposed system and provide insight into any unsatisfactory elements. Stressing

the prototype may provide accumulated experience and knowledge so that any re-design

and adjustments can be made without difficulty.

2.5 Evaluation

When the final prototype has been completed, it is then tested for its performance as well

as evaluated to observe its impact on the target audience. Chapter 6 holds the relevant
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result readings and information for evaluation at this stage. Evaluation of results from

testing infers answers for queries set in the conceptual phase discussed in Section 2.2.

Development takes on an evolutionary process; knowledge and experiences gained from

developing one system frequently lead to further research in developing new systems or

extension onto existing ones.

2.6 Summary

This chapter described in detail a methodological protocol that will be followed in this

research, that will help lead to a prototype of the proposed system and an answer to the

research question set out in the previous chapter. An adaptation of the system design

methodology was proposed.

Section 2.1 discussed the appropriate philosophical stance this research has taken. A

positivist stance is considered to be the proper stance for this research, which is an

enquiry of knowledge that is based on observation, logical thinking and measurement on

the tangible reality.

Section 2.2–2.5 described the adapted research methodology that will be used to guide

the development life cycle adapted for this research.

The next chapter conducts a review of relevant literature in the field associated with

this research.



Chapter 3

Related Work

Previous research on audio recognition develops a theme of using specific feature ex-

traction techniques along with template matching or machine learning techniques to

recognise non-speech audio shapes or environmental sounds. While research into non-

speech-based audio recognition currently still hasn’t reached maturity, the techniques

used are found to either be the same as those used in speech-based audio recognition

applications, or at least based on such origins. The fact that these techniques have

successfully been applied to non-speech audio recognition applications demonstrates

their capabilities as regards being able to adapt them to other non-speech-based audio

applications.[4]

This chapter reviews existing research studies done on non-speech audio processing ap-

plications, with emphasis on the usage of audio feature extraction techniques together

with classification techniques. Where possible, the hardware used to collect audio data,

the feature extraction and classification technique used, the data set used and the ap-

proach used to test their system will be described for each study. This will all collectively

be used to demonstrate the novelty of the proposed approach.

This chapter is structured as follows: Section 3.1 looks into relevant studies from previous

work that have applications that are closely related to the system proposed in this

research, i.e. those that are more generally focused on recognising shapes, digits or

letters from the audio generated while writing on a surface. Section 3.2 discusses more

general audio recognition research studies that use feature descriptors and classifiers.

The chapter is then summarised with a table that summarises all of the related studies

described.

14
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3.1 Shape, Digit or Letter Recognition Research

This section looks into and discusses studies that are closely related to the task of this

research i.e. make use of audio to recognise characters. Different approaches of how the

hardware and technique are used on characters to create an audio context is examined.

The following subsections will each discuss and detail a relevant research study related

to this research area.

3.1.1 Stroke Recognition Using a Mobile Device Microphone

Zhang et al. [70] produced a text input system named SoundWrite. The system captures

the audio signal of handwritten text using the integrated microphone in a mobile phone.

The writing is done using fingers on a wooden table. The system is built for mobile

devices running Android and has a predefined set of inputs. The system aims to recognise

seven unique strokes as primary inputs which, in combination, produce various written

characters. Figure 3.1 shows the primary strokes: a dot, horizontal dash, vertical dash,

left diagonal dash, right diagonal dash, left arc and right arc. This is likely inspired by

the structure of Wubi Chinese input method [68].

S1 S2 S3 S4 S5 S6 S7

Figure 3.1: Zhang et al.’s primary strokes for written text entry, adapted from [70].

Combinations of primary strokes are then used to infer characters. For example, referring

to the labels of the primary strokes in Figure 3.1: the combination of S4, S5 and S2

forms the letter “A”; the combination S3, S7 and S7 forms the letter “B”. A k-Nearest-

Neighbours classifier with Euclidean distance was used to recognise strokes. The features

used were extracted from the amplitude spectrum density function which is obtained by

applying the Fast Fourier Transform (FFT) to the audio signal.

Figure 3.2 shows Zhang et al.’s results for the stroke’s recognition accuracy. The overall

accuracy achieved was 90.3%. According to the paper, it is possible that with a signif-

icantly higher microphone quality in mobile devices, a higher accuracy result might be

achieved. Table 3.1 shows the accuracy results over three different mobile devices.
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Figure 3.2: Stroke recognition accuracy of Zhang et al.’s system, adapted from [70].

Device Huawei U9508 Motorola MT887 Samsung G3568V

Accuracy(%) 90.3 88.5 90.1

Table 3.1: Stroke recognition accuracies of Zhang et al.’s SoundWrite system on
different mobile devices.

Accelerometer

Recorder Input Detector Word Recognizer
Result

Microphone

Stroke Detection

Sound signal

Acceleration signal
Letter Detection

Dictionary Filter
Feature Extraction

Word Classifier

Sound
stream

Sound fragments & # of strokes

# of
strokes

Candidate
word list

Dictionary
Database

Training
Data

Acceleration
magnitude

Figure 3.3: High-level overview of Yu et al.’s system [69].

3.1.2 Letter Recognition For Information Interception

Yu et al. [69] produced a similar system named WritingHacker, which also makes use

of mobile devices to capture gestures. However, the system was designed from the per-

spective of hackers to investigate whether it is possible to intercept information such as

passwords in this way. The system uses a two-stage approach in which it first determines

the letter(s) drawn and then groups them up using a dictionary lookup to determine the

word(s) drawn.

Figure 3.3 shows a high-level overview of Yu et al.’s WritingHacker system. To recognise

letters, the number of continuous strokes drawn is first detected in the Input Detector ’s

Stroke Detection component; the audio signal is then diverted to one of three classifiers
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in the Letter Detection component, each of which is specifically trained to predict letters

with that given number of strokes. As such, the system groups letters up in terms of

the number of continuous strokes required to draw each letter.

C1 = {C,G,L,M,O, S, U, V,W,Z}

C2 = {B,D, J,K, P,Q,R, T,X}

C3 = {A,E, F,H, I,N, Y }

(3.1)

The letter groups recognised by each of the three classifiers are shown in listing 3.1 and

are as follows: Groups C1 through to C3 contain, respectively, letters that require one,

two and three continuous strokes to complete.

The main feature descriptor used by each of the three classifiers—which are SVMs—is the

MFCC feature descriptor. Two sensors are used to capture data, generic smartphone

microphone and accelerometer, with the accelerometer being used to minimise near-

field noise only. The system was evaluated under three different scenarios pertaining to

whether or not training data from the victim was available, and whether or not the same

writing location as used in training was used in testing. Figure 3.4 shows the detailed

accuracy results for each of the three scenarios which are clearly labelled in the figure,

across all 26 letters produced by the three classifiers combined. Referring to the figure,

with training data of the victim available and the writing location known (labelled as

maroon in the figure), it is seen to be much easier to recognise the letters than when

Training data from victims unavailable with dif erent writing locations

’A’ ’B’ ’C’ ’D’ ’E’ ’F’ ’G’ ’H’ ’I’ ’J’ ’K’ ’L’ ’M’ ’N’ ’O’ ’P’ ’Q’ ’R’ ’S’ ’T’ ’U’ ’V’ ’W’ ’X’ ’Y’ ’Z’
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Letter

A
cc

u
ra

cy

Training data from victims available with dif erent writing locations (Case 1)
Training data from victims available with same writing locations (Case 2)

Figure 3.4: Yu et al.’s WritingHacker letter recognition accuracy results [69].
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Figure 3.5: Wang et al.’s system taken from [62]: a) Typical hardware setup—the

Samsung Galaxy S5; b) High-level overview of the tracking concept [62].

neither of those sources of information are available in training (labelled as light blue in

the figure). With neither the victim’s data available, nor the writing location known,

the accuracies are seen to range between 5% and 50%.

Finally, a dictionary lookup is used with the recognised letters to determine the words

written down, similar to auto-correct. The researchers state that the word recognition

accuracy that they obtained was between 50–60%.

3.1.3 Gesture Tracking for Wearable Smart Devices

Wang et al. [62] constructed a framework capable of device-free gesture tracking, aimed

at small wearable smart devices. The framework utilises the built-in speaker(s) and

microphone(s) on a smart device. The speaker emits high frequencies that are beyond

the human hearing range and are therefore not audible to humans. These are then

reflected off of the user’s hand and fingers and captured via the built-in microphone

and processed. Audio processing techniques—in this case: Low-Latency Acoustic Phase

(LLAP)—are used to accurately determine the location of the hand and fingers in time.

By tracking the hand and fingers, it becomes possible to detect gestures that are traced

in the airspace immediately above the device e.g. letters traced out with an extended
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finger. The system is able to perform both one and two-dimensional gesture tracking

using a pair of microphones and a speaker. This setup is used to recognise characters

performed by the user.

Figure 3.5 illustrates a setup that utilises one speaker and a pair of microphones to track

two-dimensional hand positions. Figure 3.5a is an example of a smart device that can

be used which is, in this case, the Samsung Galaxy S5. Figure 3.5b shows the geometric

abstraction of hand position tracking using only one of the speakers on the phone, which

is sufficient to recognise gestures. Such gestures are performed mid-air within the range

of the capturing and emission sensors i.e: microphone and speaker.

Referring to Figure 3.5b, d1 and d2 denote the reflection of signals towards microphones

1 and 2 respectively. Using L1 and L2 which denote the y coordinates of microphones

1 and 2 respectively, and using the speaker as the origin of the coordinate system, the

(x, y) coordinates of the hand can be solved for using a series of equations provided in

[62].

1 2 3 4 5
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Words

Figure 3.6: Wang et al.’s results of recognition accuracy on characters and words [62].

They conducted an experiment using template matching techniques to determine the

gesture recognition accuracy of their system on letters and short words. A data set was

collected, with five users performing each of the letters and words five times. The letters

were all 26 letters of the Roman alphabet. Generally, lower case letters were used but

lower case letters that can’t be drawn in a single continuous stroke such as “i” were

drawn in upper case i.e: “I”. The words in the data set included a list of eleven short

words; the authors only specifically mention the words “yes”, “can” and “bye”.
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Noise Reduction Feature Set Accuracy (%)

Endpoints Mean amplitude 76.1
Endpoints MFCC 83.4
Gaussian Mean amplitude 77.9
Gaussian MFCC 81.2

Table 3.2: Li’s accuracy results on experiment 1.

Overall, the system achieved 92.3% accuracy for two-dimensional letter recognition and

91.2% for short word recognition. Figure 3.6 provides a break down of their results per

user for character and word recognition. In most cases, the recognition of characters

is seen to be more accurate than that of words. This is expected since characters are

shorter and less complex.

3.1.4 Letter Recognition Using a MacAir Microphone

Li [33] built a system that utilises the Dynamic Time Warping (DTW) approach to

recognise the 26 uppercase letters—A–Z—from acoustic signals. The letters were drawn

on a wooden desk using various blunt objects. The audio was collected from a MacAir

microphone. Two feature descriptors were compared: the MFCC feature descriptor and

the mean amplitude value form each time frame. Each time frame have a size of 45ms

with a overlapping size of 30ms. Finally, The classifier consists of using DTW approach

applied to a template matching technique. The authors clearly state that the system is

user-dependent i.e. the system must be trained on the writing style of a user before it

can be used.

A data set was collected using 6 users. Each user used each of three modes of drawing,

namely, pen, fingernail and key, to draw each of the 26 letters five times i.e. each user

had 26 letters × 3 modes × 5 samples = 390 samples.

Two experiments were conducted using the data set. In the first experiment, 1 of the

5 samples of each user were used as candidate templates for a user-specific classifier

i.e. one classifier per user based on 26 letters × 3 modes × 1 sample = 78 template

samples. Then, the remaining 4 samples per letter per mode for each user were used to

test each user-specific classifier; this was done by comparing each of these samples to

Feature Set Accuracy (%)

Key 85.9
Pen 86.8

Fingernail 78.3

Table 3.3: Li’s accuracy results on experiment 2.
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each of the candidate samples—78 samples in total—and finding the most likely match.

5-fold cross-validation was used to obtain a cross-validation accuracy per user. Finally,

the cross-validation accuracy of all six subjects were averaged to get an overall accuracy

for the technique. This whole process was replicated for combinations of the following:

two noise reduction methods that were compared, namely, endpoints noise reduction

and Gaussian noise reduction; and the MFCC and mean amplitude feature descriptors.

The results of the first experiment are summarised in Table 3.2. It can be noticed that

MFCC features appear to yield a higher accuracy result than mean amplitude features.

In terms of noise reduction, the two techniques appear to be more or less on-par with

each other.

In the second experiment, only MFCC and endpoints noise reduction were considered.

The three input modes mentioned previously were treated separately in this case to

obtain an accuracy per mode i.e. separate classifiers were produced per subject and per

mode. Therefore, a total of 3 classifiers were produced per subject. This was done by

using 1 of the 5 samples of each user for each mode were used as candidate templates

for a user-specific classifier i.e. one classifier per user per mode based on 26 letters × 1

sample = 26 template samples. The remaining 4 samples per letter per mode were used

in testing and 5-fold cross-validation was again used to obtain an accuracy. Finally, the

average accuracy across all subjects per mode was computed. The results obtained for

this experiment are summarised in Table 3.3. According to the results, it appears that

using a stylus or key would be recommended over using one’s fingernail.

It should be noted, again, that this study made use of template matching which resulted

in a very user-dependent system. The use of a machine learning classifier is expected to

reduce or eliminate user-dependence.

3.1.5 Updated Letter Recognition Using a MacAir Microphone

A later work by Li, in collaboration with Hammond [32], expanded on his research de-

scribed in Section 3.1.4. The MFCC feature descriptor was used, with several additional

features to recognise the sketch of upper case alphabet letters. The additional features

used were skewness, kurtosis, curviness and peak location. These global features were

expected to further characterise the audio features and provide robustness. The below

Equation 3.2 shows the calculation for skewness, which is the measurement of symmetry,

S(f) =

∑n
i=1(fi − f̄)3

(n− 1)s3
. (3.2)
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Where s is the standard deviation of f , fi is the input frequency of the ith cepstral coef-

ficient, n is the number of coefficients and f̄ is the mean of all frequencies fi. Equation

3.3 defines kurtosis which describes the weight of the tails of a distribution,

K(f) =

∑n
i=1(fi − f̄)4

(n− 1)s4
. (3.3)

Variables s,f ,n and i are identical to equation 3.2. Equation 3.4 shows the calculation

for curviness, which is the measurement of jerkiness of the audio features by summing

all the local spikes.

C(f) =
n∑
i=2

(fi | fi > fi+1, fi > fi−1). (3.4)

Equation 3.5 shows the calculation for peak location. The definition is the arguments

of the maxima distributed among the number of coefficients, where all the symbols are

the same as those that have been previously defined except j which is within the set n,

P (f) =
arg maxi{i|fi ≥ fj ,∀j ∈ n}

n
. (3.5)

A variety of statistical matching techniques were used for classification and compared

as follows:

• DTW with noise reduction

• Quadratic Discriminant Analysis (QDA) that uses a multivariate Gaussian distri-

bution

• Copula Discriminant Analysis (CDA)

• QDA with DTW

• CDA with DTW

• Average distance approach using Euclidean distance

• Four global features along with distance measure i.e. a total of five features

Table 3.4 summarises the recognition accuracy of the classifiers compared. The best

recognition accuracy achieved was 87.8% using CDA with DTW, which was closely

followed by QDA with DTW and DTW. Similar to the study mentioned in the previous
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Classifying type Average accuracy (%)

DTW 87
CDA 76

QDA with DTW 87.6
CDA with DTW 87.8
Average distance 82.1

Five features 50.2

Table 3.4: Li’s accuracy results on different classifiers.

section, the systems created in this section makes use of statistical matching techniques

for classification and are therefore user-dependent.

The system further attempted to carry out word recognition, which was done with the

concatenation of the alphabet segments. According to the study, the word recognition

accuracy significantly improves when using a dictionary filter or auto-correct, which is

similar to the method described in Section 3.1.2.

3.1.6 Cursive Writing Recognition

Seniuk and Blostein [53] created a recognition system to recognise cursive writing—as

opposed to block letters—via acoustic emission from a pen or stylus. The system cap-

tures audio using a Labtec computer microphone 333 with the plastic housing removed.

The microphone is taped to the middle of the writing stylus, with the recording end

facing the writing tip. All writing was done on a single sheet of standard 60lb HP laser

printer paper attached to a Masonite clipboard.

A template matching technique with a range of different features was used. The fea-

tures were: the raw power signal; the discrete sequence of magnitudes obtained from the

power signal’s peaks; and an ordered tree in a scaled representation. Gaussian smooth-

ing was used to reduce noise in the audio data. The feature descriptor is done between

the template signal and testing signal: integrating the absolute difference between the

signals, comparing peaks between the signals, and finally comparing the structures ob-

tained from scale space representations which is done similarly to Gaussian smoothing

that was used except with increased scale. The template matching technique served as

the classifier.

A disadvantage of this grouping approach is the large amount of data required to carry

out recognition; template data is required for every word contained in the dictionary. As

a proof of concept, a pre-defined set of words were selected and templates of the words

were acquired.



Chapter 3 Related Work 24

The top portion of Figure 3.7 shows a sample of words drawn in cursive writing, that

the system caters for. The bottom of the figure shows three audio signatures of the word

“mango” which would be used to recognise the word.

Two data sets were collected, both of a set of words written in cursive handwriting: the

“ABC” data set consisting of uppercase letters; and the “FOOD” data set consisting of

words which were names of various food items, as seen in the top of Figure 3.7. Using

the matching techniques, the accuracy achieved was above 70% for letters while words

achieved 90% accuracy. The authors attribute the higher accuracy achieved by words

to the more feature-rich nature of words than single letters in cursive writing.

3.1.7 Combination of Pen’s Tip Motion and Writing Sounds

Schrapel et al. [52] built a system called Pentelligence that combines the acoustic emis-

sion from writing on paper and a sensor device embedded within a pen to recognise

handwritten digits. The pen houses an ATmega328p microcontroller which is Arduino

Figure 3.7: Sample of Seniuk and Blostein’s data, from [53]: (top) example cursive
words; (bottom) audio data in visual projection.
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1 2 3 4 5 6

Figure 3.8: Schrapel et al.’s sensor embedded pen. 1: micro USB jack, 2: USB/UART
converter, 3: microcontroller, 4: microphone with amplifier, 5: inertial measurement

unit, 6: write or pressure sensor. [52].

bootloader-enabled for programming and is connected to a number of sensors. Figure

3.8 shows the close-up cross-section photograph of Schrapel et al.’s sensor pen. Referring

to Figure 3.8, the sensors include the following:

• a pressure sensor mounted to the spring of the pen to detect contact with the

paper or surface, labelled “6” in the figure.

• an analogue omni-directional microphone placed at the tip of the pen and con-

nected to a circuit board, with a rail-to-rail operational amplifier used to then

amplify and convert from analogue to digital the audio signal received at the mi-

crophone. This is labelled “4” in the figure.

• an inertial measurement unit which consists of an accelerometer and gyroscope to

detect and measure motion, labelled “5” in the figure.

Audio processing is done by applying the Hilbert Transform that computes the Hilbert

Envelope of the audio data. The transformed audio data together with the motion data

from the inertial measurement unit forms the feature set for training and testing the

classifier. A neural network is used as the classifier and the classes are digits from 0 to

9. The overall accuracy achieved was 78.38%.

Figure 3.9 shows the confusion matrix of their results per digit class recognised. The

recognition accuracy across digit classes is observed to be relatively close, ranging be-

tween 69.8% and 88.5%. It is important to note that, even with a complex hardware

setup employed and several sources of information, it is still possible for digits to be

confused with each other.

3.1.8 Digit Recognition For Smart Watches

Chen et al. [10] created a system called WritePad to address the difficulties associated

with device interaction on the small screens of smart watches. The system aimed to



Chapter 3 Related Work 26

recognise digits drawn on the back of a user’s hand. Audio was collected using a micro-

phone that was built in to the smart watch which, in this case, was the Huawei Watch

I, running Android 4.3.

After a pre-processing which is done with wavelet transform algorithms, the system

extracts features from the audio data via the Fast Fourier transform. The transform

generates images which are used as input features to a classifier. Figure 3.10 shows

examples of the wavelet transform images for digits 1,2 and 3, which are (64×64) pixels

in size. These are used as features for classification.

A hybrid convolutional neural network with three layers of convolution each followed by

a layer of max pooling was used for classification.

Two experiments were conducted to assess the accuracy of the proposed approach. The

first experiment aimed to assess the accuracy of the system across 10 test subjects, with

each subject performing each of the 10 digits 50 times. An overall accuracy of 92.75%

was achieved. Figure 3.11 shows the confusion matrix for the first experiment. It is,

however, unclear whether the testing subjects were included in the training set, in which

case the system accuracy becomes dependent on a pre-training procedure.

A subsequent experiment was carried out to compare the effects of various noise levels

emanating from different environments on the recognition accuracy. The three envi-

ronments compared, and their corresponding final accuracies, were: a laboratory with
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Figure 3.9: Confusion matrix of Schrapel et al.’s results [52].
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Figure 3.10: Chen et al.’s audio images as features for digits 1,2 and 3 [10].

94.46% accuracy, a dormitory with 90.55% accuracy and a canteen with 85.48% accuracy.

3.1.9 Letter Recognition for Smart Wearable Devices

Du et al. [16] built a system called WordRecorder that recognises written letters from

acoustic signals generated by pens on a paper. The aim was to implement the system

on small wearable devices like smart watches.

The audio input is captured from by a Huawei Watch I, running Android 4.3 and seg-

mented into its constituent letters. The audio segment of each letter is sent further for

processing. The system uses the Short Term Fourier Transform (STFT) as the main

signal processing method. The features yielded from the STFT are transformed into a

greyscale image which is then used as the source of input features to a classifier. Figure

0 0.96 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.01 0.00

1 0.01 0.93 0.01 0.00 0.00 0.00 0.01 0.01 0.03 0.00

2 0.01 0.00 0.90 0.01 0.03 0.00 0.01 0.01 0.03 0.00

3 0.00 0.00 0.01 0.94 0.01 0.00 0.00 0.00 0.03 0.01

4 0.00 0.00 0.00 0.00 0.99 0.01 0.00 0.00 0.00 0.00

5 0.00 0.00 0.05 0.00 0.00 0.93 0.00 0.00 0.03 0.00

6 0.06 0.01 0.01 0.01 0.01 0.00 0.89 0.00 0.00 0.00

7 0.00 0.00 0.04 0.00 0.00 0.00 0.00 0.94 0.03 0.00

8 0.00 0.00 0.01 0.00 0.01 0.01 0.00 0.03 0.93 0.01

9 0.03 0.01 0.03 0.00 0.01 0.00 0.03 0.01 0.00 0.89

0 1 2 3 4 5 6 7 8 9

Figure 3.11: Chen et al.’s confusion matrix for the first experiment [10].
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3.12 is an example of one such greyscale image produced from an audio signal, which is

used to train the classifier to recognise uppercase letters of the alphabet.

ti
m

e

frequency

selected features

Figure 3.12: Du et al.’s greyscale image resulting from the application of the STFT
to an audio signal.

The classifier used was a Convolutional Neural Network (CNN) which is a deep learning

based approach. The aim was to take advantage of the analysis ability of CNNs on visual

imagery. The structure of the CNN takes a hybrid approach which combines two types

of CNNs, namely, LeNet-5 [29] and AlexNet [26] as follows: three convolutional layers

with three pooling layers; two fully connected layers; finally, one output layer. The size

of the kernels are 11 × 11, 5 × 5 and 3 × 3 for each layer respectively, and the pooling

size is 3 × 3, with a stride of two. This intent behind using a hybrid approach is to

utilise the structure of LeNet-5 and the convolutional layers of AlexNet as an advantage.

A modified classifier of this type is also able to be implemented on smart devices.

On testing the system, an overall accuracy of 81% for pre-trained subjects and 75%

overall accuracy was achieved for subjects that was not present during training. Figure

3.13 is a confusion matrix of the accuracies per letter. It is clear that the letters are

generally recognised at a high accuracy.

Finally, a dictionary lookup is used with the predicted output, i.e. the chain of letters,

to enhance the word recognition accuracy, similar to Yu et al. [69] mentioned previously.
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Figure 3.13: Du et al.’s confusion matrix of letter recognition accuracy [16].

3.2 Generic Audio Recognition Research

This section contains work that is less directly related as compared to Section 3.1.

Instead, this section shows work using alternative feature descriptors etc., with speech

recognition being the most prominent research field. While MFCC is quite popular

in speech and non-speech, however, there are other descriptors and variations that are

applied to certain problems.

The following subsections details these topics; pitch-range based feature set and gam-

matone frequency cepstral coefficients.

3.2.1 Environmental Sound Recognition Using Machine Learning Tech-

niques

Uzkent et al. [57, 58] carried out a study that aimed to recognise various environmental

sounds including: gunshots, glass breaking, screams, dogs barking, rain, engine sounds,

and restaurant noise. They compared three feature extraction methods; the first two
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methods were the MFCC and the range of pitch of the audio signal and the third

method combined the first two methods. Furthermore, they compared several classifiers

as follows: SVM with a linear kernel, SVM with a Gaussian kernel, a RBF neural network

and a k nearest neighbours classifier. The below Equation 3.6 shows the auto-correlation

function,

φ(t) =
k∑

n=−k
x(n)x(n+ t). (3.6)

φ(t) which is used to calculate the pitch range, where x(n) is the input signal, n is the

moving window size, t is the time offset and k is the limiting bound of n. It measures the

extent to which a signal correlates with a time-offset version of itself [57]. Equation 3.7

shows the appropriate definition of the auto-correlation function if the signal displays

stationary random or periodic behaviour,

φ(t) = lim
k→∞

1

2k + 1

k∑
n=−k

x(n)x(n+ t). (3.7)

The pitch P (i) is calculated when the auto-correlation is high,

P (i) =
1

T (i)
, 1 < i < M. (3.8)

Where T (i) is the time delay between the first and second positive peak values of the

auto-correlation function and M is the total number of windows for any sound event.

Equation 3.9 defines the two features F1 and F2 of the pitch range. F1 is defined as the

ratio of the maximum to the minimum of the pitch range. F2 is defined as the ratio of

the standard deviation σ[P (i)] to the mean P of the pitch range which are defined in

Equation 3.10:

F1 =
max[P (i)]

min[P (i)]
, F2 =

σ[P (i)]

P
, ∀ 1 ≤ i ≤ n. (3.9)

P =
1

k

n∑
i=1

P (i), σ[P (i)] =

√√√√ 1

k − 1

n∑
i=1

(
P (i)− P

)2
, ∀ 1 ≤ i ≤ n. (3.10)

Table 3.5 summarises the results obtained by the feature descriptors and classifiers

compared. According to the results, the MFCC outperformed pitch-range features in

terms of accuracy. Furthermore, the combination of the MFCC with pitch-range features

out-performed the individual feature descriptors across all classifiers. It is also observed
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that the SVM with the Gaussian kernel out-performed all other classifiers regardless of

the features used.

3.2.2 Environmental Sound Recognition Using Hidden Markov Models

Shao et al. [54] constructed a system that compared variants of the MFCC and the

gammatone frequency cepstral coefficients (GFCC) feature descriptors in recognising

speech under several types of environmental noise. The GFCC is an alternative to the

MFCC that appears to provide greater robustness under high-to-severe environmental

noise conditions, at a comparable computational efficiency. The GFCC was developed

with more robustness and noise suppression in acoustic audio processing applications in

mind. Equation 3.11 describes the gammatone filter Gf,t.

Gf,t = ta−1 exp(−2πbt) cos(2πfc + ϕ), t ≥ 0, (3.11)

where a is the peak value constant that controls gain, which is typically set to a = 4,

ta−1 is the time onset, where, b is the rectangular bandwidth that is proportional to the

characteristic centre frequency fc and ϕ is the initial phase which is, however, typically

set to zero i.e. ϕ = 0 [54]. Equation 3.12 shows the GFCC feature extraction after

gammatone filtering Gf,t is down sampled with a cubic root function resulting in Gc(k),

where k is the frame index, c is the channel index and n is the total number of channels

[54].

Ci(k) =

√
2

n

n−1∑
c=0

Gc(k) cos

(
iπ

2n
(2c− 1)

)
, ∀ 0 ≤ i ≤ n− 1. (3.12)

The following variants of the MFCC and GFCC were used and compared:

• a 36-dimensional MFCC feature labelled “MFCC D A”.

Classifier
Accuracy (%)

Pitch-range MFCC Pitch-range with MFCC

SVM with linear kernel 65.3 67.1 84.6
SVM with Gaussian kernel 72.4 82.6 87.9

RBF neural network 55.0 70.2 81.8
k Nearest Neighbours 68.6 79.8 86.4

Table 3.5: Uzkent et al.’s accuracy results on different feature descriptors and classi-
fiers.
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Figure 3.14: Shao et al.’s results on experiments with SSN.

• a 36-dimensional cepstral coefficients derived by perceptual linear predictive anal-

ysis labelled “PLP D A”.

• an enhanced 36 dimensional MFCC feature derived by the ETSI-AFE speech recog-

nition process labelled “ETSI D A”.

• a 58-dimensional GFCC feature labelled “GFCC D”.

• An enhanced GFCC D feature which uses feature reconstruction and uncertainty

decoding which is a noise decoding process, labelled “Enhanced GFCC D”.

A hidden Markov Model (HMM) was used for classification. Two types of experiments

were performed. In the first experiment, speech phrases from thirty-four speakers were

mixed with speech-shaped-noise (SSN) at increasing signal-to-noise-ratio (SNR) values.

Figure 3.14 shows the recognition accuracy of each of the feature descriptors at different

SNR values. The results demonstrate the robustness of the GFCC in extremely noisy

conditions.

The second experiment evaluated the accuracy of the various feature descriptors under

alternative noisy conditions, namely, factory noise, speech babble, destroyer operation

room and F-16 cockpit. The speech phrases from the thirty-four speakers was again

mixed with each type of noise using noise generators, as in the previous experiment. The
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Feature set
Accuracy (%)

Factory Babble Destroyer F-16

MFCC D A 61.31 67.97 67.67 59.69
PLP D A 78.44 81.75 84.17 76.19
ETSI D A 88 90.39 90.44 90.03
GFCC D 93.42 91.81 92.78 91.86

Enhanced GFCC D 85.69 86.47 86.47 85.36

Table 3.6: Shao et al’s accuracy results on different noise background.

results are summarised in Table 3.6. The table shows that the best overall performance

is obtained by the GFCC feature set without enhancement.

The GFCC clearly out-performs the MFCC under very noisy conditions. However,

the system proposed in this thesis is not currently expected to be used under very

noisy conditions. The MFCC has also been demonstrated extensively to be robust in

non-speech-based applications. Therefore, an investigation of the efficacy of the GFCC

towards use in the proposed system is left to future work.

3.3 Summary

This chapter described related work in the field of audio recognition.

Section 3.1 discussed studies that are closely related to the work in this research i.e.

related studies that are specifically focused on recognising shapes, digits or letters. Table

3.7 shows a summary of these related studies. The studies were of three types: those

that recognise characters written on a surface by a stylus or another type of object; and

those that recognise characters for smart wearable devices.

A variety of approaches were used to recognise characters, including recognising char-

acters separately, decomposing characters into strokes and grouping characters based

on their stroke counts. Furthermore, some studies grouped letters recognised and used

dictionary lookups to recognise words. Various feature descriptors have been used, in-

cluding various combined, modified and fine-tuned version of these descriptors. The

descriptors investigated include: amplitude density function, mean amplitude, power

signal, the MFCC and others. Classification techniques used included: k nearest neigh-

bours, template matching, regression and SVM.

By examining the hardware used for the various studies, it is observed that they unani-

mously used embedded condenser type, mostly those embedded into mobile or wearable

smart devices. One of the goals of this research is to investigate whether an alternative

low-cost hardware capture solution in the form of one or more piezo microphones can
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be used to obtain accurate recognition accuracies. Hence, the main research question

set forth in Chapter 1 involves investigating whether piezo microphones can provide

sufficient sound definition and quality to enable audio character recognition.

Various feature extraction methods were compared, with varied and comparable levels of

success, which depends on the classification technique used. The majority of the studies

either made use of various forms of template matching or neural networks. Other studies

either used SVMs or kNNs.

This research selects the MFCC as the feature extraction method of choice which is

a suitable choice considering that it has shown promise in terms of effectiveness and

robustness for various audio recognition problems [58], including the ones discussed in

this chapter.

As regards classification, template matching was noted as being user-dependent, which

is very undesirable. In contrast, machine learning techniques can be trained to be

user-independent. Neural networks, especially deep neural networks, may be considered

for this task but can be challenging to work with given their complexities in terms

of hyperparameter tuning, overfitting, the possibility of not generalising and possibly

diverging. On the other hand, SVMs always converge, perform well on even small-sized

datasets, and can have their hyperparameters tuned with relative ease. Therefore, SVMs

are selected for classification in this research. The application of neural networks may

be implemented and compared to SVMs in future work.

Section 3.2 discussed more general audio recognition research studies that use feature

descriptors and classifiers. The GFCC was shown to be an alternative feature descriptor

and a derivative of the MFCC which is more robust under extreme noise conditions.

The proposed system is expected to be used under conditions of low to moderate noise.

The use of the GFCC will therefore be investigated in future.

This forms the basis for the next chapter which details the techniques that make up

the two components for the proposed system’s audio recognition process, namely, the

MFCC feature descriptor and SVM classification.
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Chapter 4

Techniques of Audio Recognition

This chapter details the audio recognition techniques used by the system to extract

features from audio data. The main focus of the proposed system, once audio data has

been captured from a piezo microphone, is to utilise a feature extraction algorithm to

extract audio features from the audio. For this task, the MFCC feature descriptor was

selected as a robust and promising technique.

Given the feature vector produced by the feature descriptor, a machine learning tech-

nique is used to classify the data as being one of a pre-defined set of classes, in this

case: the fundamental shapes described in Section 1.3, the digits 0 to 9 and the upper

case letters from A to Z. The character prediction accuracy is certainly influenced by

the choice of machine learning technique. This research uses Support Vector Machines

(SVMs) which have been shown to be effective in a variety of classification problems

[58].

This chapter is structured as follows: Section 4.1 provides the theories and processes of

the MFCC feature descriptor. Section 4.2 provides information about the SVM used for

classification in this research. The chapter is then summarised.

4.1 Mel-Frequency Cepstral Coefficients

The MFCC feature descriptor is designed via a methodology to simulate human auditory

perception which resides in factors such as short-term changes in pitch and loudness

which make up unique sounds [6], also referred to as phonemes. The objective is to

extract a feature vector from the input audio signal which results in a representation

of the dynamic nature of speech in the form of the sequence of phonemes that were

produced.

36
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Figure 4.1 is a flow diagram of the MFCC procedure depicting each step of the process

applied to an audio signal received as input to produce the target feature vector. The

audio signal goes through enhancements, then conversions, filtering and transformation.

The following subsections follow the progression through this figure.

Pre-emphasis FFT

Log Mel Filter

Framing/Windowing

Feature 
Vectors Deltas

Audio 
Signal

DCT

Figure 4.1: Overview of the MFCC feature descriptor.

4.1.1 Pre-emphasis

The pre-emphasis step is carried out to increase low energies of higher frequencies and

reduce excessive energies of lower frequencies in the audio signal, this will suppress

low frequencies that does not hold much information and can affect later steps in the

process. This phenomenon tends to occur in natural audio signals. In this application,

pre-emphasis takes the form of a high-pass filter which emphasises the energies at higher

frequencies and the does the opposite to energies at lower frequencies [42]. This results

in a better distribution of amplitudes at relative frequencies. Equation 4.1 defines the

pre-emphasis process represented by c(1),

c
(1)
k = c

(0)
k − α c

(0)
k−1 ∀ k ∈ {1, 2, . . . , N}. (4.1)

Where c(0) is the input audio signal, k is a sampling point, N is the total number of

sampling points and α is a pre-emphasis factor that is usually set to between 0.9 and

1.0, and typically set to a default of 0.95 which is used here.

Figure 4.2b illustrates the effect of applying pre-emphasis to an audio signal which is

shown in Figure 4.2a.

4.1.2 Framing and Windowing

The pre-emphasised signal c(1) is framed into J overlapping frames with an overlap of

O samples between frames, and with each frame having a width of W samples. This

gives rise to frames {c(1)τ |τ ∈ {1, 2, . . . , J}}, where τ is the frame number. Typically, the

overlap between frames is set to O = 10 milliseconds (ms) and the frame width is set to
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a)

b)

Figure 4.2: The pre-emphasis process: a) Original input audio signal; b) pre-emphasis
applied to the audio signal.

W = 25ms, and these values were used in this implementation. All of the steps of the

MFCC from this point onward apply to each frame separately. For illustrative purposes,

Figure 4.3 provides an illustration of four overlapping frames, represented by the blue,

yellow, green and red boxes super-imposed onto a portion of an input audio signal.

Given that frames have a width of W samples, k will from now be an index that specifies

the sample number in a given frame τ and will take on values k ∈ {1, . . . ,W}, noting

that every frame has the same size.

Windowing is the process in which a window function is applied to, i.e. convolved with,

the samples of a signal. This helps reduce both spectral leakage, and breaks or static in

Figure 4.3: Part of the input audio signal with four example frames (blue, yellow,
green and red boxes) super-imposed on it, for illustrative purposes.
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Figure 4.4: The windowing process: a) The audio signal of a single frame with a
Hamming window super-imposed on it; b) The result of applying the Hamming window

to the audio signal.

the signal [6]. In this case, the window function used was a Hamming window which was

applied to each frame τ . Figure 4.4a illustrates a Hamming window super-imposed on

the audio signal of a frame, resulting in the signal shown in Figure 4.4b. Equation 4.2

describes a Hamming window of width W , and all other symbols have been previously

defined,

H(k) = 0.54− 0.46 cos
2πk

W − 1
∀ k ∈ {0, ..., (W − 1)}. (4.2)

This can be applied to each frame from the previous step c
(1)
τ to get c

(2)
τ as follows:

c
(2)
τ,k = H(c

(1)
τ,k) ∀ k ∈ {0, ..., (W − 1)}. (4.3)

4.1.3 Fast Fourier Transform

The efficient form of the Discrete Fourier Transform is the Fast Fourier Transform (FFT).

The FFT converts an audio signal from the time domain into its frequency domain. It

is applied to the result of the previous step i.e. c
(2)
τ as follows:
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a) b) c)

Figure 4.5: Application of the FFT: a) the windowed audio signal of the current frame;
b) the frequency spectrum obtained by applying the FFT to the signal; c) estimate of

the spectral power of each frequency in the audio signal.

c
(3)
τ,f =

W
2
−1∑

k=0

c
(2)
τ,EVEN{k} exp

(
−i 2π

kf

2W

)
+

exp

(
−i 2π

kf

W

) W
2
−1∑

k=0

c
(2)
τ,ODD{k} exp

(
−i 2π

kf

2W

)
∀ f ∈ {0, 1, ..., F}.

(4.4)

Where f denotes each frequency bin, F is number of frequency bins used which is

typically F =
(
W
2 − 1

)
, c

(3)
τ,f is the output frequency spectrum corresponding to frame

τ which is clearly shown by the change in subscript from the time domain represented

by k to the frequency domain now represented by f , and all other symbols are identical

to the same symbols in Equation 4.3.

Following the production of the frequency spectrum, estimates of the spectral power of

each frequency in the frame τ is obtained as follows:

c
(4)
τ,f =

1

W

∣∣ c(3)τ,f ∣∣2. (4.5)

where all symbols have been previously defined. Figure 4.5 visually illustrates the abso-

lute value of the frequency spectrum produced, and the estimate of the spectral power

of each frequency.

4.1.4 Mel Scale Filtering

Mel-scale filtering is applied to the frequency power spectrum to obtain a mel-frequency

spectrum which is modelled to mimic the human auditory perception in relation to pitch.
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Frequency

Figure 4.6: Visual illustration of Mel filters with R = 10, superimposed onto the
frequency spectrum.

Mel-scale is a non-linear pyscho-acoustic scale that measures such pitch via auditory

distance of humans [56].

Mel filtering involves assigning each frequency in the power spectrum into two consec-

utive sets of weighted bins on the Mel scale. These bins are also referred to as Mel

filters. To determine the positions of the filters in the frequency spectrum, the smallest

and largest frequencies in the spectrum are converted to the Mel scale and the interval

between these frequencies is segmented into a desired number of equally spaced segments

in the Mel scale, which define the bin values of the filters. Equation 4.6 describes the

transformation of a frequency f into its Mel-scale equivalent m,

m = 2595 log

(
1 +

f

700

)
. (4.6)

Converting the bin back to the frequency domain results in bin widths that increase

proportional to the frequency, given that the Mel scale is logarithmic in nature. Equation

4.7 describes the transformation of a frequency in the Mel scale fm back into its frequency

equivalent f ,

f = 700
(

10

(
m

2595

)
− 1
)
. (4.7)

Given that R filters are required, a total of R + 2 bin edges, where the edges mark
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a) b)

Figure 4.7: Illustration of Mel filtering for the case where R = 10: a) energies
corresponding to each filter; b) log-energy corresponding to each filter.

the boundaries between bins, given by {t0, t1, . . . tR, tR+1} are obtained through this

procedure. The filters are given by the function Tr(f) below:

Tr(f) =



0 if f < tr−1

f − tr−1
tm − tr−1

if tr−1 ≤ f < tr

tr+1 − f
tr+1 − tm

if tm < f ≤ tr+1

0 if f > tr+1

(4.8)

For illustrative purposes, Figure 4.6 visually depicts a case where R = 10 filters have

been produced and have been super-imposed onto the frequency spectrum. It is observed

that the width of the filters increases as the frequencies increase.

4.1.5 Logarithmic function

A human’s perception of loudness is on a logarithmic scale. Therefore, after computing

the energy of the power spectrum c
(4)
τ obtained earlier corresponding to each of the filters

Tr(f) to get the log-power spectrum corresponding to each filter, the logarithm of the

result is computed which results in a pseudo-human auditory perception of loudness of

corresponding to the frequencies in each filter r and frame τ , as follows:

c(5)τ,r = log
[ F∑
f=0

c
(4)
τ,f · Tr(f)

]
∀ r ∈ {1, . . . , R} (4.9)
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Note that c
(5)
τ,r is the log-power spectrum corresponding to a specific filter of the current

frame τ and is now therefore indexed by r ∈ {1, . . . , R}, and R is the number of desired

filters.

For illustrative purposes, Figure 4.7a shows the energies of the audio signal in previous

figures corresponding to each filter for a case where R = 10 filters have been used.

Figure 4.7b visually illustrates the corresponding log-energies of the filter energies in

Figure 4.7a.

4.1.6 Discrete Cosine Transform

The Discrete Cosine Transform (DCT) is commonly used for audio compression. The

compression removes redundancies and duplicates from the audio. Applying this trans-

form to the log-power spectrum results in a “spectrum of the spectrum” which is called

a “cepstrum”. The cepstrum c
(6)
τ,p of the current frame τ is a spectrum of the log-power

spectrum with R coefficients indexed by p ∈ {1, . . . , R} and given by:

c(6)τ,p =
R∑
r=1

c(5)τ,r cos

[
p (2r + 1)π

2R

]
,

∀ p ∈ {1, . . . , R}

(4.10)

where the set {c(6)τ,p|p ∈ {1, . . . , R}} is a set of the desired cepstral coefficients (CCs) for

the current frame, and all other symbols are the same as those in previous equations.

In practice, R = 26 filters are used to obtain 26 final CCs, but only the first 13 are

typically used [35], attributed to the fact that CCs at the higher end of the cepstrum

represent extremely fast-paced changes in frequency that don’t appear in practice and

don’t appear to assist in audio recognition. Therefore, the symbol Y = 13 will be used

to refer to the number of CCs that were selected out of a total of R CCs produced

previously.

Figure 4.8b is an illustration of the CCs produced on the filter log-energies shown in

Figure 4.8a.

4.1.7 Deltas Features

The CCs obtained in the previous step provide a good representation of the underlying

phonemes in the input audio signal, but are confined to specific frames. The “deltas”

or derivatives of the CCs can be computed and used to provide information about the
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a) b)

Figure 4.8: Production of cepstral coefficients for the case where R = 10: a) log-
energy corresponding to each filter; b) final cepstral coefficients.

dynamics in the CCs i.e. how the CCs change across frames. They are therefore added

to the final feature vector along with the CCs to represent the signature of the input

audio. The first and second derivatives ∆c
(7)
τ,j and ∆∆c

(7)
τ,j are computed as follows:

∆c(7)τ,p = c
(6)
τ+1,p − c

(6)
τ−1,p (4.11)

∆∆c(7)τ,p = ∆c
(7)
τ+1,p −∆c

(7)
τ−1,p (4.12)

4.1.8 Final Feature Vector

The CCs, first derivatives and second derivatives computed previously make up the final

feature vector of frame τ given by Vτ shown below:

Vτ =
〈
c(6)τ,p , ∆c(7)τ,p , ∆∆c(7)τ,p | p ∈ {1, . . . , Y }

〉
(4.13)

Finally, the feature vectors of all frames τ ∈ {1, 2, . . . , J} are concatenated to make up

the final feature vector V given by:

V =
〈
Vτ=1 , Vτ=2 , . . . , Vτ=J

〉
(4.14)
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4.2 Support Vector Machines

The Support Vector Machine (SVM) classification technique is a supervised machine

learning technique which is a composite of different statistical learning models. It was

initially created for binary classification [11] but has been adapted for multi-class clas-

sification problems as well. The SVM classification technique has many advantages [48]

including the following:

• It is effective in high-dimensional spaces.

• It maintains its effectiveness when the number of dimensions exceeds the number of

samples, it utilises only a subset of training points—called “support vectors”—in

the decision function, which makes it memory efficient.

• It always leads to a converged model.

• Its hyper-parameters can be tuned with relative ease.

• It is versatile due to the possibility of using a number of different Kernel functions

that can be specified for the decision function.

• Other than the common kernels provided, it is also possible to specify custom

kernels.

SVMs are therefore a favoured technique for data classification. Although SVM is con-

sidered simpler to use than Neural Networks, and can be used to get superior results in

many contexts if used correctly [22].

The following subsections will discuss the theory behind support vector classification

used in SVMs, kernels, feature scaling and grid-search using cross-validation.

4.2.1 Support Vector Classification

Support vector classification aims to find a solution in the form of an optimal discriminant—

a decision boundary—function or a hyperplane with maximum margin within a high-

dimensional feature space [12]. Figure 4.9 shows a basic illustration of a binary linear

support vector classification problem. Within the Cartesian plane of the (X1, X2) fea-

ture space are data points of two classes represented by red crosses and blue circles. An

optimal hyperplane is drawn as the discriminant function which separates and classifies

the two classes, with the margin maximised until the first subset of data points in each
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Figure 4.9: Basic illustration of a support vector classification.

[50]

class is reached. This subset of data points in each class support the position of the

discriminant function and are hence given the name “support vector”.

When classifying realistic data, noise is definitely expected to occur in the form of

data points from either class overlapping with data points of the opposing class. In

terms of the illustration in Figure 4.9, it is seen that a blue data point is located in,

and overlaps with, the region mostly occupied by red data points, and is therefore

considered to be noise. Under hard margin optimisation—represented by the light green

line in the figure—the margins are determined absolutely with no data points within

the margin while maintaining class separation. This poses no issue with data sets that

are perfectly separable. However, data with noise will result in the decision boundary

to have undesired extreme contortions resulting in a heterogeneous class space.

Soft margin optimisation allows data points—presumably noise—to be placed outside

their own class space. When a data point is located outside its class space, it is given

an error margin or slack. A penalty meta-parameter—usually denoted C—that tunes

the scale of error margin allowed, contributes to the overall discriminant function to

compensate for noise. This will allow the decision boundary to be smoother, resulting

in a more homogeneous class space instead [50]. This is illustrated in Figure 4.9 by the
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optimal hyperplane (soft margin).

4.2.2 Kernels

In Section 4.2.1, Figure 4.9 used a linearly separable data set as an example. However,

with realistic problems, the data sets are not likely to be linearly separable, which

therefore requires existing data to be mapped to a higher-dimensional feature space in

which the data can be separated linearly. SVM kernels become of great use in these

situations. Kernels create an alternative solution for obtaining a more complex space.

Mapping data onto higher dimensions helps make data linearly separable [50].

A kernel’s validity is determined by its conformance to Mercer’s theorem [37] such that

the continuous symmetric kernel K ∈ R exhibits positive definite behaviour where con-

vergence is absolute, thus a valid kernel qualifies as Mercer’s kernel. This takes place

when it is guaranteed that there indeed exists a mapping for such a feature space when a

kernel function K is applied [50]. The following four basic Kernels are a common choice:

• Linear kernel: K(Xi, Xj) = XT
i Xj .

• Polynomial kernel: K(Xi, Xj) = (γXT
i Xj + b)d, γ > 0.

• Radial basis function (RBF) kernel: K(Xi, Xj) = exp(−γ||Xi −Xj ||2), γ > 0.

• Sigmoid kernel: K(Xi, Xj) = tanh(γXT
i Xj + b).

Where γ is a kernel parameter, b is the bias or offshoot and d is the polynomial kernel’s

degree parameter and X is the set of N data points in feature space where index i, j ∈
{1, . . . , N} [22].

From a general perspective, the RBF kernel is a reasonable choice for many problems.

In comparison, the polynomial kernel has more hyper-parameters than the RBF kernel

and is more difficult to optimise, and the RBF kernel is not divergent, in other words, it

doesn’t yield an infinite value if the hyper-parameter value used is too large. As regards

the sigmoid kernel, this kernel can yield invalid values depending on the hyper-parameter

values used [22]. Therefore, the RBF kernel is selected for this research. This kernel

satisfies Mercer’s theorem and is therefore a valid kernel.

4.2.3 Scaling

Data scaling provides an advantage of avoiding situations where data values of features

with a much larger numeric range is dominating those with smaller numeric ranges.
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Another advantage of scaling is that it helps alleviate the computational difficulties

associated with working with large numerical values. Since kernel values such as values

resulting from the linear and polynomial kernels explained in Section 4.2.2, generally

focus on the inner products of feature vectors, large data values for such kernels might

cause computational stress [22]. This is useful if switching between different kernels is

required.

There are different strategies to scale data. A common choice is to centre the data of

each feature around its mean, as well as reducing its range to as close to [−1,+1] as

possible. Equation 4.15 shows the function N which converts Xij which is the ith data

point of feature j to its scaled equivalent given by X ′ij :

X ′ij = N(Xij) =
Xij − µj

Sj
(4.15)

where µj is the mean of feature j and Sj is the or range of feature j. An alternative

strategy also uses Equation 4.15 where Sj is the standard deviation of the feature.

4.2.4 Grid-Search With Cross-Validation

Section 4.2.2 specified that the RBF kernel is to be used for this research. Thus two

hyper-parameters are required to be optimised to ensure optimal classification accuracy;

C and γ. Parameter C adjusts the magnitude of the margin for the decision boundary.

Given larger C values, a smaller margin will be yielded if the discriminant function is

better at correctly classifying all training points, potentially avoiding under-fitting. A

smaller C value will yield a larger margin, therefore a more general discriminant function,

at the sacrifice of training accuracy, at the advantage of avoiding over-fitting. Parameter

γ determines the radius of influence that a single data point—training sample—has on

classification. The higher the γ value, the smaller the radius of influence and vice versa

[48].

Since optimal values for both C and γ are not known beforehand, a hyper-parameter

search is required to obtain suitable values for the model in order to accurately pre-

dict unseen data at a later stage. It is recommended to perform a grid-search using

cross-validation to determine optimal values for these parameters. The process involves

systemically trying out combinations of C and γ and selecting the pair with the best

cross-validation accuracy.

A conventional way of setting the range and sequence for C and γ values to try out is to

exponentially increasing values, usually in powers of 2. A common range and sequence
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for C and γ is: C = (2−5, 2−3, ..., 215) and γ = (2−15, 2−13, ..., 23). Since these ranges

are indicative and not exhaustive, a contour plot of the grid-search results proves to be

of great help in identifying if there are areas on the edges of or outside of the scope of

the given range that could possibly yield a higher accuracy by means of an extended

grid-search.

A grid-search, however, requires computational resources, as a range of parameter com-

binations are evaluated. This issue may be addressed by using parallelised processing

techniques coupled with a graphics processing unit (GPU). A GPU-enabled SVM im-

plementation proved to be of immense help in speeding up this process in this imple-

mentation [2].

4.3 Summary

This chapter discussed the audio recognition techniques used by the system to extract

features from audio data, as well as classify them into one of the required audio signature

categories.

Section 4.1 provided details on the MFCC audio feature descriptor. The feature descrip-

tor simulates the human auditory perception and provides the unique features of audio

data in the form of phonemes. The section described the algorithm which takes place in

the following stages: a pre-emphasis stage helps amplify and modify the audio signal; the

signal is framed in order to extract short-term phonemes; windowing is applied to reduce

spectral leakage; the data is then converted to the frequency domain via the FFT; the

frequencies obtained are placed into the Mel scale and placed into a series of Mel-scale

filters; the DCT is applied to obtain the CCs; finally, the first and second derivatives of

the CCs are obtained; the CCs and derviatives are taken as the final feature vector for

training and testing.

Section 4.2 justified the use of SVMs and discussed the theory behind SVM classification.

The basic concept behind support vector classification was discussed. The use of kernels

for data that is not linearly separable was detailed. A discussion around feature scaling

was then undertaken; it was described that feature scaling is carried out to reduce or

eliminate the domination of features with large ranges over those with small ranges,

and to reduce the overall computational overhead involved with classifier training and

classification. Finally, a discussion around the use of the grid-search technique coupled

with cross-validation to find optimal parameters the SVM was provided.
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Based on this theoretical foundation, the next chapter describes the design and imple-

mentation of the system proposed in this research for the recognition of shapes, digits

and letters from acoustic emissions made by writing these characters on a surface.



Chapter 5

Design and Implementation

This chapter focuses on how the audio recognition system is designed and implemented

ahead of experimentation described in the next chapter.

Users produce audio data by writing letters with a stylus on a fixed surface. This data

is used to build and train a classifier that can recognise a required set of written shapes.

The audio data is captured first with one microphone, then two and finally with three

microphones. Three sets of audio data are collected: a) the audio data of one micro-

phone; b) the audio data of two of the microphones; and c) the audio data of all three

microphones. Each of the sets of audio data are processed with the MFCC feature de-

scriptor algorithm which yields feature vectors corresponding to each set. These vectors

are used to train a SVM which yields prediction models. The prediction models perform

classification with unseen data to test for the accuracy of such a model. Figure 5.1 shows

the high-level overview of the processing pipeline.

This chapter consists of the following sections: Section 5.1 details the set up for audio

processing, from the microphone to the feature vectors; Section 5.2 details the design of

the classification method on the vector data; the chapter is then summarised.

Audio 
Data

Feature 
Vector

SVM 
Classification

Output 
Prediction: A

MFCC

Figure 5.1: High-level overview of recognition process.
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5.1 Feature Extraction

The feature extraction of the audio data within this experimental set up is a capture

and compute process. Audio capture involves capturing microphone data created by

drawing sounds on the drawing surface. The recording is done with an open platform

software which then writes the audio data to file in .wav format as attributes of the

recording process. The data is pre-processed to standardise it in length, and is then fed

to the MFCC feature descriptor described in Section 4.1.

The following subsections give details of audio capture, audio processing and feature

extraction.

5.1.1 Audio Capture

A piezo microphone contains a small piezoelectric crystal element. It is a more convenient

capture tool for the experiment than conventional microphones because they detect

sound waves transmitted directly through solid material, rather than through air. Figure

5.2 shows a photograph of a piezo microphone which is used in the experiments in this

research, which can be attached to the surface on which letters are drawn.

Figure 5.2: A piezo disk microphone.

Combinations of one, two and three microphones are used. The exact placement of the

microphones for audio capture differs in each combination used. Figure 5.3 shows the

three types of set up: Figures 5.3a-5.3c visually illustrate the set up for one, two and



Chapter 5 Design and Implementation 53

three microphones, respectively. The cardioid shape shown in each of the figures is a

visual representation of each microphone’s area of influence, with the writing surface

kept as a constraint for the sake of the illustration. The purpose of using more than

one microphone is to investigate if an increase in the number of microphones used has

a positive influence on the accuracy of classification.

b) c)a)

Figure 5.3: Microphone configuration with (a) one, (b) two and (c) three microphones.

The platform used for the recording was Audacity, an open source and cross-platform

audio tool. All audio recordings were Int16 signed .wav files with a sampling rate of

44100Hz. The single-, double- and triple-microphone configuration used, respectively,

a mono, dual and triple channel input. At this stage, Research Objective 1 set out in

Section 1.3 has been achieved.

5.1.2 Audio Processing

Audio data needs to be pre-processed before applying the MFCC to it. This pre-process

focuses on standardising the data. The audio files that the user creates are potentially

of different lengths i.e. durations. In order to standardise the length of audio files, a

uniform length of two seconds is chosen, that is, a total of 88200 data samples. Any

audio files that are shorter or longer than this length will, respectively, be stretched or

compressed by means of interpolation into the standard length.

After pre-processing, the MFCC feature descriptor described in detail in Section 4.1 is

applied to each audio file. For the FFT, the parameter F described in Section 4.1 was

set to F = 212 = 4096. Setting this value to a large value in relation to the input signal

length results a higher and finer resolution spectrogram. This is useful in capturing

small frequency differences [46]. Figure 5.4 shows the application of the MFCC to an

audio signal: a) is the original isolated audio signal of a letter “A” written on a surface

and b) is the signal’s feature vector in high-dimension after the application of MFCC.

At this stage, Research Objective 2 set out in Section 1.3 has been achieved.
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Figure 5.4: a) Audio signal of letter “A”; b) visual representation of the resulting
feature vector after applying the MFCC feature decsriptor to the audio signal.

5.2 Classification

After audio processing has been carried out, all the data is in feature vector format.

The next step is to train and test the SVM classifier on the data. The objective here is

to build a prediction model based on existing data which involves optimisation to yield

the best performing parameters; all of this collectively makes up the training phase.

The trained prediction model is then tested by verifying its accuracy by testing it on a

different batch of unseen data. The results can then be used to conclude whether or not
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the model is able to generalise and perform well. This leads to the successful completion

of Research Objective 3 set out in Section 1.3.

The following subsections detail the following topics: classes and data; training and

testing data sets; and optimisation.

5.2.1 Classes and Data

The experiment aims to separately and progressively recognise seven fundamental generic

shapes, the digits 0–9, and the uppercase Roman alphabetic letters, as explained in

Chapter 1. This results in 7 classes for the first phase of experimentation, 10 classes for

the second phase of experimentation, and 26 classes for the final phase of experimenta-

tion.

Given that the data originates from users, the individuality of users’ styles of writing will

likely result in a wide diversity in audio signatures for each class [52]. Thus, similar to Li

and Hammond [32], users were shown a pre-determined guideline for each character to be

drawn, which they had to approximately—but not precisely—follow. The guidelines for

the shapes, digits and letters are shown in Figure 5.5. Although users were given some

freedom, with the requirement to approximately follow the guidelines, the possibility and

viability of providing complete freedom to users can be an interesting area of exploration

in future work. At this stage, Research Objectives 4–6 set forth in Section 1.3 have been

successfully achieved.

A single sample in any one of the data sets used in this system consists of the feature

vector corresponding to the audio recording of that sample, as well as its respective

ground-truth label. The ground-truth labels pertaining to each data set are described

below:

• For the fundamental shapes data set, the ground-truth labels of the shape classes

were set to numeric values ranging from 1–7.

• For the digit shapes data set, the ground-truth labels of each digit class were set

to the same digit as the class i.e. 0–9 as relevant.

• For the letter shapes data set. the ground-truth label of samples was based on the

ASCII code of the relevant alphabet character, starting at 65 for “A” until 90 for

“Z”. This makes it easier to directly display the actual letter once a prediction is

made.
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Figure 5.5: All fundamental shapes, digits and letters, showing the standardised
guideline of writing.

Figure 5.6 is an example illustration of the composition of a feature vector and label

pair for the letter “A”. Such an instance is used by the SVM in training and testing.

Figure 5.7 shows the feature vector of letter “A” in graphical format.
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[ -7.8844702   -8.3063794   -8.47080319 -10.04409227 -11.48690624
 -11.67157054 -12.89097862 -14.62854074 -12.96423474 -12.736822
 -12.2508538  -11.02031779 -13.08336203 -14.89321009 -15.10718035
 -14.98639846 -14.96239137 -14.852714   -14.73796459 -14.61079301
 -14.4916636  -14.36716893 -14.24049646 -14.11063764 -13.9856151
 -13.85397963  -7.98451955  -8.87024064  -9.78734837 -11.34147792
 -14.18709461 -13.45498867 -13.86133538 -14.12637082 -13.73235798
 -14.05950341 -14.49603125 -13.93715011 -14.12981856 -14.73013489
 -15.1339163  -15.39873767 -15.53836718 -15.72826787 -15.88297332
 -16.03137688 -16.16119414 -16.25924702 -16.34111224 -16.39167495 ...][65]

Features Label

Figure 5.6: Illustration of a data sample composition, in this case, of the letter “A”.

Figure 5.7: Feature vector of letter “A”.

5.2.2 Training and Testing Data Sets

In order to build and verify a prediction model, an SVM model needs to be trained on

the data, and later tested with unseen testing data. Thus the entire data set will be

partitioned into two parts, one for training and the rest for testing.

The percentage of the partitioning between training and testing varies, and depends

on the context of application. A general convention is to use a training set size that

is sufficiently large to allow the model to generalise, while ensuring that the quantity

of testing data left over is sufficiently large that allows for the model to be thoroughly

tested.

The following subsections describe the collection of each of the data sets, namely, the
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fundamental shapes (FS) data set, the digit shapes (DS) data set and the letter shapes

(LS) data set.

5.2.2.1 Fundamental Shapes Data Set

For this data set, a total of 10 subjects were used. Five subjects were asked to draw

each of the seven fundamental shapes a total of six times each, resulting in (5 subjects

× 7 shapes × 6 samples) = 210 audio recordings.

Of the 6 samples collected per subject per shape, 4 samples were used for training i.e.

(5 subjects × 7 shapes × 4 samples) = 140 recordings for training. This is henceforth

referred to as the “FS training set”.

The remaining 2 samples per subject per shape were set aside for testing, resulting in

(5 subjects × 7 shapes × 2 samples) = 70 audio recordings. Although these specific

samples were not used or seen during training at all, other samples of the same subjects

and shapes were used in training. Therefore, the classifier may be “familiar” with the

writing style of these subjects, and we therefore refer to this set as the “FS semi-seen

testing set”.

Testing with this kind of data provides a good indication of the system’s accuracy

provided that a user performs a pre-training procedure prior to use. Doing so may be

justified if the pre-training procedure is relatively convenient and once-off, the pay-off—

accurate recognition—is high, and if there is no other option to providing high-accuracy

recognition.

A completely different set of five subjects were used to construct an “FS unseen testing

set”; the data in this set was collected in the same way as with the training and semi-seen

data sets. The result was a data set with (5 new subjects × 7 shapes × 10 samples) =

350 recordings for unseen testing. Testing with unseen data in this way helps evaluate

the ability of the classifier to generalise to completely new subjects without the need for

a pre-training procedure of any kind, which is the preferred option.

5.2.2.2 Digit Shapes Data Set

In this case, a total of eight test subjects were used. Five of these subjects were asked

to write each of the ten digits a total of six times each. This resulted in a total of (5

subjects × 10 digits × 6 samples) = 300 audio recordings. Of the 6 samples per subject

per digit, 4 samples were used for training i.e. (5 subjects × 10 digits × 4 samples) =
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200 audio recordings for training. This data set is henceforth referred to as the “DS

training set”.

The remaining 2 samples per subject per digit were set aside for semi-seen testing i.e.

(5 subjects × 10 digits × 2 samples) = 100 audio recordings for semi-seen testing. This

data set is henceforth referred to as the “DS semi-seen testing set”.

Once again, a completely different set of three subjects were used to construct an “un-

seen” testing set, with the same justification as explained previously. The data was

collected using the same method as with the training and semi-seen data sets. The

result was (3 new subjects × 10 digits × 6 samples) = 180 audio recordings for unseen

testing. This data set is henceforth referred to as the “DS unseen testing set”.

5.2.2.3 Letter Shapes Data Set

This data set consists of 10 subjects. Five of the subjects were each asked to write down

each of the 26 upper-case letters in the alphabet on the writing surface a total of seven

times each i.e. (5 subjects × 26 letters × 7 samples) = 910 audio recordings. Of the 7

samples of each letter per subject, 5 samples were used for training i.e. (5 subjects ×
26 letters × 5 samples) = 650 audio recordings for training. This data set is henceforth

referred to as the “LS training set”.

The remaining 2 samples per letter per subject were set aside for the “LS semi-seen

testing set” i.e. a total of (5 subjects × 26 letters × 2 samples) = 260 audio recordings

in this data set.

Finally, five new unseen subjects were used to construct a “LS unseen testing set”

consisting of (5 subjects × 26 letters × 7 samples) = 910 unseen audio recordings.

Figure 5.8 provides an example visual illustration of the way in which the data is par-

titioned according to training, semi-seen testing, and unseen testing sets. Each box in

the figure represents a specific sample number of a specific subject for all the classes

recognised in the data set e.g. the top-left box of the figure, as applied to the LS data

set, represents collectively the first sample of all 26 letters as drawn by the first subject

in the data set. Note that, in general, the figure applies equally to all three data sets,

with the exception of the specific number of samples per class per subject which differs

between data sets.

Table 5.1 summarises the number of subjects, classes and samples in each partition of

each data set, as described in detail above.
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Figure 5.8: Example visual illustration of the partitioning of the data sets on training,
semi-seen testing and unseen testing sets. Each box in the figure represents a specific
sample number of a specific subject for all the classes recognised in the data set. This
specific partitioning is applied to the letter shapes data set, however the same approach

is used on other data sets as well.

Data Set Set Subjects Classes Samples Total

Fundamental
Shapes

Training 5 7 4 140
Semi-Seen Testing 5 7 2 70

Unseen Testing 5 7 10 350

Digit Shapes
Training 5 10 4 200

Semi-Seen Testing 5 10 2 100
Unseen Testing 3 10 6 180

Letter Shapes
Training 5 26 5 650

Semi-Seen Testing 5 26 2 260
Unseen Testing 5 26 7 910

Table 5.1: Summary of partitioning of the three data sets for training, semi-seen
testing and unseen testing.

5.2.3 Optimisation

The optimisation was done by means of 5-fold cross validation via grid-search on a GPU,

specifically the NVIDIA® GeForce® GTX 1060 GPU with 6GB VRAM at 1506MHz.

This is the application of the technique described in Section 4.2.4. The objective is to

obtain the optimal C and γ parameter values for the RBF kernel of each SVM trained,

each of which leads to a prediction model. The search process is applied exclusively on



Chapter 5 Design and Implementation 61

the training sets of each respective data set, while cross validating results with combi-

nation of C and γ values in each case. The best performing C and γ parameter pair is

selected when the given C and γ range is exhausted.

As mentioned in Chapter 1, recognition of the fundamental shapes and digits was a

precursor to the eventual goal of recognising letters. Therefore, for the scope of this

research and to limit time and computational resources to a feasible amount, it was

decided to only apply SVM optimisation to the LS training set, and to rather use default

SVM parameters for the FS and DS training data sets, since these can be considered

preliminary experiments. Below, a description of the optimisation procedure applied to

the LS data set is provided. The default parameters used for both the FS and DS data

sets were (C = 1, γ = 1
n), where n = 7761 is the number of features per audio recording

within the final vector from Equation 4.1.8 in Section 4.1.8.

Three classifiers were optimised and trained, one that made use of only one audio channel

data of the LS training set data, another that used two audio channels of the same

data set, and the final one that used the data from all three microphone channels.

Each classifier was optimised separately, as described below. These classifiers will be

referred to as the “one-microphone classifier”, “two-microphone classifier” and “three-

microphone classifier” for ease of reference below.

When training the one-microphone classifier, to start off, the conventional ranges of

C = (2−5, 2−3, . . . , 215) and γ = (2−15, 2−13, . . . , 23) were used. As discussed in Section

4.2.4, a contour plot of the cross-validation accuracies pertaining to the parameter pairs

helps assist in the optimisation of the parameters C and γ. Figure 5.9a is a contour plot

of the cross-validation accuracies, which are colour-coded, for the conventional range of

C and γ values. By observing the contour plot, it was determined that an adjustment

to the parameter search range could help explore better-performing parameter values.

Therefore, the ranges were adjusted to C = (2−4, 2−2, . . . , 215) and γ = (2−8, 2−6, . . . , 28)

. Figure 5.9b shows the same contour plot with the adjusted range, with the best per-

forming parameters determined to be (C = 28, γ = 26) with a cross-validation accuracy

of 83.38%. The interested reader is referred to Table B.1 in Appendix B which provides

a comprehensive log file output of all C and γ pairs, along with the cross-validation

accuracy attained for each pair.

Based on the experience of the one-microphone classifier optimisation procedure, the

adapted ranges of C = (2−2, 2−4, . . . , 215) and γ = (2−8, 2−6, . . . , 28) were used to opti-

mise the two-microphone and three-microphone classifiers.

For the two-microphone classifier, the best parameters yielded were (C = 22, γ = 26)

with a cross-validation accuracy of 86.62%. Figure C.1 in Appendix C shows the contour
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Figure 5.9: Contour plot of the grid-search results for the LS data set: a) using the
conventional range of C and γ; b) using the adjusted range of C and γ.

plot of the grid-search optimisation results for this procedure. Table C.1 in appendix C

shows the optimisation output log of the grid-search algorithm for C and γ values along

with their respective cross-validation accuracies.

For the three-microphone classifier, the optimisation procedure yielded optimal param-

eters (C = 24, γ = 26), with a cross-validation accuracy of 84.92%. Figure D.1 in

Appendix D shows the contour plot of the grid-search optimisation results for this pro-

cedure. Table D.1 in appendix D shows the comprehensive optimisation output log of

the grid-search procedure.

5.3 Summary

This chapter detailed how the audio recognition system proposed in this research is

designed and implemented ahead of experimentation described in the next chapter.

Section 5.1 discussed the set up used to capture data, the method of capturing data via

one, two or three microphones, the pre-processing of the data, and the application of

feature extraction via the MFCC feature descriptor.

Section 5.2 discussed classification. The section detailed: the target classification classes

that the system aims to recognise; the three data sets that were collected and how they

were partitioned into training, semi-seen testing, and unseen testing sets; and the process

used to optimise the SVM of the LS data set via grid-search with cross-validation.

At this stage, it can be concluded that Research Objectives 1–6 have been fully achieved,

but Research Objectives 7–9 have been partially achieved, since the implementation

described in this chapter resulted in trained models for the FS, DS and LS data sets,

but did not evaluate them.
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The next chapter will complete these objectives by evaluating the models on the semi-

seen testing sets and unseen testing sets, thereby providing answers to the main research

question and sub-questions posed in Chapter 1.



Chapter 6

Experimental Results and

Analysis

This chapter details the experiments carried out, as well as the results and analysis of

each experiment, towards providing answers Research Sub-Questions 1–4, the answers

to which will help provide an answer the main research question posed in Chapter 1.

All experiments were performed in a Python environment. The hardware specifications

were: Intel® Core™i7-7700 at 3.60GHz CPU with 16GB DDR4 at 2133MHz RAM and

an NVIDIA® GeForce® GTX 1060 with 6GB VRAM at 1506MHz GPU, although the

GPU was only used during optimisation explained in the previous chapter.

The classification success of each of the classifiers in each of the respective experiments

detailed below will be analysed by means of the analyses below:

1. Overall accuracy, precision, recall and f1 score.

2. Accuracy per class recognised: This analysis will reveal the extent to which the pro-

posed classification approach is consistent across classes. In the ideal case, classes

should be recognised at approximately the same accuracy—tightly centred around

the mean accuracy—which would indicate class-independence of the classifier.

3. Accuracy per subject: This analysis helps reveal the extent to which the proposed

classification approach is robust to variations in test subjects. As with classes,

the ideal case is one in which all subjects have approximately the same recognition

accuracy—tightly centred around the mean. On a semi-seen testing set, this would

imply subject-independence of the classifier provided that a pre-training procedure

is carried out. On an unseen testing set, this would indicate that the classification

approach is subject independent without the need for any pre-training at all.

64
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4. Error analysis of fringe cases and outliers: Various analyses may be carried out

to provide insight into the causes of classification errors, depending on whether or

not outliers are observed. However, as noted in [20], error analyses on classifier

predictions are indicative at best, and it is difficult to determine the exact cause

of the predictions of the classifier observed.

It should be noted that each experiment will evaluate the classifier success progressively

by first evaluating success on the respective semi-seen testing sets, which will be followed

by evaluations using the unseen testing sets.

Furthermore, as detailed in Chapter 1, each experiment will start by using audio cap-

tured by a single-microphone configuration, and will not resort to the use of double- or

triple-microphone configurations if the results of the experiment prove to be sufficiently

high.

A “sufficiently high” accuracy may be taken in relation to the number of classes to be

recognised as follows. For a k-class recognition problem, the probability of success of

a naive classifier is 1
k . Statistically speaking, a classifier with an accuracy greater than

the naive classifier accuracy is considered to be effective. The degree of effectiveness of

the classifier can therefore be evaluated according to the amount by which the classifer’s

accuracy exceeds the naive classifier accuracy. For the FS, DS and LS data sets, the naive

classifier accuracies are approximately 14%, 10% and 4% respectively. However, for the

purposes of this research, a “sufficiently high accuracy” will be taken as significantly

higher than the naive classifier accuracy: it will taken as being at least 60% in each

case, which approximately represents an accuracy that is 4, 6 and 16 times greater than

the naive classifier accuracy, respectively for the FS, DS and LS data sets. For ease of

reference, this accuracy will be referred to as the “paradigm accuracy” in the rest of this

chapter.

This chapter consists of the following sections: Sections 6.1, 6.2 and 6.3 detail the re-

spective experiments carried out to recognise the fundamental shapes, digits and letters,

in each case starting with the data from a single piezo microphone input, in order to

answer Research Sub-Questions 1, 2 and 3, respectively, and progressively develop an

understanding of the effect of the number of microphone inputs on the recognition ac-

curacy towards finally answering Research Sub-Question 4. In so doing, all remaining

Research Objectives 7–9 will be successfully met. Section 6.4 then details a final ex-

periment carried out to further investigate the extent to which the use of additional

microphone inputs affect the recognition accuracy of letters on an unseen data set, as

compared to the use of data from only one microphone input, towards providing a more

comprehensive response to Research Sub-Question 4. Finally, Section 6.5 compares the
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Set Subjects Classes Samples Total

Training 5 7 4 140
Semi-Seen Testing 5 7 2 70

Unseen Testing 5 7 10 350

Table 6.1: Summary of partitioning of the FS data set for training, semi-seen testing
and unseen testing.

proposed system to related systems detailed in Chapter 3 to contextualise the results

obtained. The chapter is then summarised and concluded.

6.1 Fundamental Shape Recognition Experiment, Results

and Analysis Using One Microphone

An experiment to recognise the seven fundamental shapes was carried out first [63] in

order to answer Research Sub-Question 1, and provide an indication about Research

Sub-Question 4.

For reference purposes in the analysis below, and for the reader’s convenience: the

fundamental shapes of Figure 5.5 are repeated here in Figure 6.1; and the partitions of

the FS data set provided previously in Table 5.1 is repeated here in Table 6.1. Note

that only the data from one microphone was used, as an initial trial.

The subsections below describe, respectively, the results and their analysis obtained

using the FS semi-seen and the FS unseen testing sets described in the previous chapter

in Section 5.2.2.3 using one microphone.

dot dash tick cross

circle triangle square

Figure 6.1: Fundamental shape classes recognised.
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Shape
Correctly
Predicted

(10)

Accuracy
(%)

Dot 10 100
Dash 10 100
Tick 10 100
Cross 10 100
Circle 10 100

Triangle 7 70
Square 9 90

Overall — 94

Table 6.2: Accuracy results per recognised shape on the semi-seen testing set.

6.1.1 Semi-Seen Testing Results and Analysis

Overall, a near-perfect accuracy of 94% was achieved on the semi-seen testing set, with

66 of the 70 semi-seen test samples correctly classified. A precision score of 95% and

recall score of 94% were achieved, which implies an f1 score is at 94%. This accuracy

exceeds the paradigm accuracy by 34% which is extremely pleasing.

Table 6.2 summarises the accuracy of each shape class. An almost faultless ability

to recognise the shapes is demonstrated. Five of the seven shapes achieved a perfect

recognition accuracy of 100% i.e. 10 out of 10 samples correctly recognised. The two

remaining shapes only had a total of 4 incorrectly classified samples between them.

This demonstrates that the system is robust to variations in shapes provided that a

pre-training procedure is carried out.

The two shapes Triangle and Square had a very small number of incorrectly classified

samples. Figure 6.2 is a confusion matrix of the semi-seen results in the form of a

heat map. The actual table corresponding to the heat map is provided in Table A.1

in Appendix A for the interested reader. Observing the figure reveals that Triangle

is mistaken with Tick consistently (a total of 3 cases) and Square is mistaken with

Circle (a total of 1 case). All things equal i.e. stylus, writing surface, environment etc.,

misclassified cases can be attributed to the manner in which specific samples of shapes

were drawn that may have caused them to sound the same.

For example, if Triangle is performed by drawing two edges rapidly, followed by the

remaining edge, it may sound like Tick. In essence, one or two edges are “phased out”

as illustrated in Figure 6.3.

Similarly, if Square is performed continuously without pausing at the edges, it may

be indistinguishable from Circle. To demonstrate this further, Figure 6.4 shows audio
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signal plots of Square and Circle, as well as a plot of Square that has been drawn with

curved corners. The square in Figure 6.4a is drawn correctly with pauses at the corners;

these are visible in the plot as very brief moments of little to no vibration in the audio

signal, clearly indicated in the figure by the dotted red lines. On the other hand, the

square in Figure 6.4c has been drawn in one continuous movement with curved edges.

It is observed that the audio signal of this drawing lacks the pauses observed in Figure

6.4a, and rather appears as one continuous vibration which bears similarity to the audio

signal of Circle which is shown in Figure 6.4b. This therefore supports the belief and

assertion that misclassified cases are attributed to the manner in which specific users

drew specific shapes in a very small number of samples.

At this stage, it can be concluded that Research Objective 7 has been partially achieved,

pending the experiment using the FS unseen testing set.

Furthermore, pending the experiment using the FS unseen testing set, preliminary and

conditional answers to the following research sub-questions can be provided as follows:

• In partial response to Research Sub-Question 1, it can be concluded that, provided

that a pre-training procedure is carried out by a user, it is possible to recognise

the seven fundamental shapes with an almost perfect accuracy.

Figure 6.2: Confusion matrix in the form of a heat map for the FS semi-seen testing
set results.
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Figure 6.3: Similarity between Triangle and Tick.

• In partial response to Research Sub-Question 4, provided that a pre-training pro-

cedure is carried out by a user, it can be stated that high-accuracy recognition of

the fundamental shapes can be achieved using only a single microphone.

The next subsection completes the experiment on the FS data set.

6.1.2 Unseen Testing Results and Analysis

On the FS unseen testing set, a very high overall accuracy of 83% was achieved, with 292

of the 350 test samples correctly classified. Overall, a precision of 91% and recall of 83%

were achieved, resulting in an f1 score of 85%. Despite the introduction to completely

new test subjects, the system still maintains a very high level of accuracy. This result

is extremely encouraging and exceeds the paradigm accuracy by a substantial amount

of just over 23%. This result demonstrates that the approach generalises splendidly.

Table A.2 in Appendix A summarises the accuracy performance by every subject for

every shape, as well as aggregates across shapes and subjects. Figure 6.5 graphically

illustrates the average accuracy of each shape class across all tests subjects, taken from

the right-most column of the table. The figure demonstrates that the accuracies of all

seven shapes are at a high level: three of the shapes are at or above 90% accuracy; two

shapes are between 80% and 90% accuracy; and two shapes are between 70% and 80%

accuracy. None of the accuracies can be considered as outliers. As such, it is clear that

the proposed strategy is consistent across shapes, although some shapes are easier to

recognise than others.

The differences in accuracy are expected as a normal part of class variations in clas-

sification; some classes are easier to recognise than others, depending on a number of

factors. As with the experiment with the FS semi-seen testing set, Triangle and Square

are comparatively more difficult to recognise than other classes, although the accuracies

of both of these classes are still well above the paradigm accuracy.

Table A.3 in Appendix A is the confusion matrix for the FS unseen data, and the matrix

is graphically provided as a heat map in Figure 6.6. As with the semi-seen results, it is
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observed that Triangle was confused with Tick, and Square was confused with Circle in

almost all erroneous cases. Furthermore, in this confusion matrix as well, it is observed

that Circle appears to be confused with Square. The potential cause of these similarities

was explained in the previous experiment.

An analysis of the robustness of the proposed approach to variations in test subjects

was carried out. Figure 6.7 is a graphical representation of the average accuracies of

each test subject across all shape classes. The data in the graph is based on the bottom

Circle

Square with Curves

Squarea)

b)

c)

Figure 6.4: Audio signal plot of: a) Square; b) Circle; and c) Circle drawn with
curved edges.
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Figure 6.5: Accuracy (%) per shape class for the FS unseen testing set.

Figure 6.6: Confusion matrix in the form of a heat map for the FS unseen testing set
results.

row of Table A.2 in Appendix A. The figure demonstrates that the implementation is

generally very robust to variations in test subjects, with every subject achieving 76%

accuracy or above. This clearly demonstrates that the proposed approach successfully

generalises to unseen subjects. The style in which subjects draw shapes varies, and this

does appear to affect individual accuracies, however it only influences the accuracy for

specific shapes.
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Figure 6.7: Accuracy (%) per test subject for the FS unseen testing set.

Classification
metric

FS Testing Set
Semi-seen Unseen

Accuracy (%) 94 83
Precision (%) 95 91

Recall (%) 94 83
f1 score (%) 94 85

Table 6.3: Summary of overall classification metric scores on the FS data set for
semi-seen and unseen testing data.

Specifically, the shapes Triangle and Square as performed by Subjects 3 and 4 had

relatively lower accuracies—60%—than other individual accuracies in the results. It

should, however, be noted that Subjects 3 and 4 achieved accuracies in excess of 80%

and 90% for all other shapes. Therefore, it becomes clear that the contrast in accuracies

across subjects can mostly be attributed to the incorrect manner in which Triangle and

Square were performed by these subjects, which caused these shapes to be a little bit

more challenging to recognise. Nevertheless, an accuracy of 60% is not considered low

by any means, and is at least as good as the paradigm accuracy.

At this stage, it can be concluded that Research Objective 7 has been fully achieved.

Given the high-accuracy recognition obtained on both the semi-seen and unseen testing

sets, the use of the two- and three-microphone configurations will not be undertaken in

this research. It may, however, be an interesting area of investigation for future work.

Answers to the following research sub-questions can be provided as follows:
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Set Subjects Classes Samples Total

Training 5 10 4 200
Semi-Seen Testing 5 10 2 100

Unseen Testing 3 10 6 180

Table 6.4: Summary of partitioning of the DS data set for training, semi-seen testing
and unseen testing.

• As a final response to Research Sub-Question 1, it can be concluded that it is pos-

sible to recognise the seven fundamental shapes with an almost perfect accuracy,

without the need for any pre-training procedure.

• In partial response to Research Sub-Question 4, pending the experiments on the

DS and LS data sets, it can be stated that high-accuracy recognition of the fun-

damental shapes can be achieved using only a single microphone.

Table 6.3 summarises the overall results of the experiments on the FS semi-seen and

unseen testing sets.

6.2 Digit Recognition Experiment, Results and Analysis

Using One Microphone

An experiment to recognise the digits was carried out [64] in order to answer Research

Sub-Question 2, and provide an indication about Research Sub-Question 4. For reference

purposes in the analysis below, and for the reader’s convenience: the digits of Figure

5.5 are repeated here in Figure 6.8; and the partitions of the DS data set provided

previously in Table 5.1 are repeated here in Table 6.4. Note that only the data from one

microphone was used, as an initial trial.

The subsections below describe, respectively, the results and their analysis obtained

using the DS semi-seen and unseen testing sets using one microphone.

6.2.1 Semi-Seen Testing Results and Analysis

For the semi-seen experiment, a very high overall accuracy of 91% was achieved, with

91 of the 100 semi-seen samples correctly classified. The precision, recall and f1 score

were 92%, 90% and 90%, respectively. Despite the increase in the number of classes

recognised, the accuracy achieved is still substantially above the paradigm accuracy, by

31%. This result is very encouraging.
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Figure 6.8: Digit shapes classes recognised.

Shape
Correctly
Predicted

(10)

Accuracy
(%)

0 10 100
1 10 100
2 8 80
3 10 100
4 10 100
5 9 90
6 6 60
7 9 90
8 10 100
9 9 90

Overall — 91

Table 6.5: Accuracy results per recognised shape on the semi-seen testing set.

Table 6.5 summarises the average accuracy of each digit class recognised across all sub-

jects. Observing the table, it is seen that five (half) of the digits achieve a perfect

accuracy of 10 out of 10 samples correctly recognised, with four more digits achieving

8 or 9 correct predictions out of 10. Only digits 2 and 6 have more than one incorrect

prediction.

A confusion matrix in the form of a heat map is provided in Figure 6.9, which is based on

the confusion matrix in Table A.4 in Appendix A. Observation of the matrix shows that

digit 6 is consistently confused with digits 2 and 3. Purely from an audio perspective

i.e. in terms of the number of strokes and pauses in the audio signal when these digits

are drawn, they can sound the same. All three digits are drawn in two distinct strokes,

with one pause. Although they are distinct, as evidenced by a large number of correct

predictions on each of these digits, it is possible to draw them in a manner that makes
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Figure 6.9: Confusion matrix in the form of a heat map for the DS semi-seen testing
set results.

them sound co-similar. This can come about when, for example, the speed of writing is

such that the length of pauses is either too short or too long.

As a demonstration of this, Figure 6.10 shows an audio signal plot of actual samples of

digits 2 and 3 that were confused with each other. The plots have similar features in

terms of the number of pauses and the number of strokes, as indicated by the dotted

red lines in the figure. This supports the belief that the manner of writing has caused

these samples to have similar audio signatures, resulting in an incorrect prediction.

Therefore, these errors are likely caused by the similarity in the digits from an audio

perspective. It is promising to note that the incorrect predicted samples are insignificant

in proportion to the number of correctly predicted samples. Noting that these specific

samples were not seen during training means that it is possible to accomplish a high-

accuracy performance provided that the user of the system performs a once-off initial

pre-training procedure.

At this stage, it can be concluded that Research Objective 8 has been partially achieved,

pending the experiment using the DS unseen testing set, which is explained in the next

subsection.

In addition, prior to the experiment using the DS unseen testing set, the following
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Figure 6.10: Audio signal plot of digits 2 and 3 showing similarity in the pauses and
strokes.

preliminary and conditional answers to the following research sub-questions can be pro-

vided:

• As a partial response to Research Sub-Question 2, it can be concluded that, on

condition that a pre-training procedure is carried out by a user prior to using the

system, it is possible to recognise the digits with a very high accuracy.

• As a preliminary response to Research Sub-Question 4, it can be stated that, on

condition that a pre-training procedure is carried out by a user prior to using the

system, high-accuracy recognition of the the digit shapes can be achieved using

only a single microphone.
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Figure 6.11: Accuracy (%) per digit class for the DS unseen testing set.

The experimentation on the DS data set is completed in the next subsection.

6.2.2 Unseen Testing Results and Analysis

The DS unseen testing set experiment’s overall accuracy is 77%, with 138 of the 180

unseen samples correctly classified. This accuracy is 17% above the paradigm accuracy

and is a very promising outcome. Despite the increase in the number of classes and

the use of completely new test subjects, the approach still generalises effectively. The

precision, recall and f1 score were 78%, 76% and 76% respectively.

Digit
Accuracy (%) Overall

Subj. 1 Subj. 2 Subj. 3 (%)

0 100 100 33 78
1 100 100 100 100
2 50 67 50 56
3 100 100 83 94
4 83 50 67 67
5 100 83 100 94
6 50 83 50 61
7 50 83 50 61
8 33 67 100 67
9 100 100 67 89

Overall (%) 77 83 70 77

Table 6.6: Accuracy and subject results of the digits recognition for unseen data.
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Figure 6.12: Confusion matrix in the form of a heat map for the DS unseen testing
set results.

Figure 6.11 graphically illustrates the average accuracy of each test subject across all

digits. The data in the graph is based on the right-most column of the comprehensive

table of results in Table 6.6 which summarises the accuracy of every subject for every

digit, and the aggregates across shapes and subjects. Referring to Figure 6.11, it is

noticed that specific digits are easier to recognise than others. Digits 0, 1, 3, 5 and

9 achieved very high or even perfect accuracies ranging between 77% and 100%, while

other digits achieved accuracies that can be considered as high, ranging from 61% to

66%, noting that these are all above the paradigm accuracy. With the exception of

digit 2, no digit’s accuracy reading falls below the paradigm accuracy. It is important

to note that digit 2 achieves an accuracy of 56% which is only 4% below the paradigm

accuracy, and is nevertheless still 5.6 times larger than the accuracy of a naive classifier

for a 10-class problem. It therefore is not by any means considered to be a low accuracy

or a poor result.

It is also reassuring to note, when observing the individual accuracies per subject-digit

combination in the table, that 70% of these accuracies—21 of the 30 accuracies in the

table—have two-thirds or more of the predictions correct. Only 2 of the 30 accuracies fall

below 50% recognition. This is very encouraging considering the setup. It should also be

noted that the classifier in this case was not optimised but used default parameters, for

the reason explained in Section 5.2.3. Optimisation will most likely provide a significant

boost in accuracy, which can be investigated in future.
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Figure 6.13: Accuracy (%) per test subject for the DS unseen testing set.

To analyse the predictions further, a confusion matrix in the form of a heat map is

provided in Figure 6.12, which is based on the tabulated confusion matrix in Table A.5

in Appendix A. In general, it is observed that the majority of predictions for every digit

lie on the diagonal i.e. they are correct predictions. Trends that were observed with the

DS semi-seen testing are also observed in this confusion matrix i.e. the inter-confusion

between a few cases of 2, 3 and 6. This further supports the previous assertion and

demonstration that these cases, and likely those of others, are attributed to the manner

in which these shapes are drawn by specific test subjects.

To analyse the robustness of the approach to new and unseen test subjects, Figure 6.13

provides a bar graph of the average accuracy of each test subject across all shapes,

based on the bottom row of Table 6.6. Observing the bar graph, it is seen that the

accuracies of all three subjects are well above the paradigm accuracy by between 10–

23%. Furthermore, all three accuracies are relatively consistent, all being close to the

overall average of 77%, with no outliers observed. This is a very pleasing result and

demonstrates that, even without any pre-training procedure, the proposed approach is

robust to variations in subjects, and generalises very well in this regard.

It is of value to repeat here that the classifier used in this experiment made use of default

parameters. It is very likely that even better results can be obtained if the classifier is

optimised. This can be investigated in future.

At this stage, it can be concluded that Research Objective 8 has been fully achieved.

Given the high-accuracy recognition obtained on both the semi-seen and unseen testing
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Classification
metric

DS Testing Set
Semi-seen Unseen

Accuracy (%) 91 77
Precision (%) 92 78

Recall (%) 90 76
f1 score (%) 90 76

Table 6.7: Summary of overall classification metric scores on the DS data set for
semi-seen and unseen testing data.

sets, the use of the two- and three-microphone configurations will not be undertaken in

this research. It may, however, be an interesting area of investigation for future work.

The following answers to the research sub-questions can be provided as follows:

• As a final response to Research Sub-Question 2, it is concluded that it is possible

to recognise the digits with a high accuracy, without the need for any pre-training

procedure.

• As a partial response to Research Sub-Question 4, pending the experiment on the

LS data set, it is stated that high-accuracy recognition of the digits can be achieved

using only a single microphone.

Table 6.7 summarises the overall results of the experiments on the FS semi-seen and

unseen testing sets.

6.3 Letter Recognition Experiment, Results and Analysis

Using One Microphone

This section discusses the experiment carried out to recognise letters with a single piezo

microphone in order to answer Research Sub-Question 3, and potentially provide a final

answer on Research Sub-Question 4, depending on the results. This experiment is the

most complex classification task out of the three considered, with more than double the

number of classes of the experiment with digits, and almost triple those of the experiment

with fundamental shapes. It is the culmination of the work in this research, and if high-

accuracy results are obtained, all research questions can be successfully answered.

For ease of reference in the analysis below, and for the reader’s convenience: the letters

of Figure 5.5 are repeated here in Figure 6.14; and the partitions of the LS data set

provided previously in Table 5.1 are repeated here in Table 6.8.
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Figure 6.14: Letter shapes classes recognised.

The subsections below describe, respectively, the results and their analysis obtained

using the DS semi-seen and unseen testing sets using the data of one microphone.

6.3.1 Semi-Seen Testing Results and Analysis

Using only a single microphone, an excellent overall accuracy of 86.2% was obtained,

with 224 of the 260 semi-seen samples correctly classified. Despite the difficulty of the

classification problem, the accuracy obtained exceeded the paradigm accuracy by a very

substantial amount of just over 26%. The precision, recall and f1 score were 87.4%,

86.2% and 86.1% respectively.

Figure 6.15 visually presents the average accuracy per letter on this semi-seen testing

set. The figure is based on Table B.2 in Appendix B. Despite the difficulty of the

classification problem, the graph demonstrates that every letter is recognised with at

least 70% accuracy, which is 10% higher than the paradigm accuracy, but as high as

100% for some letters. No outliers are observed, but it does appear that the increase

in classes has made it increasingly challenging for the system to recognise some letters,

while some letters are almost perfectly recognised. Nevertheless, the system clearly

performs well.

Set Subjects Classes Samples Total

Training 5 26 5 650
Semi-Seen Testing 5 26 2 260

Unseen Testing 5 26 7 910

Table 6.8: Summary of partitioning of the LS data set for training, semi-seen testing
and unseen testing.
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Figure 6.15: Accuracy results per letter class on the semi-seen testing set using one
microphone.

To analyse clashes between letter classes, Figure 6.16 provides a confusion matrix in

the form of a heat map for these results, which is based on Table B.4 in Appendix B.

Scanning through the heat map row-by-row, it can be observed that letter classes with

incorrectly classified samples are mostly confused with a small number of other letters.

This points to the fact that, as with the FS and DS data sets, incorrectly classified

samples are most likely attributed to the audio similarity, i.e. the number of strokes and

pauses, of letters with a small number of other letters, but that the classifier is generally

performing well. This will be analysed further with the LS unseen testing set in the

next sub-section. At this stage, there are no significantly bright spots or outliers in the

heat map that warrant any further analysis.

At this point, it can be concluded that Research Objective 9 has been partially achieved,

prior to performing the experiment using the LS unseen testing set, which is explained

in the next sub-section.

Furthermore, the following preliminary and conditional answers to the following research

sub-questions can be provided, pending the experiment with the LS unseen testing set:
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Figure 6.16: Confusion matrix in the form of a heat map for the LS semi-seen testing
set results using one microphone.

• As a partial response to Research Sub-Question 3, a partial conclusion can be

reached as follows: provided that a pre-training procedure is carried out by a user

prior to using the system, it is possible to recognise the letters with a high accuracy.

• As a preliminary response to Research Sub-Question 4, it can be stated that,

provided that a pre-training procedure is carried out by a user prior to using the

system, high-accuracy recognition of the letter shapes can be achieved using only

a single microphone.

The next sub-section details the experiment using the LS unseen testing set. If the

results of the next sub-section maintain a high accuracy, all research questions can be

successfully answered and objectives, met.

6.3.2 Unseen Testing Results and Analysis

Using only a single microphone, and using data from completely unseen test subjects, it

was extremely pleasing to note that an excellent overall accuracy of 79.0% was obtained,

with 719 of the 910 unseen samples correctly classified. This represents an accuracy that
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is 19.0% better than the paradigm accuracy, despite the large number of classes recog-

nised, and despite the fact that the test subjects were completely new. It is encouraging

to note that changing from the semi-seen to the unseen testing set only resulted in a

reduction of 7.0% in overall accuracy. This will be analysed further, but demonstrates

that the proposed system can most likely function at a high accuracy without the need

for any pre-training procedure. The precision, recall and f1 score were 80.5%, 79.0%

and 78.9% respectively.

Figure 6.17: Accuracy results per letter class on the unseen testing set using one
microphone, sorted in descending order of accuracy.

Figure 6.17 visually illustrates the average accuracy per letter on the unseen testing set,

with the letters sorted in descending order of accuracy. The data in the graph is based on

Table B.5 in Appendix B. The graph has been sorted in order of accuracy in order to be

able to more easily compare the accuracy of letters to the paradigm accuracy. Referring

to the graph, it is observed that 12 letters—almost half of the letters—have accuracies

above 85%, with a further 7 letters achieving 70% accuracy or above. Collectively, it

can be said that 19 of the 26 letters—almost three quarters of the letters—are above

the 70% accuracy line.
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Only 3 of the 26 letters fall below the paradigm accuracy, but even then only by a very

small to moderate amount of 3% for K and 9% for Q and U. Its important to mention

that the accuracies of these letters—57% for K and 51% for Q and U —still represent

accuracies that are still many times higher than the accuracy of a naive classifier on a

complex 26-class problem, which is approximately 4%. Therefore, the proposed system

can still be considered to be exceptionally effective under the circumstances. All of this

serves to demonstrate that with only one microphone and even with completely unseen

test subjects, the proposed system is capable of high-accuracy recognition of letters,

which is a remarkable result.

Figure 6.18: Confusion matrix in the form of a heat map for the LS unseen testing
set results using one microphone.

To analyse the possible causes of incorrect predictions, mainly for letters K, Q and U,

Figure 6.18 provides a confusion matrix in the form of a heat map for these results, and

Table B.7 in Appendix B provides the original confusion matrix. It can be observed

from the heat map that:

• K is almost consistently confused with F. Both of these letters are drawn with

three strokes, with the first stroke longer than the two last strokes, and two pauses

between the strokes.
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Figure 6.19: Accuracy (%) per test subject for the LS unseen testing set using one
microphone.

• Q is almost exclusively confused with G. These letters are both round and are

completed with a single stroke approximately in the middle of the letter.

• U is consistently confused with O and S. These shapes are all curved and drawn

in one continuous stroke, without any pauses.

The analysis above, along with the analyses of the FS and DS testing sets, strongly

supports the idea that the proposed system has learnt to very accurately model the

phonemes in the various shape classes, as well as associate given sets of phonemes with

specific shape classes. As has been demonstrated repeatedly in this chapter, incorrectly

classified samples appear to be directly tied to a similarity in the audio forms of classes,

rather than to confusion with random unrelated classes or other unexplainable errors.

For the most part, regardless of the correctness of predictions, the classifier is consistent;

it either makes a correct classification or, in a much smaller number of cases, when it

makes a mistake, it does so in a predictable and consistent way. This inspires confidence

in its predictions, and it makes it possible to devise a strategy to mitigate its mistakes

in future, such as a dictionary lookup as used in [32, 69] or by grouping up letters with

similar features into smaller groups to help the classifier more effectively learn their

differences as done in [69]. This is a desirable outcome.

An analysis of the robustness of the approach to new and unseen test subjects is carried

out. Figure 6.19 is a bar graph of the average accuracy of each unseen test subject across

all letter classes. The graph is based on Table B.8 in Appendix B. The graph shows
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that the accuracies across all 5 unseen test subjects are high, with 3 subjects achieving

above 70% accuracy, and 2 subjects exceeding 80% accuracy. There are no outliers in

the graph, whatsoever. The graph indicates a relatively small amount of variation in

average accuracy across test subjects, with a very small standard deviation of 5% across

all subjects. This demonstrates that the proposed system is very robust to variations in

test subjects, has absolutely no need for a pre-training procedure, and exhibits strong

subject-independence, which is a very desirable quality for a system of this type.

At this stage, it can be concluded that Research Objective 9, as the final remaining

objective, has been successfully completed.

The following final answers to the research sub-questions can be provided as follows:

• As a final and complete response to Research Sub-Question 3, it is concluded that

it is possible to recognise the letters with a high accuracy, without the need for

any pre-training procedure.

• As a final response to Research Sub-Question 4, it is stated that high-accuracy

recognition of the letters, digits and fundamental shapes can be achieved using

only a single microphone, without the need for additional microphone inputs. This

is a remarkable achievement as it represents the most minimal, non-complex and

low-cost set up that doesn’t require any hardware modifications whatsoever.

Given the high-accuracy recognition obtained on both the semi-seen and unseen testing

sets in this experiment, the use of the two- or three-microphone configurations are not

deemed to be necessary for high-accuracy recognition. However, for the sake of inter-

est, to investigate the extent to which additional microphone inputs can help increase

the recognition accuracy, a final comparative experiment on the LS unseen testing set

was carried out to compare the use of one, two and three microphone inputs towards

recognition accuracy. This is explained in the next section. Note, however, that results

of using two and three microphone inputs on the LS semi-seen testing set have been

provided in Appendices B, C and D for the interested reader, but are not analysed.

6.4 Experiment to Compare One, Two and Three Micro-

phone Inputs Towards Letter Recognition on Unseen

Data, Results and Analysis

For ease of reference in this section, and henceforth, the one-microphone, two-microphone

and three-microphone letter classifiers will be referred to as “1Cls”, “2Cls” and “3Cls”,
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Figure 6.20: Comparison of the overall accuracy (%) of the three classifiers across all
test subjects and letters.

respectively.

The comprehensive set of results for 2Cls and 3Cls on both the semi-seen and unseen

testing sets are provided in Appendices C and D, respectively. Relevant excerpts of the

results in these appendices will be presented below.

Figure 6.20 graphically illustrates the overall accuracies of the three classifiers across

all test subjects and letters. On average, it is observed that the accuracy achieved

when using 1, 2 and 3 microphone inputs appears to be approximately comparable,

although a larger number of microphone input does appear to provide a very small

increase in overall accuracy—from all test subjects and all letters—by about 1%. This

result was unexpected, since the initial expectation was that more inputs would help

provide significantly higher-accuracy recognition overall. The investigation for this small

margin accuracy will be assigned to future work.

However, when considering that all three classifiers have been optimised, the similarity in

accuracy is most likely attributed to the fact that, with the available data set, the most

optimally recognisable features have been learned by 1Cls, while 2Cls and 3Cls have not

been able to fully converge on the available data. Therefore, these classifiers have not

been able to significantly improve on the accuracy. It is very likely that making use of a

significantly larger data set can help 2Cls and 3Cls converge further, thereby providing

even higher accuracies. This will require the collection of a much larger number of

samples to be added to the respective data sets, which can be taken on in future.
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Figure 6.21: Comparison of the average accuracy (%) of the three classifiers per
subject across all letters.

Figure 6.21 is based on Tables B.8, C.8 and D.8 in the respective appendices, and is a

graphical comparison in the average accuracy per test subject across all letters for each

of the three classifiers. At the highest level, the graph demonstrates that the use of 1,

2 or 3 microphone inputs appear to be very comparable in this regard as well, in all

three cases yielding classifiers that are highly robust to variations in test subjects and

exhibiting strong user-independence. In general, the accuracies achieved across 1, 2 or 3

inputs appear to be approximately at same level for each subject. No outliers or extreme

values are observed in this regard.

Observing the accuracy of each of the subjects versus the number of microphones, it is

observed that:

• in most cases, using 2 inputs instead of 1 appears to provide a small benefit to

accuracy, although Subject 5 does not register this benefit, and Subject 3 actually

registers a small reduction in accuracy using 2 inputs.

• in majority cases, using 3 inputs instead of 1 or 2 inputs appears to also provide

a small benefit to accuracy, although this trend is again not completely consis-

tent, with some subjects registering either no benefit or even a small reduction in

accuracy.

Therefore, as regards test subjects, it can be concluded that the use of any of the number

of inputs considered provides strong user-independence, but a larger number of inputs
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does appear to provide a general but small accuracy benefit. Following on the previous

discussion, it is expected that making use of a larger training set can help increase the

accuracies per subject, but the accuracies across test subjects would likely remain at an

approximately consistent level as they rise i.e. subject independence is expected to be

maintained for a given classifier. Again, this may be investigated for future work.

The final comparison in this analysis concerns the accuracies per letter of the three

classifiers. Given the relatively large number of letters recognised, it was decided to

conduct the analyses with 1Cls treated as a baseline to compare 2Cls and 3Cls to. Figure

6.22 is a bar graph of the average accuracy of 1Cls per letter across all test subjects,

sorted in descending order of accuracy, which is based on Table B.5 in Appendix B.

The graph has been segmented into three regions corresponding to the top, middle and

bottom 1/3 of accuracies achieved by the letters. The comparison of 1Cls to 2Cls and

3Cls in this regard will aim to determine how letters in each of the three accuracy

segments are affected by additional inputs, 2 or 3. The three groups i.e. the top, middle

and bottom 1/3 accuracy groups will henceforth be referred to as “top group”, “middle

group” and “lower group”, respectively.

Figure 6.22: Average accuracy (%) of 1Cls per letter across all test subjects sorted in
descending order of accuracy, with demarcations indicating the top, middle and lower

1/3 groupings of accuracies.
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It is observed that exactly half of the letters fall in the top group which is in the range

between about 81% to 97%. Figure 6.23 is a bar graph that presents the comparison

between 1Cls, 2Cls and 3Cls for letters in the top group, based on Tables B.5, C.5 and

D.5 in the respective appendices. A careful observation of each of the letters reveals the

following:

• For 8 letters (I, N, O, E, H, M, G and R), using 3 inputs—as opposed to 1—

provides a moderate benefit to accuracy ranging from 3–6%, and in most of these

cases, the use of 2 inputs provides the same or a slightly higher benefit to accuracy.

Either way, more inputs appears to help accuracy in this case.

• For only 2 letters (W and A), using 3 inputs offers no benefit to accuracy, while

using 2 inputs does appear to offer a benefit to accuracy.

• For the remaining 3 letters (Z, S and F ), using 3 inputs appears to be detrimental

to accuracy, with the use of 2 inputs either bettering the baseline 1Cls accuracy, or

offering no benefit, or causing a detriment to accuracy, but never any worse than

with 3 inputs.

Figure 6.23: Comparison of the average accuracy (%) of letters in the top group for
1Cls (orange), 2Cls (green) and 3Cls (navy-blue) across all test subjects.
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All in all, the above points suggest that for letters in the top group i.e. letters that are

very easily recognisable with 1 input, the use of more inputs generally offers a small to

moderate benefit to accuracy, with a few exceptions, and the use of 2 inputs appears to

be more beneficial than the use of 3 inputs.

Moving on to the letters in the middle group, which includes 8 letters, Figure 6.24 is a

bar graph that visualises the comparison between 1Cls, 2Cls and 3Cls for letters in this

group. Carefully observing each of the letters in the figure uncovers the following:

• For half of these letters (J, L, V and B), the use of 3 inputs provides a benefit

to accuracy, which ranges from moderate increases of 6% to one extremely large

increase of 20%, and in these cases 2 inputs has very varied behaviour ranging from

offering a small or moderate benefit (2 cases), leaving the accuracy unchanged (1

case), or causing a significant drop in accuracy of about 12% (1 case).

• For 2 letters (P and Y ), the use of 3 inputs leaves the accuracy unchanged, while

the use of 2 inputs either offers a small benefit to accuracy (1 case) or harms the

accuracy (1 case).

Figure 6.24: Comparison of the average accuracy (%) of letters in the middle group
for 1Cls (orange), 2Cls (green) and 3Cls (navy-blue) across all test subjects.
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Figure 6.25: Comparison of the average accuracy (%) of letters in the lower group
for 1Cls (orange), 2Cls (green) and 3Cls (navy-blue) across all test subjects.

• Finally, for 2 letters (X and T ), the use of 3 inputs is detrimental to accuracy,

ranging from a small (2%) to moderate reduction (8%) while the use of 2 inputs

leaves the accuracy unchanged.

All in all, the above points suggest that, once again, the use of more inputs is generally

beneficial to accuracy, with some exceptions, but for letters in this group i.e. letters that

are highly recognizable, the use of 3 inputs appears to be more beneficial to accuracy

than the use of 2 inputs, which is opposite to the trend observed in the top group.

Finally, analysing the letters in the lower group, which only consists of 5 of the 26 letters,

Figure 6.25 is a bar graph that visualises the comparison between 1Cls, 2Cls and 3Cls

for letters in this group. Observing this graphs reveals that:

• As in previous groups, for most of the letters in this group (D, C, Q), the use of 3

inputs provides a benefit to accuracy, but in this case the use of 2 inputs is either

of detriment to the accuracy (2 cases) or offers a slightly higher benefit than the

use of 3 inputs (1 case).
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• For 1 letter (U ), which is the letter at the bottom of the group and has the

minimum accuracy out of all the letters, the use of 3 inputs is the same as using

1 input, and the use of 2 inputs slightly reduces the accuracy.

• For the final remaining letter (K ), the use of 3 inputs causes a small decrease in

accuracy, while the use of 2 inputs causes an even bigger decrease in accuracy than

with 3 inputs.

So overall, the points above yet again suggest that the use of 3 inputs is mostly beneficial

to accuracy, but in this case i.e. for letters that are less easily recognisable that the

previous two groups, it appears that the use of 2 inputs proves to be of a small detriment

to the accuracy.

The overarching theme in the analysis above is that additional inputs generally prove

to be beneficial to accuracy and are on average comparable. However, the exact num-

ber of inputs that provides the best benefit is letter-specific, with most letters in this

configuration taking more benefit from 3 inputs than from 2. The previous note made

about the possible need for 2Cls and 3Cls to be trained further on a larger number of

samples is important to repeat here. It is expected that, with a sufficient number of

training samples, the use of 3 inputs will most likely provide at least the same benefit

to accuracy across all or most of the letters, or a better accuracy than with 2 inputs.

This will be an interesting area of future work.

It can be concluded that, more inputs for the most part appear to help contribute towards

a higher accuracy per letter, and the extent of the benefit provided by additional inputs

is letter-specific, but some letters are still easier to recognise than others, regardless of

the number of inputs used.

Therefore, as an addition to the answer provided above for Research Sub-Question 4, it

is stated that high-accuracy recognition of the letters, digits and fundamental shapes can

be achieved using only a single microphone, without the need for additional microphone

inputs, but making use of additional inputs—upto 3 considered here—can

provide a benefit to the overall accuracy of the system, and specifically help

to enhance the accuracy of many, but not all, of the individual letters.
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6.5 Comparison of the Proposed Approach to Related Stud-

ies

Table 6.9 is a reworked version of Table 3.7 that was provided in Chapter 3, that sum-

marised the related studies that were reviewed in that chapter. The studies in the

re-worked table provided here have been organised according to, respectively: (1) the

classes recognised; (2) the robustness to test subjects; and (3) the overall accuracy

achieved. In each class category, the table also includes the proposed system along

with the results obtained on the respective unseen testing sets for each category, for

comparison.

Comparing the proposed system to [70] at the top of the table, it is observed that both

recognise a set of seven classes, but the proposed system is capable of providing strong

robustness to subject variations at small reduction in accuracy as compared to [70]

which is heavily user-dependent. It is important to note that the fundamental shapes

classifier was not optimised and doing so will likely improve on the accuracy even further.

Therefore, the proposed strategy is more effective and beneficial.

In the digits class category, the proposed system is compared to [52] and [10], both of

which are very robust to test subjects, as is the proposed system, and [52] obtains a very

slightly higher accuracy than the proposed system, while [10] surpasses the accuracy of

the proposed system by a significant amount. In this case, it appears as though the two

related systems out-perform the proposed system, but the proposed system still performs

at a very good level. Once again, it should be noted that the digit classifier was also

not optimised and doing so would most likely provide a much higher accuracy, although

this comparison would need to be repeated in future to determine this definitively.

Finally, in the letters class category, the proposed system is compared to several re-

lated systems [16, 33, 53, 62, 69]. Three of these systems [33, 53, 62] are heavily user-

dependent, and of these, two have higher accuracies than the proposed system. The

robustness to users of the proposed system coupled with its high accuracy can be con-

sidered to be more advantageous and effective than all three of these systems. The

remaining two systems [16, 69] have lower or minimal user-dependence, but both of

these systems achieve lower accuracies than the proposed system. Therefore, the pro-

posed approach is more effective and beneficial than all of the related systems in this

category.

This comparison indicates that the use of piezo microphones, coupled with the MFCC

and SVM, not only provide a rich source of audio information for recognising audio

classes at a high accuracy, but also that this setup can strongly compete with, and
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even surpass, more sophisticated systems with specialised and costly hardware, although

optimisation of the classifiers used in the proposed system is very important to doing

so.

6.6 Summary

This chapter detailed the experiments carried out, as well as the results and analysis

of each experiment, towards providing answers to the Research Sub-Questions 1–4, and

finally providing an answer to the main research question posed in Chapter 1.

Experiments were carried out to recognise the fundamental shapes, the digits and letters,

first on the respective semi-seen testing sets, followed by the same experiments on the

respective unseen testing sets, both using data from only one microphone input. In all

of these experiments, it was shown definitely that, without the need for any pre-training

procedure, high-accuracy recognition of the recognised classes is possible, although as ex-

pected, pre-training provides higher-accuracy recognition than when completely unseen

data is used.

For all three experiments, it was shown that the proposed technique exhibits strong

user-independence, and in general performs very well across all test subjects, with a

small amount of variation. This is a very desirable quality for a system of this type.

In terms of the classes recognised, in all three experiments, it was apparent that, while

in most cases the proposed approach showed a strong ability to recognise most classes at

a high accuracy, the proposed approach is class-specific, with some classes being easier

to recognise than others.

Further analyses of the accuracies of classes across all three experiments revealed a recur-

ring observation that incorrectly classified samples mostly appeared to be directly tied

to a similarity in the audio forms of classes, rather than to confusion with random un-

related classes or other unexplainable errors. It was noted repeatedly that this strongly

supports the idea that the proposed system learnt in every case to very accurately model

the phonemes in the respective recognised classes, as well as then associate sets of these

phonemes with specific classes. This points to the fact that, for the most part, the

proposed approach is shown to be consistent; in most cases a correct classification is

made and in the smaller number of cases when an incorrect classification is made, this

happens in a predictable and consistent way. This inspires confidence in its predictions,

and it makes it possible to devise a strategy to mitigate classification errors in future,

such as a dictionary lookup as used in [32, 69] or by grouping up letters with similar
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features into smaller groups to help the approach more effectively learn their differences

as done in [69].

As a result of the observations above, it was noted that Research Objectives 7–8 were

successfully achieved, and final answers to the four research sub-questions were progres-

sively provided as follows:

• As a final response to Research Sub-Question 1, it was concluded that it is pos-

sible to recognise the seven fundamental shapes with an almost perfect accuracy,

without the need for any pre-training procedure. It was also noted that default

parameters were used in this classifier and that an optimisation of the classifier in

future can provide even better results.

• As a final response to Research Sub-Question 2, it was concluded that it is possible

to recognise the digits with a high accuracy, without the need for any pre-training

procedure. In this case, also, it was noted that an optimisation procedure can

further enhance these results.

• As a final response to Research Sub-Question 3, it was concluded that it is possible

to recognise the letters with a high accuracy, without the need for any pre-training

procedure.

• As a response to Research Sub-Question 4, it was stated that high-accuracy recog-

nition of the letters, digits and fundamental shapes can be achieved using only

a single microphone, without the need for additional microphone inputs. It was

noted that this is a remarkable achievement as it represents the most minimal,

non-complex and low-cost set up that doesn’t require any hardware modifications

whatsoever.

Given the high-accuracy recognition obtained for each of the experiments, the use of

the two- or three-microphone configurations was not deemed to be necessary for high-

accuracy recognition. However, for the sake of interest, and to investigate the extent

to which additional microphone inputs can help increase the recognition accuracy, a

final comparative experiment was carried out to compare the use of one, two and three

microphone inputs towards the recognition of unseen letters.

When comparing different numbers of inputs in terms of overall accuracy, it was found

that, in general, the use of more microphone inputs—out of the options compared—

provides a benefit to the overall accuracy, but, contrary to expectation, the benefit is

relatively small. It was noted that one possible reason for this is that, with the available

data set, the most optimally recognisable features were learned by 1Cls, while 2Cls and
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3Cls were most likely not able to fully converge on the available data, leading to a small

improvement in accuracy by 2Cls and 3Cls. It was noted that it is very likely that

making use of a significantly larger data set can help 2Cls and 3Cls converge further,

thereby providing even higher accuracies, which can be investigated in future.

Comparing the effect of increasing the number of inputs on the accuracy of individual

test subjects showed that the use of any of the number of inputs considered provides

strong user-independence, but a larger number of inputs appears to provide a small

accuracy benefit to all subjects approximately uniformly.

Finally, comparing the effect of increasing the number of inputs on the accuracy of

individual letters revealed that a larger number of inputs mostly and generally proves to

be beneficial to the accuracy of individual letters, but the optimal number of inputs used

appears to be letter-specific, with some letters doing better with 2 inputs, and others

doing better with 3 inputs. This was noted as, once again, most likely being associated

with the fact that 2Cls and 3Cls may require more data to generalise further, and doing

so will likely cause 3Cls to perform better than 2Cls.

Therefore, a more complete answer to Research Sub-Question 4 was provided as: high-

accuracy recognition of the letters, digits and fundamental shapes can be achieved using

only a single microphone, without the need for additional microphone inputs, but making

use of additional inputs—upto 3 considered here—can provide a benefit to the overall

accuracy of the system, and specifically help to enhance the accuracy of many, but not

all, of the individual letters.

With all results obtained and analysed in detail, a comparison of results with related

systems discussed in Chapter 3 was carried out in order to contextualise these results.

The comparison indicated that the use of piezo microphones, coupled with the MFCC

and SVM, not only provide a rich source of audio information for recognising audio

classes at a high accuracy, but also strongly compete with more sophisticated systems

with specialised and costly hardware, and in most cases surpass these systems, although

optimisation of the classifiers used is important to doing so.

Based on these analyses and conclusions, the next chapter concludes the thesis with an

answer to the main research question.
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Chapter 7

Conclusion

This research investigated the creation of an audio-shape recognition system that allows

the user to draw audio shapes—fundamental shapes, digits and/or letters—on a given

surface such as a table-top using a generic stylus such as the back of a pen. The

system then aimed to make use of one, two or three piezo microphones to capture

the sound of the audio gestures, and a combination of the MFCC feature descriptor

and SVMs to recognise audio shapes. The framework was initially applied to a set

of seven fundamental shapes, followed by the 10 digits ranging from 0–9, and finally

to uppercase alphabet characters. The novelty of the system is in the use of piezo

microphones which are low cost, light-weight and portable, and the main investigation

was around determining whether these microphones are able to provide sufficiently rich

information to recognise the audio shapes mentioned.

In response to the main research question “How accurately can the proposed configura-

tion, i.e. a combination of one or more piezo microphones, the MFCC feature descriptor

and SVMs, recognise audio shapes drawn by a generic stylus on a given surface?”, it can

be stated that the proposed configuration makes it possible to recognise audio shapes

drawn in this manner with a very high accuracy, as summarised in Table 7.1. Futher-

more, proposed set up was shown to also be able to out-perform almost all related

systems that made use of costly specialised hardware, which is remarkable.

The proposed system can be used as a low-cost and highly portable novel input device

that can be used without the need for any hardware modifications, and without the

need for pre-training. Furthermore, Chapter 3 mentioned two studies [10, 16] that

aimed to create novel interfaces for smart watches that offer very limited screen space.

The limited screen space of smart watches is a significant challenge from an input and

interface perspective. Were a miniature piezo microphone to be embedded into smart

watches, this research has shown that it may be possible to adapt the system proposed
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Class
Accuracy (%)

Semi-Seen Unseen

Fundamental Shapes 94 83
Digits 91 77

Letters (1 mic) 86.2 79.0
Letters (2 mics) 88.5 80.2
Letters (3 mics) 91.5 81.1

Table 7.1: Summary of the average accuracies obtained.

in this research to that context whereby, for example, gestures can be drawn on the

back of the user’s hand or arm and captured in, and recognised on, the smart watch,

similar to [10]. This can significantly expand on the capabilities of smart watches, from

an interface perspective, with relatively low cost hardware, and this research has made

a strong case for manufacturers to begin investigating the feasibility of doing so.

7.1 Future Work

The following provides several directions for future work.

Writing-style variations: The writing-style standard for subjects may be lifted, and

the experiments repeated on a more comprehensive data set, to investigate the provision

of subjects with complete freedom of writing style.

Use of a more comprehensive data set: As mentioned in the previous chapter,

it is possible that a more comprehensive data set can help the 2-microphone and 3-

microphone letter classifiers further generalise, thereby providing higher-accuracy recog-

nition. This can be investigated.

Optimisation of the fundamental shapes and digit classifiers: These classifiers

were used with their default parameters in this research. When optimised, it is expected

that these classifiers will perform significantly better.

Accuracy enhancement methods: The use of a dictionary lookup as used in [32, 69]

or the use of a letter-grouping method as done in [69], can both be investigated, towards

higher-accuracy recognition of words.

Use an alternative classifier: An alternative classifier like an Artificial Neural Net-

work or Deep Learning approaches may be applied and compared for performance.

Use an alternative feature descriptor: An alternative feature descriptor like the

GFCC may be applied and compared for performance, especially under higher-noise
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environments.

7.2 Concluding Comments

This has given a wonderful academic experience and journey for the researcher. May

the basis of the content from this research provide any form of assistance to other fellow

researchers within the field of acoustic audio, HCI and machine learning.



Appendix A

Additional Results for the

Fundamental Shape and Digit

Recognition Experiments

A.1 Shapes

Actual Predicted Shape
Shape Dot Dash Tick Cross Circle Triangle Square

Dot 10 0 0 0 0 0 0
Dash 0 10 0 0 0 0 0
Tick 0 0 10 0 0 0 0
Cross 0 0 0 10 0 0 0
Circle 0 0 0 0 10 0 0

Triangle 0 0 3 0 0 7 0
Square 0 0 0 0 1 0 9

Table A.1: Confusion matrix of shape recognition results for semi-seen data.

Shape
Accuracy (%) Overall

Subj. 1 Subj. 2 Subj. 3 Subj. 4 Subj. 5 (%)

Dot 100 90 90 80 100 92
Dash 100 90 90 90 90 92
Tick 90 70 80 70 100 82
Cross 100 80 70 100 100 90
Circle 100 90 80 70 80 84

Triangle 90 70 60 60 90 74
Square 90 70 60 60 70 70

Overall (%) 96 80 76 76 90 83.4

Table A.2: Accuracy and subject results of the shapes recognition for unseen data.
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Actual Predicted Shape
Shape Dot Dash Tick Cross Circle Triangle Square

Dot 46 4 0 0 0 0 0
Dash 2 46 2 0 0 0 0
Tick 0 5 41 4 0 0 0
Cross 0 1 4 45 0 0 0
Circle 0 0 0 0 42 2 6
Triangle 0 0 9 0 0 37 4
Square 0 0 0 0 10 5 35

Table A.3: Confusion matrix of shape recognition results for unseen data.

A.2 Digits

Actual Predicted Digit
Digit 0 1 2 3 4 5 6 7 8 9

0 10 0 0 0 0 0 0 0 0 0
1 0 10 0 0 0 0 0 0 0 0
2 0 0 8 2 0 0 0 0 0 0
3 0 0 0 10 0 0 0 0 0 0
4 0 0 0 0 10 0 0 0 0 0
5 0 1 0 0 0 9 0 0 0 0
6 0 0 1 3 0 0 6 0 0 0
7 1 0 0 0 0 0 0 9 0 0
8 0 0 0 0 0 0 0 0 10 0
9 0 0 0 0 0 0 1 0 0 9

Table A.4: Confusion matrix of digits recognition results for semi-seen data.

Actual Predicted Digit
Digit 0 1 2 3 4 5 6 7 8 9

0 14 0 0 0 0 0 0 2 2 0
1 0 18 0 0 0 0 0 0 0 0
2 0 0 10 7 0 0 0 0 0 1
3 0 0 0 17 0 0 1 0 0 0
4 0 1 0 3 12 1 1 0 0 0
5 0 0 0 0 1 17 0 0 0 0
6 3 0 0 4 0 0 11 0 0 0
7 0 0 2 0 0 0 4 11 0 1
8 3 0 1 0 1 0 0 0 12 1
9 0 0 2 0 0 0 0 0 0 16

Table A.5: Confusion matrix of digits recognition results for unseen data.
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Additional Results for the Letter

Recognition Experiments Using

One Microphone
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Figure B.1: Contour plot of grid-search results for the LS data set using one micro-
phones.
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log2c=6 log2g=4 rate=82.3077

log2c=2 log2g=4 rate=78.9231

log2c=6 log2g=8 rate=76.7692

log2c=2 log2g=8 rate=76.7692

log2c=12 log2g=4 rate=82.3077

log2c=12 log2g=8 rate=76.7692

log2c=6 log2g=0 rate=77.8462

log2c=2 log2g=0 rate=56.4615

log2c=12 log2g=0 rate=79.8462

log2c=0 log2g=4 rate=66.9231

log2c=0 log2g=8 rate=75.3846

log2c=0 log2g=0 rate=56.6154

log2c=6 log2g=10 rate=42.1538

log2c=2 log2g=10 rate=42.1538

log2c=12 log2g=10 rate=42.1538

log2c=0 log2g=10 rate=39.3846

log2c=10 log2g=4 rate=82.3077

log2c=10 log2g=8 rate=76.7692

log2c=10 log2g=0 rate=79.8462

log2c=10 log2g=10 rate=42.1538

log2c=4 log2g=4 rate=82.3077

log2c=4 log2g=8 rate=76.7692

log2c=4 log2g=0 rate=67.5385

log2c=4 log2g=10 rate=42.1538

log2c=6 log2g=2 rate=81.0769

log2c=2 log2g=2 rate=67.3846

log2c=12 log2g=2 rate=81.2308

log2c=0 log2g=2 rate=57.8462

log2c=10 log2g=2 rate=81.2308

log2c=4 log2g=2 rate=77.6923

log2c=14 log2g=4 rate=82.3077

log2c=14 log2g=8 rate=76.7692

log2c=14 log2g=0 rate=79.8462

log2c=14 log2g=10 rate=42.1538

log2c=14 log2g=2 rate=81.2308

log2c=6 log2g=6 rate=83.3846

log2c=2 log2g=6 rate=83.3846

log2c=12 log2g=6 rate=83.3846

log2c=0 log2g=6 rate=76.9231

log2c=10 log2g=6 rate=83.3846

log2c=4 log2g=6 rate=83.3846

log2c=14 log2g=6 rate=83.3846

log2c=-2 log2g=4 rate=59.8462

log2c=-2 log2g=8 rate=60.3077

log2c=-2 log2g=0 rate=56.6154

log2c=-2 log2g=10 rate=22.6154

log2c=-2 log2g=2 rate=57.6923

log2c=-2 log2g=6 rate=67.3846

log2c=6 log2g=-2 rate=67.5385

log2c=2 log2g=-2 rate=56.4615

log2c=12 log2g=-2 rate=79.5385

log2c=0 log2g=-2 rate=56.4615

log2c=10 log2g=-2 rate=79.3846

log2c=4 log2g=-2 rate=56.4615

log2c=14 log2g=-2 rate=79.5385

log2c=-2 log2g=-2 rate=56.4615

log2c=8 log2g=4 rate=82.3077

log2c=8 log2g=8 rate=76.7692

log2c=8 log2g=0 rate=79.5385

log2c=8 log2g=10 rate=42.1538

log2c=8 log2g=2 rate=81.2308

log2c=8 log2g=6 rate=83.3846

log2c=8 log2g=-2 rate=77.6923

Table B.1: Grid-search optimisation log file output for the one-microphone letter clas-
sifier, showing C and γ parameter values and the percentage cross-validation accuracy

(“rate”) for each pair.

Letter
Correctly
Predicted

(10)

Accuracy
(%)

A 8 80
B 8 80
C 9 90
D 8 80
E 9 90
F 7 70
G 9 90
H 8 80
I 10 100
J 10 100
K 8 80
L 9 90
M 10 100

(cont. right)

(cont. from left)

Letter
Correctly
Predicted

(10)

Accuracy
(%)

N 10 100
O 10 100
P 8 80
Q 8 80
R 8 80
S 9 90
T 7 70
U 7 70
V 9 90
W 9 90
X 10 100
Y 9 90
Z 7 70

Average — 86.2

Table B.2: Average accuracy per letter for the LS semi-seen testing set for one mi-
crophone.
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Letter Precision Recall f1 Score

A 100 80 89
B 100 80 89
C 75 90 82
D 89 80 84
E 82 90 86
F 88 70 78
G 90 90 90
H 73 80 76
I 83 100 91
J 83 100 91
K 80 80 80
L 90 90 90
M 100 100 100

(cont. right)

(cont. from left)

Letter Precision Recall f1 score

N 100 100 100
O 83 100 91
P 89 80 84
Q 89 80 84
R 80 80 80
S 69 90 78
T 100 70 82
U 100 70 82
V 90 90 90
W 90 90 90
X 71 100 83
Y 90 90 90
Z 88 70 78

Average 87 86 86

Table B.3: Percentage (%) performance metrics per letter for the LS semi-seen testing
set for a single microphone.
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Letter
Correctly
Predicted

(35)

Accuracy
(%)

A 31 89
B 24 69
C 21 60
D 22 63
E 32 91
F 31 89
G 30 86
H 32 91
I 33 94
J 25 71
K 20 57
L 25 71
M 31 89

(cont. right)

(cont. from left)

Letter
Correctly
Predicted

(35)

Accuracy
(%)

N 33 94
O 33 94
P 27 77
Q 18 51
R 29 83
S 33 94
T 25 71
U 18 51
V 25 71
W 34 97
X 27 77
Y 26 74
Z 34 97

Average — 79.0

Table B.5: Average accuracy per letter for the LS unseen testing set for one micro-
phone.

Letter Precision Recall f1 Score

A 84 89 86
B 75 69 72
C 88 60 71
D 71 63 67
E 100 91 96
F 76 89 82
G 67 86 75
H 97 91 94
I 94 94 94
J 74 71 72
K 91 57 70
L 89 71 79
M 100 89 94

(cont. right)

(cont. from left)

Letter Precision Recall f1 score

N 70 94 80
O 79 94 86
P 71 77 74
Q 86 51 64
R 64 83 73
S 58 94 72
T 71 71 71
U 60 51 55
V 78 71 75
W 100 97 99
X 73 77 75
Y 84 74 79
Z 94 97 96

Average 81 79 79

Table B.6: Percentage (%) performance metrics per letter for the LS unseen testing
set for a single microphone.
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Subject
Correctly
Predicted

(182)

Average
Accuracy

(%)

1 134 73.6
2 151 83.0
3 156 85.7
4 140 76.9
5 138 75.8

Average — 79.0

Std. Dev. — 5.1

Table B.8: Average accuracy (%) per unseen test subject for the LS unseen testing
set using one microphone.
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Figure C.1: Contour plot of grid-search results for the LS data set using two micro-
phones.
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log2c=6 log2g=4 rate=83.3846

log2c=2 log2g=4 rate=78.9231

log2c=6 log2g=8 rate=77.3846

log2c=2 log2g=8 rate=77.3846

log2c=12 log2g=4 rate=83.3846

log2c=12 log2g=8 rate=77.3846

log2c=6 log2g=0 rate=77.6923

log2c=2 log2g=0 rate=56.9231

log2c=12 log2g=0 rate=81.0769

log2c=0 log2g=4 rate=66.1538

log2c=0 log2g=8 rate=75.6923

log2c=0 log2g=0 rate=56.7692

log2c=6 log2g=10 rate=40.7692

log2c=2 log2g=10 rate=40.7692

log2c=12 log2g=10 rate=40.7692

log2c=0 log2g=10 rate=37.8462

log2c=10 log2g=4 rate=83.3846

log2c=10 log2g=8 rate=77.3846

log2c=10 log2g=0 rate=81.0769

log2c=10 log2g=10 rate=40.7692

log2c=4 log2g=4 rate=83.3846

log2c=4 log2g=8 rate=77.3846

log2c=4 log2g=0 rate=66.7692

log2c=4 log2g=10 rate=40.7692

log2c=6 log2g=2 rate=81.6923

log2c=2 log2g=2 rate=67.5385

log2c=12 log2g=2 rate=81.6923

log2c=0 log2g=2 rate=57.8462

log2c=10 log2g=2 rate=81.6923

log2c=4 log2g=2 rate=77.6923

log2c=14 log2g=4 rate=83.3846

log2c=14 log2g=8 rate=77.3846

log2c=14 log2g=0 rate=81.0769

log2c=14 log2g=10 rate=40.7692

log2c=14 log2g=2 rate=81.6923

log2c=6 log2g=6 rate=84.7692

log2c=2 log2g=6 rate=84.9231

log2c=12 log2g=6 rate=84.7692

log2c=0 log2g=6 rate=77.5385

log2c=10 log2g=6 rate=84.7692

log2c=4 log2g=6 rate=84.7692

log2c=14 log2g=6 rate=84.7692

log2c=-2 log2g=4 rate=59.5385

log2c=-2 log2g=8 rate=59.3846

log2c=-2 log2g=0 rate=56.7692

log2c=-2 log2g=10 rate=22.6154

log2c=-2 log2g=2 rate=57.5385

log2c=-2 log2g=6 rate=66.7692

log2c=6 log2g=-2 rate=67.0769

log2c=2 log2g=-2 rate=56.7692

log2c=12 log2g=-2 rate=80.9231

log2c=0 log2g=-2 rate=56.7692

log2c=10 log2g=-2 rate=80.9231

log2c=4 log2g=-2 rate=56.9231

log2c=14 log2g=-2 rate=80.9231

log2c=-2 log2g=-2 rate=56.7692

log2c=8 log2g=4 rate=83.3846

log2c=8 log2g=8 rate=77.3846

log2c=8 log2g=0 rate=81.0769

log2c=8 log2g=10 rate=40.7692

log2c=8 log2g=2 rate=81.6923

log2c=8 log2g=6 rate=84.7692

log2c=8 log2g=-2 rate=77.3846

Table C.1: Grid-search optimisation log file output for the two-microphone letter clas-
sifier, showing C and γ parameter values and the percentage cross-validation accuracy

(“rate”) for each pair.

Letter
Correctly
Predicted

(10)

Accuracy
(%)

A 7 70
B 9 90
C 9 90
D 9 90
E 10 100
F 8 80
G 9 90
H 8 80
I 10 100
J 10 100
K 8 80
L 10 100
M 10 100

(cont. right)

(cont. from left)

Letter
Correctly
Predicted

(10)

Accuracy
(%)

N 10 100
O 10 100
P 8 80
Q 8 80
R 8 80
S 9 90
T 8 80
U 8 80
V 10 100
W 9 90
X 9 90
Y 9 90
Z 7 70

Average — 88.5

Table C.2: Average accuracy per letter for the LS semi-seen testing set for two
microphones.
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Letter Precision Recall f1 Score

A 100 70 82
B 100 90 95
C 90 90 90
D 90 90 90
E 91 100 95
F 100 80 89
G 90 90 90
H 62 80 70
I 77 100 87
J 91 100 95
K 100 80 89
L 91 100 95
M 100 100 100

(cont. right)

(cont. from left)

Letter Precision Recall f1 score

N 100 100 100
O 77 100 87
P 89 80 84
Q 89 80 84
R 89 80 84
S 75 90 82
T 100 80 89
U 89 80 84
V 91 100 95
W 90 90 90
X 82 90 86
Y 90 90 90
Z 88 70 78

Average 90 88 88

Table C.3: Percentage (%) performance metrics per letter for the LS semi-seen testing
set for a two microphones.
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Letter
Correctly
Predicted

(35)

Accuracy
(%)

A 33 94
B 20 57
C 19 54
D 25 71
E 33 94
F 31 89
G 32 91
H 34 97
I 34 97
J 26 74
K 18 51
L 28 80
M 33 94

(cont. right)

(cont. from left)

Letter
Correctly
Predicted

(35)

Accuracy
(%)

N 35 100
O 33 94
P 26 74
Q 17 49
R 31 89
S 34 97
T 25 71
U 16 46
V 25 71
W 35 100
X 27 77
Y 27 77
Z 33 94

Average — 80.2

Table C.5: Average accuracy per letter for the LS unseen testing set for two micro-
phones.

Letter Precision Recall f1 Score

A 87 94 90
B 74 57 65
C 86 54 67
D 81 71 76
E 100 94 97
F 72 89 79
G 67 91 77
H 97 97 97
I 94 97 96
J 81 74 78
K 82 51 63
L 97 80 88
M 94 94 94

(cont. right)

(cont. from left)

Letter Precision Recall f1 score

N 71 100 83
O 75 94 84
P 76 74 75
Q 89 49 63
R 66 89 76
S 57 97 72
T 71 71 71
U 57 46 51
V 86 71 78
W 100 100 100
X 77 77 77
Y 90 77 83
Z 97 94 96

Average 82 80 80

Table C.6: Percentage (%) performance metrics per letter for the LS unseen testing
set for two microphones.
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Subjects
Correctly
Predicted

(182)

Average
Accuracy

(%)

1 140 76.9
2 155 85.2
3 150 82.4
4 147 80.8
5 138 75.8

Average — 80.2

Std. Dev. — 3.9

Table C.8: Average accuracy (%) per unseen test subject for the LS unseen testing
set using two microphones.
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Additional Results for the Letter

Recognition Experiments Using

Three Microphones
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Figure D.1: Contour plot of grid-search results for the LS data set using three mi-
crophones.
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log2c=6 log2g=4 rate=84.7692

log2c=2 log2g=4 rate=79.2308

log2c=6 log2g=8 rate=78.9231

log2c=2 log2g=8 rate=78.9231

log2c=12 log2g=4 rate=84.7692

log2c=12 log2g=8 rate=78.9231

log2c=6 log2g=0 rate=78.7692

log2c=2 log2g=0 rate=47.5385

log2c=12 log2g=0 rate=83.6923

log2c=0 log2g=4 rate=59.5385

log2c=0 log2g=8 rate=76.6154

log2c=0 log2g=0 rate=47.5385

log2c=6 log2g=10 rate=39.2308

log2c=2 log2g=10 rate=39.2308

log2c=12 log2g=10 rate=39.2308

log2c=0 log2g=10 rate=36.9231

log2c=10 log2g=4 rate=84.7692

log2c=10 log2g=8 rate=78.9231

log2c=10 log2g=0 rate=83.6923

log2c=10 log2g=10 rate=39.2308

log2c=4 log2g=4 rate=84.6154

log2c=4 log2g=8 rate=78.9231

log2c=4 log2g=0 rate=60.6154

log2c=4 log2g=10 rate=39.2308

log2c=6 log2g=2 rate=84.0

log2c=2 log2g=2 rate=60.4615

log2c=12 log2g=2 rate=84.0

log2c=0 log2g=2 rate=48.0

log2c=10 log2g=2 rate=84.0

log2c=4 log2g=2 rate=79.2308

log2c=14 log2g=4 rate=84.7692

log2c=14 log2g=8 rate=78.9231

log2c=14 log2g=0 rate=83.6923

log2c=14 log2g=10 rate=39.2308

log2c=14 log2g=2 rate=84.0

log2c=6 log2g=6 rate=86.6154

log2c=2 log2g=6 rate=86.4615

log2c=12 log2g=6 rate=86.6154

log2c=0 log2g=6 rate=77.2308

log2c=10 log2g=6 rate=86.6154

log2c=4 log2g=6 rate=86.6154

log2c=14 log2g=6 rate=86.6154

log2c=-2 log2g=4 rate=51.0769

log2c=-2 log2g=8 rate=52.7692

log2c=-2 log2g=0 rate=47.5385

log2c=-2 log2g=10 rate=26.6154

log2c=-2 log2g=2 rate=48.0

log2c=-2 log2g=6 rate=60.3077

log2c=6 log2g=-2 rate=60.7692

log2c=2 log2g=-2 rate=47.3846

log2c=12 log2g=-2 rate=83.6923

log2c=0 log2g=-2 rate=47.3846

log2c=10 log2g=-2 rate=83.2308

log2c=4 log2g=-2 rate=47.3846

log2c=14 log2g=-2 rate=83.6923

log2c=-2 log2g=-2 rate=47.3846

log2c=8 log2g=4 rate=84.7692

log2c=8 log2g=8 rate=78.9231

log2c=8 log2g=0 rate=83.3846

log2c=8 log2g=10 rate=39.2308

log2c=8 log2g=2 rate=84.0

log2c=8 log2g=6 rate=86.6154

log2c=8 log2g=-2 rate=78.7692

Table D.1: Grid-search optimisation log file output for the three-microphone letter
classifier, showing C and γ parameter values and the percentage cross-validation accu-

racy (“rate”) for each pair.

Letter
Correctly
Predicted

(10)

Accuracy
(%)

A 7 70
B 10 100
C 9 90
D 9 90
E 10 100
F 9 90
G 9 90
H 9 90
I 10 100
J 10 100
K 9 90
L 10 100
M 10 100

(cont. right)

(cont. from left)

Letter
Correctly
Predicted

(10)

Accuracy
(%)

N 10 100
O 10 100
P 8 80
Q 10 100
R 8 80
S 9 90
T 9 90
U 9 90
V 9 90
W 9 90
X 10 100
Y 9 90
Z 7 70

Average — 91.5

Table D.2: Average accuracy per letter for the LS semi-seen testing set for three
microphones.
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Letter Precision Recall f1 Score

A 100 70 82
B 100 100 100
C 100 90 95
D 100 90 95
E 83 100 91
F 100 90 95
G 90 90 90
H 69 90 78
I 77 100 87
J 100 100 100
K 100 90 95
L 91 100 95
M 100 100 100

(cont. right)

(cont. from left)

Letter Precision Recall f1 score

N 100 100 100
O 71 100 83
P 89 80 84
Q 91 100 95
R 100 80 89
S 82 90 86
T 100 90 95
U 100 90 95
V 100 90 95
W 100 90 95
X 83 100 91
Y 90 90 90
Z 100 70 82

Average 93 92 92

Table D.3: Percentage (%) performance metrics per letter for the LS semi-seen testing
set for three microphones.
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Letter
Correctly
Predicted

(35)

Accuracy
(%)

A 31 89
B 27 77
C 22 63
D 23 66
E 33 94
F 25 71
G 31 89
H 33 94
I 34 97
J 27 77
K 19 54
L 27 77
M 33 94

(cont. right)

(cont. from left)

Letter
Correctly
Predicted

(35)

Accuracy
(%)

N 35 100
O 34 97
P 27 77
Q 24 69
R 31 89
S 32 91
T 24 69
U 18 51
V 32 91
W 34 97
X 24 69
Y 26 74
Z 33 94

Average — 81.1

Table D.5: Average accuracy per letter for the LS unseen testing set for three micro-
phones.

Letter Precision Recall f1 Score

A 91 89 90
B 82 77 79
C 96 63 76
D 85 66 74
E 100 94 97
F 61 71 66
G 76 89 82
H 94 94 94
I 94 97 96
J 90 77 83
K 73 54 62
L 96 77 86
M 94 94 94

(cont. right)

(cont. from left)

Letter Precision Recall f1 score

N 69 100 81
O 71 97 82
P 71 77 74
Q 92 69 79
R 79 89 84
S 60 91 73
T 67 69 68
U 82 51 63
V 82 91 86
W 100 97 99
X 65 69 67
Y 81 74 78
Z 100 94 97

Average 83 81 81

Table D.6: Percentage (%) performance metrics per letter for the LS unseen testing
set for three microphones.
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Subjects
Correctly
Predicted

(182)

Average
Accuracy

(%)

1 139 76.4
2 148 81.3
3 154 84.6
4 153 84.1
5 144 79.1

Average — 81.1

Std. Dev. — 3.6

Table D.8: Average accuracy (%) per unseen test subject for the LS unseen testing
set using three microphones.
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