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resumo 
 

 

A quercetina, um flavonoide que pode ser extraído de várias fontes vegetais, 
apresenta bioatividade interessante, devido às suas boas propriedades 
antioxidantes ou anti-carcinogénicas. Uma das técnicas de extração deste 
flavonoide é por extração sólido-líquido, usando, por exemplo, solventes verdes 
como etanol (EtOH) ou acetato de etilo (EtOAc), utilizados na indústria alimentar.  

A difusividade, D12, é uma propriedade importante nas extrações sólido-líquido 
pois, muito frequentemente, estas operações unitárias encontram-se limitadas pela 
cinética de transferência de massa, sendo assim relevante conhecer o coeficiente 
de difusão para o projeto e otimização destes processos. 

As difusividades da quercetina em acetato de etilo e em etanol foram medidas 
pelo método cromatográfico de abertura de pico (CPB), na gama de temperaturas 
de 303,15 a 333,15 K e de pressões de 1 a 150 bar. No caso do etanol, os valores 
de D12 já tinham sido medidos anteriormente, no mesmo laboratório, por outro 
investigador. Os valores experimentais de D12 da quercetina em etanol encontram-
se entre 3,985×10-6 e 7,826×10-6 cm2 s-1, e no caso da quercetina em acetato de etilo 
entre 1,018×10-5 e 1,628×10-5 cm2·s-1. 

Os resultados experimentais obtidos seguem as dependências esperadas com a 
temperatura e pressão, nomeadamente, derivadas positivas e negativas, sendo a 
variação com a temperatura muito mais expressiva. 

Paralelamente, foram realizadas simulações de dinâmica molecular (MD) clássica 
utilizando o software GROMACS para estimar as difusividades e averiguar a 
possibilidade de utilizar esta técnica computacional para calcular valores de D12 
noutras condições de pressão e de temperatura. Com este fim em vista, foram 
testados diferentes conjuntos de parâmetros em simulações no ensemble NVT, tais 
como o raio de corte das interações de curto alcance, número de moléculas de 
solvente e duração da simulação, para analisar a sua influência na exatidão das 
estimativas. A otimização dos parâmetros usados nas simulações de MD conduziu 
a valores de D12 em boa concordância com os dados experimentais no caso do 
etanol a 1 bar, com erro relativo inferior a 6.54 %. Foi ainda demonstrado que a 
pressões mais elevadas é possível obter valores fiáveis de D12, introduzindo um fator 
multiplicativo nas cargas dos átomos do etanol. No caso do acetato de etilo, o erro 
a 30 °C e 1 bar foi −22.51 %. Como os valores do coeficiente de auto-difusão do 
acetato de etilo, estimados por MD, diferem bastante dos valores experimentais, 
sugere-se neste trabalho a otimização dos parâmetros do campo de forças utilizado 
para modelar este solvente. 

A concordância entre as difusividades da quercetina em etanol medidas e 
estimadas por MD clássica demonstra que é realmente possível obter valores fiáveis 
de D12 por esta técnica computacional. Sugerem-se estudos adicionais focados em 
diferentes grupos funcionais e estruturas de flavonoides, através de análises 
estruturais usando funções de distribuição radial e de distribuição espacial. 
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abstract 

 
Quercetin, a flavonoid that can be extracted from various plant sources, exhibit 

interesting bioactivity due to relevant antioxidant or anti-carcinogenic properties. 
One way of extracting this flavonoid is by solid-liquid extraction using, for 
example, green solvents like ethanol (EtOH) or ethyl acetate (EtOAc), which are 
well accepted in the food industry. 

Diffusivity, D12, is an important property in solid-liquid extraction, since this 
separation is frequently limited by mass transfer kinetics, which requires the 
knowledge of D12 for the accurate design and optimization of that unitary 
operation. 

The diffusivities, D12, of quercetin in ethyl acetate and ethanol were measured 
by the chromatographic peak broadening (CPB) method in the temperature 
range 30-60 °C and pressure range 1-150 bar. The diffusivities in ethanol were 
measured in the same laboratory by another researcher. The D12 values ranged 

from 3.985×10-6 to 7.826×10-6 cm2 s-1, in the case of ethanol, and 1.018×10-5 to 

1.628×10-5 cm2 s-1 for ethyl acetate. 

The obtained D12 data followed the expected trends with temperature and 
pressure, namely, positive and negative derivatives, being the influence of 
temperature much more significant.  

In parallel, classical molecular dynamics (MD) simulations were performed 
using the GROMACS software package to estimate the diffusion coefficient in 
order to assess the possibility of using this computational technique to generate 
diffusivities for distinct pressure and temperature conditions. Different 
parameters sets were adopted to carry out simulations in NVT ensemble, such 
as the cut-off radius for short-range interactions, number of solvent and solute 
molecules, and simulation duration, with the objective to verify their influence on 
the quality of D12 estimates. The optimization of the parameters used in the MD 
simulations led to D12 values in good agreement with the experimental data for 
ethanol at 1 bar, with relative deviations less than 6.54 %. It was also shown that 
it is possible to obtain reliable results at higher pressures after introducing a 
multiplicative factor on the atoms charges of ethanol. In the case of ethyl acetate, 
the error at 30 °C and 1 bar was −22.51 %. Since the MD self-diffusivities of ethyl 
acetate also differ significantly from the experimental data, it is suggested in this 
work to optimize the force field parameters used to model this solvent. 

The agreement found between experimental and MD quercetin diffusivities in 
ethanol demonstrates that it is possible to obtain reliable D12 values by classical 
MD simulations. Further studies are suggested on the influence of different 
functional groups and structure of other flavonoids on D12, with a structural 
analysis using the radial distribution and spatial distribution function. 
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1. Introduction 

Flavonoids are a class of polyphenol metabolites that are broadly present in plants, 

frequently in glycosylated or esterified forms, which have been the focus of researchers 

throughout the years because of their potential to act as antioxidants or as anti-tumorals, 

among other interesting properties [1–3]. An example of a flavonol is the quercetin molecule 

(Figure 1), which is found in many medicinal plants, fruits and vegetables, such as green 

tea and black tea leaves, onions, cranberries, apples, red grapes and celery. This 

compound is found both in its free form and in the form of glycosides [4].  

 

Figure 1 –a) Skeletal structural formula of the quercetin molecule made in ACD/ChemSketch [5] software. 

b) Molecular structure of quercetin rendered in the software Avogadro [6,7]. 

Quercetin has interesting biological activities, such as, anti-inflammatory, antihistamine, 

anti-edematous, anti-oxidant, anticancer effects, stabilizes cell membranes and inhibits the 

aging process of skin, cornea and myocardium [4,8,9]. It can be extracted by several 

methods, including solid-liquid extraction from crushed plant materials [4]. For its 

sustainable extraction, it is also important that the solvents used are environmentally 

friendly. Therefore, so-called green solvents, as ethanol or ethyl acetate are preferred [10]. 

Indeed, ethanol and ethyl acetate are food grade solvents, considered usable in the food 

industry as solvents or flavoring agent by the Join FAO/WHO Expert Committee on Food 

Additives (JECFA) [11–13]. 

The extraction methods are often limited by mass transfer phenomena, making the 

diffusion coefficient or diffusivity an essential parameter for the design and optimization of 

separation processes [14]. In this dissertation, the  diffusivity of quercetin in ethyl acetate 

was measured experimentally, using the chromatographic peak broadening (CPB) method 

based on the work of Taylor and Aris [15–17], described in Chapter 2. The diffusivities of 

quercetin in ethanol were measured prior to the start of this dissertation by another 

researcher using the same method and equipment. Additionally, computer simulations were 

a) 
b) 
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performed to estimate such diffusion constants, that were compared with the experimental 

data, and to obtain structural information for an atomistic understanding of the interactions 

between quercetin and two different solvents. 

There are three main families of approaches used in the field of computational chemistry, 

namely, quantum mechanics, molecular mechanics and statistical mechanics methods. 

Quantum mechanics methods (ie. ab initio methods) attempt to solve the Schrödinger 

equation to describe the properties of molecular systems with high accuracy. This family of 

computational chemistry approaches include the Hartree-Fock and post-Hartree-Fock 

wavefunction methods and the density functional theory methods, which are essential to 

compute properties of systems requiring the explicit consideration of electrons. The 

statistical mechanics methods use probability theory to average the distribution of molecular 

motions and states in a molecular system. This family includes the method of Monte Carlo 

simulation, which is applied to calculate static macroscopic properties because it considers 

only configurational space without the processing forces acting on the constituents of the 

system [18]. The molecular mechanics approaches are based on classical mechanics within 

force fields to compute the potential energy of systems as a function of the nuclear 

coordinates. The energies of the systems computed either with quantum or molecular 

mechanics approaches can be employed to obtain forces acting on the constituents of a 

molecular system. From the knowledge of the forces, it is possible to determine the 

acceleration of each atom in the system e.g. from Newton’s second law, 𝐹⃗ = 𝑚𝑎⃗, where 𝐹⃗ 

is the force exerted on the particle, 𝑚 is its mass and 𝑎⃗ is its acceleration. The integration 

of the equations of motion generates a trajectory describing the variation with time of the 

positions, velocities and accelerations of the constituents of a molecular system. This is the 

basis of a sub-family of computational tools that have found vast application in 

computational chemistry, the so-called molecular dynamics (MD) simulations. These 

computational techniques allow for the prediction of many macroscopic physical properties, 

either static properties (such as the potential energy or radial distribution function of a 

system) or dynamic properties (such as viscosity or diffusivity) [19]. Because of the 

enormous computational requisites needed by the quantum mechanics methods, ab initio 

MD simulations are limited to systems with tens to a few hundreds of atoms and short 

simulation times (up to a few picoseconds). The classical MD simulations are more 

straightforward and can cope with systems containing thousands of atoms and can reach 

simulation times in the microsecond scale. 

Many software packages were used to make this dissertation possible: the “GROningen 

MAchine for Chemical Simulations” (GROMACS) software package [20], for MD simulations 
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and property calculations; the Avogadro molecular builder [6,7], for the construction of 

molecules; the “Visual Molecular Dynamics” (VMD) software [21], for the 3D visualization 

and rendering of molecular dynamics. 

This dissertation is divided into six chapters. In Chapter 2 “Diffusion coefficients. 

Measurement methods.” are discussed the fundaments of the measurement of diffusion 

coefficients; In Chapter 3 “Molecular Dynamics” there is an introduction to the basics of 

molecular dynamics including the estimation of diffusion coefficients through that 

computational technique. In Chapter 4 “Materials and methods” a description of used 

correlations for density and viscosity, the experimental method and equipment, and the 

molecular dynamics procedure is presented. In Chapter 5 “Results” the molecular dynamics 

estimated data and measured data are discussed and compared. Lastly in Chapter 6 the 

main conclusions of this work are shown along future work suggestions. 
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2. Diffusion coefficients. Measurement methods. 

There are two main mechanisms of transport in mass transfer: convection and diffusion. 

Convection corresponds to the macroscopic movement of a fluid,  while diffusion, results 

from the microscopic movement of molecules, i.e. a random and spontaneous displacement 

linked to their thermal movement [22].  

Diffusion can be described mathematically by Fick’s first law (Eq. 2.1), suggested as an 

analogy to Fourier’s first law of heat conduction, and derived in 1855 by Fick with three key 

observations [22]: 

• Mass transfer occurs as consequence of a concentration gradient; in binary 

mixtures, the components move to regions of inferior concentration; 

• The rate of mass transfer is proportional to the area normal to the direction of the 

mass transfer, being expressed as a flux; 

• Once uniformity is achieved, the net mass transfer is null. 

 J2 = −D12Ct ∇x2 (Eq. 2.1) 

with J2 as the flux of a substance 2, D12 as the diffusion coefficient of component 2 through 

1, Ct being the total concentration and ∇x2the gradient of molar fraction of component 2. 

There are several experimental techniques to measure binary diffusion coefficients in 

liquids and supercritical fluids [23]: i) solid dissolution technique (SD); ii) photon correlation 

spectroscopy (PCS); iii) nuclear magnetic resonance (NMR); iv) radioactive tracer 

response; and v) chromatographic peak broadening method (CPB) or Taylor dispersion 

method [24]. There are also two additional variants to CPB, i.e., the chromatographic 

impulse response method (CIR) and the modified Taylor-Aris method [24]. However, these 

two were not used in studies included in this dissertation, which employed exclusively the 

CPB method. 

Chromatographic peak broadening method (CPB) 

The chromatographic peak broadening (CPB) method is based on work originally 

performed by Taylor [15,16,25] and then continued by Aris [17], which was solely devoted 

to study the dispersion of a solute pulse in straight tubes under laminar flow. This method 

was later applied to measure diffusion coefficients of solutes in gases at low and high 

pressures [26,27], liquids [28] and, finally, supercritical fluids [29]. This technique allows the 

determination of D12 values in a relatively short time period. Small quantities of solute are 

utilized, e.g. in the range of 3.96 x 10-5 – 1.32 x 10-3  μmol [30–32], this coefficient 

corresponds to diffusion at infinite dilution, as it is not possible to relate diffusion and solute 

concentration [23]. 
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The general behavior of the CPB methods is exemplified in Figure 2 [24] as the pulse of 

solute goes through an uncoated open tube and typically produces a response of that type. 

 

Figure 2 – Output of the CPB method to a pulse input signal. Taken from reference [24]. 

The concentration profile of a pulse of solute introduced in a cylindrical column of constant 

diameter filled with solvent (ideally the same as the carrier fluid of the pulse), assuming the 

physical properties are constant throughout the experiment, is [25,33]: 

 
∂C

∂t
= D12 [

1

r

∂

∂r
(r
∂C

∂r
) +

∂2C

∂𝑧2
] − 2u̅ (1 −

r2

R2
)
∂C

∂z
 (Eq. 2.2) 

the concentration of solute, C, can be expressed as a function of time, t, with axial 

coordinate, z, and radial coordinate, 𝑟, with u̅ as the mean velocity of the solvent stream 

and R the internal radius of the column. Taylor demonstrated that a pulse of solute, when 

injected in a capillary narrow tube with circular cross section with a solvent in laminar flow, 

will broaden due to solvent convection along the axis of the tube and due to radial molecular 

diffusion [23]. The axial dispersion is negligible since it takes a very long time when 

compared to the radial dispersion. Therefore, Taylor proposed the following restriction in 

order to neglect the axial dispersion term from Eq. 2.2 [25]: 

 
L

u̅
≫

R2

3×82D12
 (Eq. 2.3) 

with L as the column length. Applying this approximation, the fundamental equation of the 

process reduces to: 

 
∂C

∂t
= D12 [

1

r

∂

∂r
(r
∂C

∂r
)] − 2u̅ (1 −

r2

R2
)
∂C

∂z
 (Eq. 2.4) 

The initial and boundary conditions for this equation are the following: 

at t = 0,  C =
m

πR2
δ(z)  (Eq. 2.5) 

at r =  0 and r =  R, 
∂C

∂r
= 0   (Eq. 2.6) 

at z = ±∞, C = 0  (Eq. 2.7) 

with m as the injected amount of tracer and δ(z) as the Dirac’s function. 

The detector at column outlet measures the average concentration over the cross-

sectional area of the tubing, 𝐶̅, which is calculated by: 
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 𝐶̅ =
2

R2
∫ C (r,z,t) dr
R

0
 (Eq. 2.8) 

While 𝐶̅ and 𝐶 are not the same it has been proven that 𝐶̅ is a good approximation. [24] 

Hence, Eqs. 2.4-2.7 can be reduced to [17]: 

 
∂𝐶̅

∂t
=  D

∂2𝐶̅

∂z2
− u̅

∂𝐶̅

∂z
 (Eq. 2.9) 

with D as the dispersion coefficient described in Taylor’s work [17,34]: 

 𝐷 =  D12 +
R2u̅2

48D12
 (Eq. 2.10) 

This simplification implies that the model is only mathematically valid for tubes of infinite 

length. 

With the substitution of the axial variable z by z'=z-𝑢̅𝑡 in Eq.2.9, it is obtained: 

 
∂𝐶̅

∂t
=  D

∂2𝐶̅

∂z' 2
 (Eq. 2.11) 

with the boundary conditions of: 

at t = 0, 𝐶̅ = 𝐶0 =
m

πR2
δ(z')  (Eq. 2.12) 

at z'= ±∞,  𝐶̅ = 0   (Eq. 2.13) 

The analytical solution of the concentration profile is [34,35]: 

 
𝐶̅

𝐶0
=

1

√4πDt
exp [−

(z-u̅t)2

4Dt
] (Eq. 2.14) 

This concentration profile can be described in terms of the peak variance in units of length, 

with σ2 being the variance and H the theoretical plate height [23]: 

 σ2 =
2DL

u̅
=
2D12L

u̅
+

R2u̅L

24D12
= HL (Eq. 2.15) 

However, Eq. 2.15 was derived for straight tubes at constant temperature. As the tubes 

might be considerably long, they need to be coiled in order to fit them into a bath or oven. 

As reported by Nunge et al. [36], there are two major implications to this: if the velocity 

profile is elongated, it leads to a greater dispersion of the peak measuring apparently lower 

diffusivity values; or if a centrifugal effect is present, it results in secondary flow 

perpendicular to the flow direction, increasing mixing effects resulting in narrower peaks, 

which generates higher apparent diffusivity values [37]. The fluid is forced to the walls of 

the tubing, and since it cannot accumulate, the secondary flow is formed and the fluid 

returns to the center of the column, which results in a circular movement as illustrated in 

Figure 3 [34]. 
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Figure 3 – Laminar flow velocity profile and secondary flow representation in a coiled tube. Taken from 

reference [34]. 

The consequences of the coiling lead to deviations to Taylor and Aris’ assumptions. Such 

assessement can be expressed as a function of the Reynolds number, Re, Eq. 2.16, 

Schmidt number, Sc, Eq. 2.17, and the geometric factor, ζ, which characterizes the 

curvature of the coil. ζ is calculated as the ratio of the tube coil radius, 𝑅c, and the inner 

column radius, 𝑅0. Under certain conditions Re and ζ are not independent, and the Dean 

number, De, Eq. 2.18, describes this relation [34,37]: 

 𝑅𝑒 =
u̅ ρ1 R 

μ1
 (Eq. 2.16) 

 𝑆𝑐 =
μ1

ρ1 D12
 (Eq. 2.17) 

 De =  Reζ-0.5 (Eq. 2.18) 

 ζ =
𝑅𝑐

𝑅0
 (Eq. 2.19) 

 

The behaviour of the peaks is also described by these dimensionless numbers. The peak 

broadening effect is proportional to Re2Scζ-2, which dominates at lower Re values if ζ<10. 

On the other hand the narrowing effect is proportional to (De2Sc)
2
, which is dominant at 

higher Re values [36,37]. Thus the secondary flow can be neglected if the following condition 

is met: 

 DeSc0.5 < 10 (Eq. 2.20) 

This restriction was proposed by Moulijin et al. [38], Alizadeh et al. [39] and Springston and 

Novotny [40]. To guarantee an error lower than 1 %, Funazukuri et al. [24,41] recommend  

DeSc
0.5
  lower than 8 instead of 10  for this condition. To neglect temperature and pressure 

perturbations that may ocurr outside of the oven (near the detector), it was established the 

following restriction by van der Laan [42]: 
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u̅L

D
> 1000 (Eq. 2.21) 

In order to the concentration profile approximate a Gaussian form, the following condition 

is necessary as established by Levenspiel and Smith [43]: 

 
D

u̅L
< 0.01 (Eq. 2.22) 

If all previous conditions are met, the value for D12 can be calculated by [31]: 

 D12 =
u̅

4
[H ± (H2 −

R2

3
)
0.5

] (Eq. 2.23) 

To calculate the experimental theoretical plate height, H, from chromatographic peaks, 

there are several different methods. A simple and precise method is to measure the half 

width of the peak at 60.7 % of its height, W0.607, and calculate with the following expression 

[23]: 

 𝐻 =
LW0.607

2

tr
2 =

u̅2W0.607
2

L
 (Eq. 2.24) 

with tr as the retention time. 

Since Eq. 2.23 is a quadratic equation, it may have two real solutions. Giddings and 

Seager [44] have shown that the best way to determine the solution is to calculate the 

velocity that minimizes 𝐻 in Eq. 2.15, giving rise to Eq. 2.25. Then calculating D12 by Eq. 

2.23, considering the optimum velocity uopt from Eq. 2.25 if the velocity is below or equal to 

the optimum, the positive root is the most appropriate solution; otherwise, if the velocity is 

higher the negative root should be taken. In liquids and dense fluids, the negative root is 

generally chosen since the optimum velocity is generally very low and overcome by the 

velocity in the tubing [23]. 

 uopt =  √48
D12
R

 (Eq. 2.25) 

 

This method to calculate the diffusion coefficient is called the graphical method [15]. 

However, there are other methods to process the peaks and obtain valid values of diffusion. 

Two other methods that are frequently used are the method of moments and the fitting 

method. The method of moments consists in calculating D12 by using the zeroth, first and 

second moment and in the simplification of Eq. 2.15, combining it with Eq.2. 26 to reach Eq. 

2.27, which is valid if D12t̅ 𝑅
2⁄ > 10, and having a maximum error of ± 1 % associated: 

 σ2 =
2Dt̅

u̅2
 (Eq. 2.26) 

 D12 =
R2t̅

24σ2
 (Eq. 2.27) 

with t̅ as the average retention time and σ2 the variance. These can be obtained by the 

zeroth (𝑆), first and second moments [45]: 
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 𝑆 = ∫ C(t)
∞

0
 dt (Eq. 2.28) 

 t ̅ =
1

S
∫ C(t)
∞

0
 dt (Eq. 2.29) 

 σ2 =
1

S
∫ (t - t̅)2C(t)
∞

0
 dt (Eq. 2.30) 

Lastly, in the fitting method the average retention time, t̅, and the variance, σ2 are found 

by nonlinear fitting of the peak, minimizing the root mean square error, 𝜀 [46]: 

 𝜀 = √
∫ (𝐶𝑒𝑥𝑝(𝑡)−(𝐶̅(𝐿,𝑡))

2
𝑑𝑡

𝑡2
𝑡1

∫ (𝐶𝑒𝑥𝑝(𝑡))
2𝑡2

𝑡1
𝑑𝑡

 (Eq. 2.31) 

with 𝐶exp as the experimentally measured concentration and 𝐶̅(𝐿, 𝑡) the calculated 

concentration by Eq. 2.14 with 𝑧 = 𝐿. Furthermore,  t1 and t2 are the time values at which 

the peak is at 10 % of peak height, with t1 < t2 [33]. This fitting can be considered good if 

the value of ε is below 1 %, acceptable if between 1 % and 3 %, and rejected if higher than 

3 % [46]. Another important parameter used to guarantee the validity of the results is the 

asymmetry factor, whose value should be below 1.1-1.3, otherwise the peak should be 

rejected [23]. 

Between the method of moments and the fitting method, the second one is considered to 

be more precise [24]. This is due to the fact that the first overestimates errors related to the 

frontal and tailing portions of the response curve [33]. 

Another important aspect of the CPB method is that the linearity of the UV-vis detector is 

important for the accuracy of the measurements performed [47]. The results with best 

linearity should be selected for peak detection, they were found to correspond to the 

diffusion coefficients results of larger value [47]. A distinct procedure in this dissertation was 

followed (see Chapter 4.2 and Appendix B), and consisted of testing several wavelengths 

and selecting the diffusion coefficient of least error, similar to other authors [24,33]. 

The CPB method is precise and relatively fast to determine diffusivities at infinite dillution. 

However, it suffers from constraints, such as: i) it’s not possible to measure too close to the 

critical point in the case of supercritical fluids as the mixture between the fluid and the solute 

may not attain supercritical state in all of the column resulting in abnormal peaks [24]; ii) 

polar solutes or compounds of high molecular weight will cause an undesired prolongation 

of the peak called tailing, which is caused by the adsorption of these compounds leading to 

a significant error in the results [24]; iii) it must be possible to inject the solute and solubilize 

it in the solvent inside the column, so it should not lead to a dramatically viscous mixture 

with the solvent. Nevertheless, it is possible to overpass the viscosity limitation upon the 

utilization of an additional solvent other than the one already in the column, keeping in mind 

that the peak that will appear in such case will be the combination of both solvents, in which 
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case the CIR method or the Modified Taylor-Aris method must be employed. The main 

difference between these two techniques and the first one is that the column has an internal 

polymeric coating, as is the case for CIR, or an initial portion of it, like a combination of CIR, 

and then CPB, as is the case of the Modified Taylor-Aris method, which allows for the 

chromatrographic separation of the organic solvent from the solute [24,41] and the second 

being suitable for volatile compounds [48]. The biggest disadvantage of these 

chromatographic methods is that only diffusion coefficients at infinite dillution are measured. 
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3. Molecular dynamics 

Classical molecular dynamics (MD) simulations are a class of computational techniques 

that allow for the prediction of several thermo-physical properties, under equilibrium and 

non-equilibrium conditions, for a wide variety of systems [49–52]. The data calculated via 

microscopic molecular dynamics simulations are important for the prediction of properties 

and the development of reliable macroscopic models. 

In this dissertation the molecular dynamics software package Groningen Machine for 

Chemical Simulations (GROMACS) was used [20]. 

 

3.1. Classical molecular dynamics simulations 

Classical MD simulations are based on solving Newton’s classical equations of motion 

for systems of 𝑁 interacting particles [19,53]: 

 𝑚𝑖
𝜕2𝑟𝑖

𝜕𝑡2
= 𝐹⃗𝑖, 𝑖 = 1…𝑁. (Eq.3.1) 

where 𝑟i is the vector of position of particle 𝑖, 𝑚i the mass of particle 𝑖, and 𝐹⃗i the force on 

particle 𝑖. The forces acting on the particles are the negative derivatives of a potential 

function 𝑉 (𝑟1, 𝑟2, … , 𝑟N): 

 𝐹⃗𝑖 = −
𝜕𝑉

𝜕𝑟⃗⃗𝑖
 (Eq.3.2) 

The equations are solved simultaneously in small time steps. Assigned the simulation 

conditions and guaranteed the temperature and pressure stay at the desired values (NPT 

ensemble with the utilization of a thermostat and of a barostat), the simulation runs for a 

selected time and the system coordinates are output at a regular and selected frequency. 

The coordinates as a function of time are the trajectory of the system. The system will 

eventually reach an equilibrium state after some time. By averaging over a trajectory, many 

macroscopic properties of the system can be calculated. The forces involved are calculated 

by considering the potential energy of the interactions between the particles, both 

intramolecular and intermolecular, according to appropriate force fields, which are functions 

of interatomic potentials or energy functions with force field specific parameter sets. 

 

3.1.1. Force fields 

In molecular dynamics, the forces between particles are calculated based on potential 

functions, with their own set of parameters, which are called force fields. The potential 

energy is calculated taking into consideration two components, the non-bonded interactions 

and the bonded interactions. 
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Non-bonded interactions are pair additive which means that the potential is the result of 

the sum of each pair interaction potential. Often, no polarization, charge transfer effects [19] 

or three-body (and higher order) interactions [53] are taken into account. These interactions 

are described by [19]: 

 𝑉𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑 = ∑ 𝑉𝑖𝑗(𝑟𝑖𝑗)
𝑁
𝑖<𝑗  (Eq. 3.3) 

The non-bonded interactions are characterized by three terms, a repulsion term, a 

dispersion term and a Coulomb term for electrostatic charges. The repulsion and dispersion 

terms are combined, for example, in the Lennard-Jones potential (6-12 potential) or the 

Buckingham potential (exp-6 potential) [19]. 

The Lennard-Jones (LJ) potential (see Figure 4), first proposed by Sir John Lennard-

Jones [54], is the one used by the force fields adopted in this dissertation: 

 𝑉𝑖𝑗
𝐿𝐽
= 4𝜀𝑖𝑗 [(

𝜎𝑖𝑗

𝑟𝑖𝑗
)
12

− (
𝜎𝑖𝑗

𝑟𝑖𝑗
)
6

] (Eq. 3.4) 

in which −𝜀ij is the depth of the potential well for particles 𝑖 and 𝑗, that occurs for 𝑟ij = 2
1

6 𝜎ij , 

𝜎ij the diameter of collision for low energy collisions for particles 𝑖 and 𝑗, 𝑟ij the distance 

between particles 𝑖 and 𝑗 [34]. 

 

 

Figure 4 – Lennard-Jones interaction potential. Adapted from ref. [55]. 
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These parameters are introduced in GROMACS in the form of atom types and can be 

obtained from combining the parameter in two ways [19]: 

• Through geometric averages: 

 𝜎𝑖𝑗 = (𝜎𝑖𝑖𝜎𝑗𝑗)
1/2

 (Eq.3.5) 

 𝜀ij = (𝜀ii𝜀jj)
1/2

 (Eq.3.6) 

 

• Through Lorentz-Berthelot rules. An arithmetic average for σij, while a geometric 

average for εij: 

 𝜎ij =
1

2
(𝜎ii + 𝜎jj) (Eq.3.5) 

 𝜀ij = (𝜀ii𝜀jj)
1/2

 (Eq.3.6) 

This potential can be cut-off at a distance where the interactions are considered negligible 

in order to reduce the amount of necessary calculations. In the Verlet cut-off scheme, the 

potential is shifted by a constant so that it is zero at the cut-off distance [19] without breaking 

continuity. 

The Coulomb potential for the electrostatic charges between two particles with charges 

𝑞i and 𝑞j is given by [19,53]: 

 𝑉ij
Coulomb =

1

4πε0

𝑞i𝑞j

𝜀r𝑟ij
 (Eq. 3.7) 

with ε0 as the absolute permittivity of free space, 𝜀r the relative permittivity (or dielectric 

constant). 

A plain Coulomb interaction should be used without cut-off as the decay of the potential 

function towards 0 is much slower than the previous LJ terms and would lead to a sudden 

and large change in the force at the cut-off distance. In a similar way to LJ potential, the 

function may also be shifted to zero at a certain cut-off distance, e.g., this is done when 

Ewald summation or particle-mesh Ewald (PME) is used to calculate the long-range 

interactions [19,56]. 

Bonded interactions include types of interactions such as bond stretching (2-body) 

interactions, bond angle (3-body) interactions and dihedral angle (4-body) interactions. 

The bond stretching for two covalently bonded atoms (see Figure 5) may be represented 

in different ways depending on the force field, such as a harmonic potential [19,53]: 

 𝑉ij
stretching

=
1

2
𝑘ij
b(𝑟ij − 𝑟ij

0)
2

 (Eq. 3.8) 

where 𝑘ij is the force constant of stretching vibrations and 𝑟ij
0 is the equilibrium distance 

between 𝑖 and 𝑗. 
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The bond angle for three atoms 𝑖, 𝑗 and 𝑘 (see Figure 6) may be represented by a 

harmonic potential acting on the angle 𝜃ijk [19,53]: 

 𝑉ij
angle

=
1

2
𝑘ijk
θ (𝜃ijk − 𝜃ijk

0 )
2

 (Eq. 3.9) 

where 𝑘ijk
θ  is the force constant for angle vibrations and 𝜃ijk

0  the equilibrium bond angle. 

The dihedral angles or torsion angles can be divided into two types, proper dihedrals and 

improper dihedrals (see Figure 7). Proper dihedral angles are the angle 𝜙ijkl between two 

planes 𝑖𝑗𝑘 and 𝑗𝑘𝑙, with 𝜙ijkl = 0
o corresponding to the cis configuration (𝑖 and 𝑙 on the same 

side), or with 𝜙ijkl = 180
o corresponding to the trans configuration (𝑖 and 𝑙 on opposite 

sides). Improper dihedral angles are special dihedrals meant to keep planar some parts of 

molecules (e.g. amide bond in amino acids) or maintain the chirality of three atoms centered 

around one atom (e.g. tetrahedral angle). 

 

Figure 5 – Bond stretching representation. Adapted from [19]. 

 

Figure 6 – Bond angle representation. Taken from [19]. 

 

Figure 7 – Torsion/dihedral angle representation: a) proper dihedral; b) improper dihedral. Adapted from [19]. 
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There are various functions for dihedral angles, a potential often used is the Ryckaert-

Bellemans (RB) function, a function based on expansion in powers of cos (𝜙) [19]: 

 𝑉𝑖𝑗𝑘𝑙
𝑅𝐵 = ∑ 𝐶n

5
n=0 (𝑐𝑜𝑠 (𝜓ijkl))

n 
 (Eq.3. 10) 

 𝑉𝑖𝑗𝑘𝑙
𝑅𝐵 = ∑ (−1)n𝐶n

5
n=0 (𝑐𝑜𝑠 (𝜙ijkl))

n 
 (Eq.3. 11) 

where 𝜙ijkl = ψijkl + 180, as trans orientation (“polymer convention”) and 𝜙ijkl = 0 as cis 

orientation (“biochemical convention”). The conversion between conventions for this 

function can be done by multiplying the constant by (−1)n. 

Another possible function is the Fourier series of cos (𝜙): 

 𝑉𝑖𝑗𝑘𝑙
𝐹𝑜𝑢𝑟𝑖𝑒𝑟 =

1

2
[𝐹1(1 + 𝑐𝑜𝑠(𝜙)) + 𝐹2(1 − 𝑐𝑜𝑠(2𝜙)) + 

 +𝐹3(1 + 𝑐𝑜𝑠(3𝜙)) + 𝐹4(1 − 𝑐𝑜𝑠(4𝜙))] (Eq.3. 12) 

The Fourier series parameters can be converted to RB parameters in the following way 

[19]: 

 𝐶0 = 𝐹2 +
1

2
(𝐹1 + 𝐹3) (Eq.3. 13) 

 𝐶1 =
1

2
(−𝐹1 + 3𝐹3) (Eq.3. 14) 

 𝐶2 = −𝐹2 + 4𝐹4 (Eq.3. 15) 

 𝐶3 = −2𝐹3 (Eq.3. 16) 

 𝐶4 = −4𝐹4 (Eq.3. 17) 

 𝐶5 = 0 (Eq.3. 18) 

This happens in GROMACS for the Optimized Potentials for Liquid Simulations (OPLS) 

force field as it uses RB’s code to compute Fourier dihedrals. 

These bond distances and angles can be maintained by imposing constraint on the 

equations of motion with algorithms, like the Linear Constraint Solver (LINCS) [57] 

algorithm. LINCS resets bonds to their correct lengths after an unconstrained update. If the 

algorithm cannot fulfill the constraints and the molecule rotates more than a predefined 

angle it will not crash, it will instead generate a warning and only stop the simulation after a 

predefined number of warnings [19]. 

Commonly used force fields are the Assisted Model Building with Energy Refinement 

(AMBER) [58], or the Optimized Potentials for Liquid Simulations – All Atom (OPLS-AA) 

[59], but there are many others for varied purposes [19,58,60]. The GROMACS 

documentation [19] recommends GROMOS-96 [61,62] for united-atom setups and OPLS-

AA for all-atom setups. 
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3.1.2. Periodic boundaries 

In MD simulations, the molecular systems are finite and, thus, there are edge effects that 

may be quite undesirable. To minimize these edge effects periodic boundary conditions 

(PBC) may be applied. The simulated system instead of having boundaries is surrounded 

by translated copies of itself, Figure 8, resulting in a system without boundaries. Hence, the 

edge effects of an isolated system are replaced with the edge effects of periodic conditions. 

These edge effects are reduced for periodic systems like crystalline systems. However, in 

non-periodic systems like liquids or solutions the error can be caused by periodicity itself. 

These errors are expected to be less severe than errors from an unnatural boundary with 

vacuum, and should be evaluated by comparing various system sizes [19]. 

There are several shapes for the unit cells of periodic systems. For simplicity there is the 

cube, but shapes like the rhombic dodecahedron or the truncated octahedron are closer to 

a sphere than a cube, which might be useful for simulating liquids [63] or 0D systems (e.g. 

a protein in water). Periodic boundaries in GROMACS are combined with minimum image 

convection, which means that only the nearest image of each particle is considered for 

short-range non-bonded interactions. For long-range electrostatics this may not be enough 

so lattice sum methods such as Ewald sum or PME may be employed [19]. 

 

Figure 8 – Periodic boundary conditions in two dimensions. Taken from [19]. 
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3.1.3. Thermodynamic ensemble 

Another important concept for MD is the thermodynamic ensemble. To determine 

macroscopic properties, ensemble averages are always done over an adequate 

representative statistical ensemble of molecular systems [19]. In a thermodynamic 

ensemble, a number of variables are fixed while the other thermodynamic quantities are 

calculated by ensemble averaging [63]. 

Commonly used statistical ensembles are: the microcanonical or constant-NVE (number 

of particles, volume and energy) ensemble, the canonical or constant-NVT (number of 

particles, volume and temperature) ensemble, the isothermal-isobaric constant-NPT 

(number of particles, pressure and temperature) ensemble [19], [63]. 

As illustrated in Figure 9, the NVE ensemble consists of an isolated system of fixed 

volume, the NVT ensemble consists of a closed system of constant volume that exchanges 

energy with the exterior, like it is surrounded by a thermostatic bath to control the 

temperature, and the NPT ensemble can be regarded as a closed system of variable volume 

and controlled temperature. 

In molecular dynamics the ensemble average is replaced by a trajectory average. 

Newton’s equations of motion generate a succession of states in accordance to the NVE 

ensemble as Newton’s equations of motion obey the laws of conservation of energy. Often, 

it is desirable to have constant temperature (NVT) and pressure (NPT), much like 

laboratorial experiments, in order to do so a modification of the equations of motion may be 

derived, which could involve a stochastic (random) or deterministic element or it can have 

no relation with normal dynamics [63,64]. 

 

Figure 9 – Representation of three statistical ensembles. Adapted from [65]. 

 

𝑑𝑄
↔  

𝑑𝑄
↔  
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3.1.4. Limitations of classical molecular dynamics 

Classical MD simulations have limitations as approximations are necessary to feasibly 

simulate the movement of atoms. When attempting to run simulations and processing their 

data, one must be aware of such limitations and access the accuracy of the simulation. 

Summarized, they are [19]: 

• Usage of classical mechanics to describe the motion of atoms. Newton’s equations 

of motion are based on classical mechanics which is appropriate for most atoms at regular 

temperatures. However, under certain conditions, some particles may behave differently, 

e.g. hydrogen atoms, as they are quite light, or protons’ motion, as they may have quantum 

mechanical characteristics at times that cannot be described properly by classical dynamics 

[19]. Liquid helium may also be wrongly described by classical mechanics. While these can 

be circumstantial limitations, the approximation that is implied regarding high frequency 

vibrations of covalent bonds is of greater importance. The definition of a harmonic oscillator 

is considerably different from a quantum oscillator when the resonance frequency 𝜈 

approximates or exceeds 𝑘𝐵𝑇. At room temperature the wavenumber 𝜎 = 1/𝜆 = 𝜈/𝑐 at 

which ℎ𝜈 = 𝑘𝐵𝑇 is approximately 200 cm-1, as a result all frequencies higher than 100 cm-1 

may be represented inaccurately in classical simulations. This translates into almost every 

bond and bond-angle vibration. Two solutions for this are, using an harmonic oscillator for 

bonds while making corrections to the total internal energy and specific heat [19], or to treat 

bonds and bond angles as constraints in the equations of motion, this being because a 

quantum oscillator in its ground state resembles a constrained bond closer than a classical 

oscillator. GROMACS can use constraints for bonds and can convert bond angles into bond 

constraints as the algorithm is also more versatile and allows for larger time steps. 

• Electronic motions are not taken into consideration. Molecular dynamics uses a 

force field that is a function of positions of atoms only, while electrons are taken into account 

in a very approximate way as point charges located at, most often, the atomic positions. 

This prohibits the representation of electron transfer processes, electronically exited states 

and chemical reactions. 

• The force field is pair-additive, all non-bonded forces result from the sum of non-

bonded pair interactions. Non pair-additive interactions, such as atomic polarizability, are 

not represented. The contributions from these kinds of phenomena are averaged in the 

force field parameters. This however implies that the interactions may not be valid for 

isolated pairs or for situations that differ too much from the systems or models used for the 

parameterization of the force field. 
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• Long-range interactions can be cut off. In GROMACS not all the interactions are 

calculated, and they are always cut-off after a defined radius. This is usually fine for 

Lennard-Jones and sometimes Coulomb interactions considering that the cut-off radius is 

large enough, but in the presence of charged particles this can lead to large errors in the 

energies of the system. The usage of a long-range electrostatic algorithm such as PME is 

advised. 

• Boundary conditions in MD are unnatural, i.e. the systems in molecular dynamics 

are not infinite, they are small and have unwanted boundaries. To simulate a bulk system 

this must be avoided. To solve this issue, periodic boundary conditions are used to avoid 

real phase boundaries. For large systems the error may be small but, for small systems, 

with high internal spatial correlation, periodic boundaries may increase internal correlation, 

leading to unnatural systems, which results in large errors. Thus, system size is still 

considerably relevant, making it important to test the influence of the system size on the 

simulation and on the desired properties. 

 

3.2. Diffusion coefficients in molecular dynamics 

Mass, energy or momentum transfers through a system can be described by 

phenomenological relations with the form of 𝑓𝑙𝑢𝑥 = −𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 × 𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡. Newton’s law 

of viscosity, Fourier’s law of heat conduction, Ohm’s law of electrical conduction and Fick’s 

law of diffusion are examples of such relations. They are usually seen applied to situations 

of nonequilibrium but they also apply to the microscopic fluctuations that occur in a system 

at equilibrium [66]. So, the transport coefficients can be extracted from equilibrium 

molecular dynamics. The diffusion coefficient is often calculated by two types of relations: 

Green-Kubo or Einstein relations. They should give the same result and there is little 

advantage of one over the other [66]. Nevertheless, the Green-Kubo relation usually needs 

trajectories from long simulations to originate reliable values [67]. In this dissertation the 

Einstein relation was used.  

Considering the one-dimensional diffusion as described by Fick’s law [66]: 

 J = −𝐷i
∂𝑁

∂𝑧
 (Eq. 3.19) 

where 𝑁 is the number of atoms per unit of volume located at position 𝑧 at time 𝑡, 𝐷i is the 

diffusion coefficient and J is the flux. From the material balance on a differential element of 

fluid the equation of continuity is obtained [66]: 

 
∂𝑁

∂𝑡
+
∂𝐽

∂𝑧
= 0 (Eq. 3.20) 

Combining Eqs. 3.19 and 3.20, the following relation is obtained: 
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∂𝑁

∂𝑡
= 𝐷i

∂2𝑁

∂𝑧2
 (Eq. 3.21) 

 

By establishing initial conditions, the equation can be solved for temporal and spatial 

evolution of 𝑁(𝑧, 𝑡). For instance, in the case of 𝑁0 atoms concentrated at the origin 𝑧 = 0 

and at time 𝑡 = 0, the solution is [66]: 

 𝑁(𝑧, 𝑡) =
𝑁0

2√𝜋𝐷i𝑡
𝑒
(
−𝑧2

4𝐷i𝑡
)
 (Eq. 3.22) 

So, for any time 𝑡 > 0, the atoms are spatially distributed in a Gaussian shape around the 

origin and, as time evolves, the atoms diffuse and the Gaussian distribussion collapses. At 

any time 𝑡 > 0, the second moment of the distribution is the mean-square displacement of 

atoms [66]. 

 〈[𝑧(𝑡) − 𝑧(0)]2〉 =
1

𝑁0
∫ 𝑧2𝑁(𝑧, 𝑡) 𝑑𝑧  (Eq. 3.23) 

By combining Eq. 3.22 with Eq. 3.23 and integrating, the mean-square displacement is 

related to the diffusion coefficient [66]: 

 〈[𝑧(𝑡) − 𝑧(0)]2〉 = 2𝐷i𝑡 (Eq. 3.24) 

This result applies when the elapsed time 𝑡 is large when compared to the average time 

between collisions of atoms. Considering 𝒓i as the position of the particles, the n-

dimensional analog of Eq. 3.24 is [67]: 

 𝐷i = 𝑙𝑖𝑚
𝑡→∞

〈|𝒓𝐢(𝑡)−𝒓𝐢(0)|
2〉

2𝑛𝑡

 

  (Eq. 3.25) 

The angled brackets of Eq. 3.24 and Eq. 3.25 indicate that the mean-square displacement 

is averaged from over all time origins and particles for which diffusion is being calculated 

from the simulation [66]. Given that at the conditions studied, the diffusion coefficient is 

considered a constant, the equation implies that the mean-square displacement grows 

linearly at large time differences. 

This relation can be applied for both binary diffusion coefficients and self-diffusion 

coefficients [63,66]. 
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4. Materials and methods 

This chapter is divided into three main sections: 

• The first section describes the correlations used to estimate the density and 

viscosity of the solvents. These values were necessary in several calculations, 

and were also used for comparison with the values obtained through molecular 

dynamics (MD). 

• The experimental section (materials, equipment and procedures) focuses the 

measurement of the tracer diffusion coefficients of quercetin in ethanol and in 

ethyl acetate.  

• The MD simulation section presents the procedures for the calculation of tracer 

diffusion coefficients. 

The experimental data and the MD trajectories were determined for a common set of 

conditions. This is required for validating the computational recipes that, eventually, will be 

used to extract information at temperature and pressure conditions outside those 

considered in the experiments. 

4.1. Density and viscosity of ethanol and ethyl acetate 

The pure liquid ethanol density was calculated using the Tait [68,69] equation: 

  
ρ−ρ0
ρ
=  0.2000×log10 (

B+P

B+P0
) (Eq. 4.1) 

 𝐵 =  520.23-1240×
T

TC
+827× (

T

TC
)
2
−  F (Eq. 4.2) 

where ρ and ρ0 are densities at the corresponding pressures P and P0, and F calculated by 

Eq. 4.3, where 𝐶n is the number of carbons of the molecule). The density at atmospheric 

pressure (ρ0) is calculated according to the Eykman method as suggested by Cano-Gómez 

et al. [70]. 

 𝐹 = 0.015×Cn×(1+11.5×Cn) (Eq. 4.3) 

 ρ0 =
nD
2−1

nD+0.4

1

K
 (Eq. 4.4) 

where nD and K are the refractive index and a characteristic constant, respectively, given 

by: 

 K = 0.72719 − 0.39294exp(𝐶n
-0.89255 × 0.47272) (Eq. 4.5) 

 nD = a0+a1Cn
a2+a3Cn+

a4
Cn
a5
+(a6+a7Cn

0.5+a8Cn
0.75) × T(°C)  (Eq. 4.6) 

In the previous equation the values of the constants are a0=1.87961; a1 = 0.55029; a2 =

−0.11935; a3 = −0.00161; a4 = 0.01344; a5 = 13.54426; a6 = −0.00043235; a7 =

0.00000954; a8 = 0.0000022. 
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Cano-Gómez et al. [70] suggested using the Mamedov equation (Eq. 4.7) for determining 

ethanol viscosity at high pressures: 

 
μ

μ0
= (

ρ

ρ0
)
Α
 (Eq. 4.7) 

 Α = 10.4+0.0006Cn
3.5 −

5

Cn
  (Eq. 4.8) 

  log10 μ0 = A +
B

T
+ C × T+ D × T2 (Eq. 4.9) 

where A  = 0.72719, 𝐵 = −0.39294, C  = -0.89255 and D = 0.47272. 

These correlations have an average absolute percentage deviation of 0.11 % for density, 

for pressures up to 279 MPa and temperatures between 173.15 to 373.15 K. And for 

viscosity within 2.14 % at atmospheric pressure and 3.38 % for pressures up to 423 MPa 

at temperatures between 293 to 423 K. 

 

The pure liquid ethyl acetate density was estimated using the Tait equation (Eq. 4.1) 

[68,71] as well. However, the parameters ρ0 and 𝐵 are calculated by: 

 𝐵 =  494-1110×
T

TC
+672× (

T

TC
)
2
−  (𝐶n − 6) (Eq. 4.10) 

 ρ0 = 𝑎 × 𝑏
−(
1−𝑇

𝑇𝑐
)
n

 (Eq. 4.11) 

The equation to estimate the density at atmospheric pressure is a modified form of the 

Racket equation [72]. The temperature is in K, ρ0 in g cm-3 and 𝑎 = 0.30654 and 𝑏 =

0.25856. 

To estimate the viscosity of ethyl acetate the correlation developed by Cano-Gómez et 

al. [70], Eq. 4.7, was used. However, in this case the parameters of Eq. 4.9 are 𝐴 =

 −3.6861, 𝐵 =  552.28, 𝐶 =  0.0080018 and 𝐷 =  −0.000010439. 

These correlations have an average absolute percentage deviation of 0.5 % for density, 

for pressures up to 152 MPa and temperatures between 253.15 to 313.15 K. 

  



23 
 

4.2. Measurement of diffusion coefficients 

This section pertains to the experimental part of the dissertation and in it are presented 

the materials, equipment and procedures used for the measurement of tracer diffusion 

coefficients. 

4.2.1 Chemicals 

The chemicals used in the experiments were quercetin, CAS number 117-39-5, purity    

≥ 95 wt.%, purchased from Sigma-Aldrich and ethyl acetate, CAS number 141-78-6, purity 

≥ 99.5 wt.%, purchased from VWR Chemicals. All chemicals were used directly without 

further purification. 

4.2.2 Systems and experimental conditions 

In this work the tracer diffusion coefficients of quercetin were measured in liquid ethyl 

acetate the studied experimental conditions and respective solvent properties are 

presented in Table 1: 
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Table 1 – Systems, experimental conditions for diffusion coefficient measurement and solvent properties. 

Experiment System 𝑃 (bar) 𝑇 (°C) 𝜌calc (kg m-3) 𝜇calc (cP) 

1 

Quercetin Ethyl Acetate 1 

30 887.7 0.3994 

2 40 875.6 0.3590 

3 50 863.4 0.3247 

4 60 850.8 0.2952 

5 

Quercetin Ethyl Acetate 50 

30 892.0 0.4223 

6 40 881.0 0.3802 

7 50 869.0 0.3444 

8 60 856.0 0.3138 

9 

Quercetin Ethyl Acetate 100 

30 897.0 0.4439 

10 40 885.0 0.4003 

11 50 873.8 0.3632 

12 60 861.0 0.3315 

13 

Quercetin Ethyl Acetate 150 

30 901.0 0.4644 

14 40 890.0 0.4193 

15 50 878.0 0.3810 

16 60 867.0 0.3484 

4.2.3 Equipment and experimental procedure 

The equipment used to employ the CPB method is presented in Figure 10 [73]. It consists 

of two reservoirs, (1) and (5), and two syringe pumps, a Teledyne ISCO model 260D with 

266.06 cm3 capacity for CO2 (2) and a Teledyne ISCO model 100DM 102.97 cm3 capacity 

for liquids (4). The CO2 pump (2) is coupled with a Julabo F12 thermostatic bath (3), to 

avoid temperature oscillations, which would cause flow rate fluctuations when working in 

supercritical conditions. Followed by a stainless-steel tubing (7) placed inside a LSIS-

B2V/IC 22 oven (Venticell, MMM Group) (9) to pre-heat the solvents, then the tubing is 

connected to an open capillary tubing (8) (Polyether ether ketone (PEEK) tubing, with 

dimensions 𝑅 = 0.261 mm, 𝐿 = 10.243 m and 𝑅𝑐 = 0.150 m) followed by an UV-vis detector 

(UV Detector 2500, Knauer) (10) set to a system-specific wavelength. After reaching 

steady-state (constant pressure, temperature and baseline, generally 1 to 2 hours after 
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startup) a small volume of solute is injected (0.1 μL) as a pulse using a C74H-1674 injector 

(6) from Valco Instruments Co. Inc.. At the outlet, a Jasco BP-2080 back pressure regulator 

(BPR) (12) is included in order to control pressure inside the system. 

To ensure reliable values in pressurized liquids, such as ethanol and ethyl acetate, the 

following procedure should be carefully followed. First and foremost, the oven, UV-visible 

detector and the BPR must be turned on, setting the desired operating conditions of 

temperature and pressure in all tubing. The UV-vis detector set on the desired wavelength. 

Then, the syringe pump (4) connected to the liquid reservoir (5) should be turned on and 

refilled by opening the pump inlet valve (I) and then starting the refill. Once full, the valve 

should be closed and ensured that the outlet check valve (II) is locked as well. Then, the 

pump should also be pressurized up to the desired pressure. Once the pump and tubing 

have reached the desired conditions and the pump stopped, the outlet check valve (II) is 

opened and the desired flow rate is defined in the syringe pump. In case of changing the 

conditions, the whole system will need to re-stabilize for 1-2 hours, to ensure steady-state 

operation. 

 

Figure 10 – Scheme of the experimental apparatus used to measure tracer diffusion coefficients in liquid or 

supercritical fluids: (1) CO2 cylinder, (2) CO2 syringe pump, (3) thermostatic bath, (4) liquid syringe pump, 

(5) liquid reservoir, (6) injector, (7) pre-heating column, (8) diffusion column, (9) oven, (10) UV-vis detector, 

(11) data acquisition software, (12) back pressure regulator – BPR, (13) liquid waste container, (I) on/off 

valves, and (II) check valves on both pumps. Adapted from [73]. 
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Lastly, all that is required is to analyze and recover the absorbance data measured by 

the UV-visible detector and proceed to data treatment using at least one of the methods 

previously mentioned (graphical, moments, or fitting methods). Three to six measurements 

were taken to average over and calculate the uncertainty for each experimental point 

presented in Chapter 5.3. 

Before proceeding to measurements using different conditions, the optimal most linear 

wavelength must be found, and this requires the following procedure. Several pulses of 

solute are injected in a range of 205 to 410 nm in ethanol and 250 to 400 nm in ethyl acetate 

to determine the wavelength that ensures the smallest error. The range was selected by 

UV-visible spectrophotometry to determine the region of maximum absorbance of the 

solute. 

The UV-vis spectra of the quercetin solutions were also frequently checked in a UV-visible 

spectrometer to verify if the quercetin had oxidized [74,75], which is undesirable for the 

determination of diffusivities. 

 

4.3. Molecular dynamics simulations 

This section pertains to the molecular dynamics part of the dissertation and in it are 

presented the systems for which calculations were done and the procedures used. 

4.3.1 Systems and conditions studied 

In this work quercetin in liquid ethanol and quercetin in liquid ethyl acetate was simulated 

at different conditions in order to calculate tracer diffusion coefficients. Several test 

simulations were done to find the optimal simulation parameters. The conditions of the 

simulations and respective objective are presented in Table 2. 

The experimental work of quercetin in ethanol used for comparison was done by another 

researcher using the same equipment and procedure. 
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Table 2 – Systems, conditions for molecular dynamics simulations and their respective objective. 

Simulation System 𝑃 (bar) 𝑇 (°C) Objective 

MD1 Ethanol 1 25 
Self-diffusion of ethanol using MD 
calculated density 

MD2 Ethanol 1 25 
Self-diffusion of ethanol using 
calculated density 

MD3 Ethyl Acetate 1 25 
Self-diffusion of ethyl acetate OPLS-
AA 

MD4 Ethyl Acetate 1 25 
Self-diffusion of ethyl acetate 
LOPLS-AA 

MD5 Quercetin/Ethanol 1 30 
Parameter test:  
Simulation duration 

MD6 Quercetin/Ethanol 1 30 
Parameter test:  
Cut-off  radius of 1.3 nm 

MD7 Quercetin/Ethanol 1 30 
Parameter test:  
Cut-off  radius of 1.4 nm 

MD8 Quercetin/Ethanol 1 30 
Parameter test:  
Cut-off  radius of 1.5 nm 

MD9 Quercetin/Ethanol 1 30 
Parameter test:  
Solvent molecules 500 

MD10 Quercetin/Ethanol 1 30 
Parameter test:  
Solvent molecules 1000 

MD11 Quercetin/Ethanol 1 30 
Parameter test:  
Solvent molecules 2500 

MD12 Quercetin/Ethanol 1 30 
Parameter test:  
Solvent molecules 4000 

MD13 Quercetin/Ethanol 1 30 
Parameter test:  
Solute molecules 3 

MD14 Quercetin/Ethanol 1 30 
Parameter test:  
Solute molecules 12 

MD15 Quercetin/Ethanol 1 30 Calculate tracer diffusion coefficient* 
MD16 Quercetin/Ethanol 1 40 Calculate tracer diffusion coefficient* 
MD17 Quercetin/Ethanol 1 50 Calculate tracer diffusion coefficient* 
MD18 Quercetin/Ethanol 1 60 Calculate tracer diffusion coefficient* 

MD19 Quercetin/Ethanol 50 30 Calculate tracer diffusion coefficient* 

MD20 Quercetin/Ethanol 150 60 
Calculate tracer diffusion coefficient 
(Standard atom charge x1.0)* 

MD21 Quercetin/Ethanol 150 60 
Calculate tracer diffusion coefficient 
(Scaled atom charge x1.01)* 

MD22 Quercetin/Ethanol 150 60 
Calculate tracer diffusion coefficient 
(Scaled atom charge x1.02)* 

MD24 Quercetin/Ethanol 150 60 
Calculate tracer diffusion coefficient 
(Scaled atom charge x1.10)* 

MD25 
Quercetin/Ethyl 

Acetate 
1 30 Calculate tracer diffusion coefficient* 

* For these simulations the procedure and simulation parameters were already established. 
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4.3.2 Calculation procedure 

For the MD simulations, the GROMACS software package, version 2019.3 [19,20], was 

used. Consulting other authors on how to obtain diffusion values from molecular dynamics 

simulations [49,76,77], it was decided that there would be three major steps to optimize a 

computational recipe to calculate accurate and consistent 𝐷12 values: 

1. Testing the force field parameters for the solvents to verify their accuracy by 

comparing the values of a chosen set of appropriate predicted thermo-physical properties 

with the literature data. The ones chosen in this dissertation were the density, 𝜌, and self-

diffusion coefficient, 𝐷11, two properties heavily related to the binary diffusion coefficient, 

𝐷12, of a solute in any given solvent. 

2. Testing the influence on 𝐷12 of the different MD simulation parameters during the 

equilibration and production phases of the simulation in NVT ensemble. In the dissertation, 

the following parameters were considered: short-range interactions cut-off radius (simply 

called cut-off), duration of the simulation, number of molecules of the solvent and number 

of molecules of the solute. This step is necessary to find the optimal parameters to ensure 

that i) the simulation box is large enough to represent the desired system; ii) the simulation 

time is long enough to achieve equilibrium and to originate accurate values; and iii) the cut-

off is large enough to guarantee an accurate representation of the interactions and, 

consequently, to minimize errors intrinsic to these parameters, while maintaining the 

simulation feasible with the available computational resources in terms of processing 

power/time and file size. 

3. Comparison of the tracer diffusion coefficients 𝐷12 obtained through MD simulations 

for the different conditions of pressure and temperature with available experimental values. 

Throughout all the simulations the cell temperature was kept constant using the Nosé-

Hoover [78,79] temperature coupling algorithm for canonical ensemble computations (i.e., 

a thermostat) while maintaining realistic dynamics [64]. They were carried out using a leap-

frog algorithm [80] to integrate Newton’s equations of motion, designated md in the 

GROMACS package. The LINCS algorithm was used in these simulations for all bonds 

length constraints. The non-bonded short-range interactions were assigned a cut-off of 1.4 

nm and the neighbor list was updated every 10 time steps, as tested during step two. For 

the long-range electrostatic interactions, the particle-mesh Ewald summation (PME) was 

used [56]. Having the random configurations generated in any of the simulations, an energy 

minimization was performed using the steepest descent algorithm to relax the molecular 

systems. Cubic boxes and standard periodic boundary conditions were used. 
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• For the first step, and for each solvent, the NPT ensemble (constant number of 

molecules, system pressure 𝑃, and temperature 𝑇) was used in the determination of the 

density of each system. The simulation runs for 10 ns, with a 2 fs step size, using the 

Parrinello-Rahman [81,82] pressure coupling algorithm for true NPT ensemble. The first 

200 ps were discarded, after which the density of the system reached an equilibrium and 

was used to obtain an average density of the system at that temperature and pressure, 𝜌MD. 

Then, an NVT ensemble simulation for self-diffusion coefficients 𝐷11 of 12 ns, with a step 

size of 1 fs and a box of 2500 molecules of solvent was accomplished. Unlike the third step 

below, due to the much larger number of molecules contributing to the average of the 

diffusion value, a shorter duration is required to obtain consistent diffusion values. The 

conditions of these simulations were 25 °C and 1 bar. 

• For the second step several simulations at the same conditions were made in NVT 

ensemble, each one varying a specific and single parameter of the simulation, in a similar 

fashion to Vaz et al. targeting the estimation of 𝐷12 of ketones in supercritical CO2 [49]. The 

parameters were the following: duration of the simulation up to a total of 75 ns with a step 

size of 1 fs; cut-off radius for non-bonded short-range interactions between 1.3 and 1.5; 

frequency of written frames, for the values between every 1 frame to every 2000 frames, to 

reduce file size without compromising the results; and system size, i.e. the number of 

solvent molecules inside the box (500, 1000, 2500 and 4000 molecules). For each 

simulation, it was analyzed the influence of those parameters on the quality of the 𝐷12 values 

of quercetin in the solvent. The number of solute molecules was tested as well; however, 

since quercetin molecule is relatively big this implies increasing the box size considerably 

to ensure infinite dilution for numbers larger than 3 molecules. 

• For the third step, the simulations were conducted in the NVT ensemble. The 

established number of molecules was 2500 molecules of solvent and 3 molecules of 

quercetin, to guarantee that each quercetin molecule didn’t interact at close distance for 

long periods of time with another of the same type and jeopardize the calculation of the 

tracer diffusion coefficient. This results in a concentration of 0.12 mol% (equivalently 0.78 

wt.% in ethanol and 0.41 wt.% in ethyl acetate). The cubic cells had their volume fixed in 

order to match the system density at the desired conditions. The densities used were the 

average from preceding NPT simulations of 10 ns duration, enough for obtaining 

equilibrated density values. For comparison the densities of the MD systems, with quercetin 

of concentration considered small enough for infinite dilution, were compared with those for 

pure solvents [69,71], see Chapter 4.1. Then, the NVT ensemble simulation was carried out 

with an integration time step of 1 fs and initial velocities generated according to the Maxwell 
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distribution. The simulation was divided into an equilibration phase of 15 × 106 time steps 

followed by a production phase from which a trajectory of 60 × 106 time steps were taken 

from to calculate and average diffusivities, giving the simulation a total of 75 × 106 time 

steps or 75 ns simulation time. 

The force field parameters used for ethanol and ethyl acetate were the default OPLS-AA 

force field parameters [83–85], included in the GROMACS code. The only exception were 

the LOPLS-AA parameters of the ethyl acetate ester group, which were taken from 

Pluhackova et al. [86]. The force field parameters used are presented in Tables 3 and 4. 

The labels used to identify each atom are shown in Figure 11 over the skeletal structure of 

both molecules. 

 

 

Figure 11 – a) Ethanol and b) ethyl acetate skeletal structure labelled, made using ACD/ChemSketch [5]. 

Table 3 – OPLS-AA atom types used for ethanol.  

Atom type 𝝈𝐢𝐢 (10-1 nm) 𝜺𝐢𝐢 (10-1 kJ mol-1) 𝒒𝐢 (e*1) Atoms*2 Atom type 
description 

opls_135 3.50000 2.76144 -0.180 C1 Alkane CH3 

opls_140 2.50000 1.25520 0.060 
C1 H atoms, 
C2 H atoms 

Alkane H 

opls_157 3.50000 2.76144 0.145 C2 
CH3 & CH2: 

alcohols 

opls_154 3.12000 7.11280 -0.683 O1 
O: mono 
alcohols 

opls_155 0.00000 0.00000 0.418 O1 H atom 
H(O): mono 

alcohols 
*1 1 e=1.602176634×10−19 C; *2 See atom labels in Figure 11. 

  

a) 

b) 
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Table 4 – OPLS-AA atom types used for ethyl acetate. 

Atom type 𝝈𝒊𝒊 (10-1 nm) 𝜺𝒊𝒊 (10-1 kJ mol-1) 𝒒𝐢(e*1) Atoms*2 Atom type 
description 

opls_135 3.50000 2.76144 -0.180 C1, C5 Alkane CH3 

opls_136 3.50000 2.76144 0.190 C4 Alkane CH2 

opls_140 2.50000 1.25520 0.060 
C1 H atoms, 
C5 H atoms 

Alkane H 

opls_777 2.42000 6.27600 0.030 C4 H atoms α-methoxy H 

opls_4651*3 3.1875 4.39320 0.750 C2 Ester carbonyl C 

opls_4662*3 3.1080 7.02912 -0.550 O1 Ester carbonyl O 

opls_4671*3 2.55000 7.11280 -0.450 O2 Alkoxy O 

*1 1 e=1.602176634×10−19 C; *2 See atom labels in Figure 11; *3  Taken from Pluhackova et al. [86] 

The parameters used for quercetin were also from the OPLS-AA for fields but with the 

Ryckaert-Bellemans parameters for four dihedral angles, namely, O7-C8-C11-C12, O7-C8-

C11-C16, C9-C8-C11-C12 and C9-C8-C11-C16, which were taken from the LigParGen 

OPLS/CM1A Parameter Generator for Organic Ligands by the Jorgensen group [87–89]. 

The force field parameters for quercetin are presented in Table 5, with the atomic labelling 

given in Figure 12. The charges for quercetin were calculated with the CHelpG scheme 

using an optimized geometry for the quercetin molecule in gas phase. The latter calculations 

considered the B3LYP/6-311+G(d) approach as included in the Gaussian 03 code [90]. 

 

Figure 12 – Quercetin molecule labelled with atom names for identification, rendered in the VMD software 

[21]. 
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Table 5 – OPLS-AA atom types used for Quercetin. 

Atom type 𝝈𝒊𝒊 (10-1 nm) 𝜺𝒊𝒊 (10-1 kJ mol-1) 𝒒𝐢 (e*1) Atoms*2 Atom type 
description 

opls_145 3.55000 2.92880 

−0.505 C1 

Benzene C 

0.456 C2 

−0.472 C3 

−0.567 C5 

−0.326 C12 

−0.258 C15 

−0.145 C16 

opls_145B 3.55000 2.92880 
0.163 C8 

Biphenyl C1 
0.117 C11 

opls_146 2.42000 1.25520 

0.140 H23 

Benzene H 

0.168 H24 

0.155 H25 

0.217 H29 

0.204 H30 

opls_166 3.55000 2.92800 

0.573 C4 

C(OH) phenol 

0.527 C6 

0.036 C9 

0.210 C13 

0.341 C14 

opls_167 3.07000 7.11280 

−0.559 O17 

O phenol 

−0.606 O18 

−0.506 O19 

−0.572 O21 

−0.561 O22 

opls_168 0.00000 0.00000 

0.438 H26 

H phenol 

0.413 H27 

0.411 H28 

0.436 H31 

0.447 H32 

opls_280 3.75000 4.39320 0.520 C10 AA C: ketone 

opls_281 2.96000 8.78640 −0.582 O20 AA O: ketone 

opls_571 2.90000 5.85760 −0.312 O7 Oxazole O 

Missing 
dihedral 

C0  
(kJ mol-1) 

C1  
(kJ mol-1) 

C2  
(kJ mol-1) 

C3  
(kJ mol-1) 

C4  
(kJ mol-1) 

C5  
(kJ mol-1) 

9.079 0.000 −9.079 0.000 0.000 0.000 

*1 1 e=1.602176634×10−19 C; *2 See atom labels in Figure 12. 
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As mentioned in Chapter 3.2, the diffusion coefficients were calculated using the long 

time limit of the mean square displacement (MSD) through the Einstein relation for three 

dimensions, since the molecule is in isotropic media and all directions may be taken into 

account [66,67]: 

 𝐷i = 𝑙𝑖𝑚
t→∞

〈|𝒓𝐢(𝑡)−𝒓𝐢(0)|
2〉

6𝑡

 

 (Eq. 3.25) 

where t is the elapsed time from the time origin 𝑡0 (or observed time, in the sense that the 

displacement is the difference in the position of an interval of 𝑡  time units), and 𝒓𝑖 is the 

position of a particle. The average is carried out over all possible time origins and over all 

molecules. The diffusion coefficient is calculated from the slope of the linear MSD versus t 

plot obtained from the MD trajectories with the gmx msd tool included in the GROMACS 

code. The uncertainty associated with this calculation is the uncertainty of the slope of this 

linear regression, if more simulations were done the uncertainty would be the greater 

between the uncertainty of the slope and the standard deviation between the calculations 

from a number of different simulations, at the same conditions. 

Finally, the structure of the rings was analyzed by the means of an angle distribution (gmx 

angle tool included in GROMACS), while the interactions between ethanol molecules and 

quercetin were analyzed from the radial distribution functions (gmx rdf tool included in 

GROMACS) between the ethanol oxygen atom and each of the quercetin’s oxygen atoms 

and from the spatial distribution functions (sdf tool included in the TRAVIS (Trajectory 

Analyzer and Visualizer) code [91]) for spatial representation of ethanol carbon and oxygen 

atom density around quercetin.  
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5. Results 

This chapter presents the benchmarking of the solvents force field parameters upon 

calculation of relevant solvent properties (Section 5.1), the optimization of simulation 

parameters (Section 5.2), the results for tracer diffusion coefficients of quercetin in ethanol 

and quercetin in ethyl acetate (Section 5.3) and, lastly, structural and distribution function 

analyses of the quercetin in ethanol systems (Section 5.4). 

5.1. Solvent properties from molecular dynamics 

The experimental values for the self-diffusion coefficient, 𝐷11
exp

, were taken from Kato et 

al. [92] for ethanol, and from Uminski et al. [93] for ethyl acetate, and are presented in Table 

6 along with the values of density calculated with the Tait equation [68,69]: 

Table 6 – Self-diffusion coefficients [92,93] and density values calculated using the Tait equation [68,69]. 

Solvent 𝐷11
exp
 (10-10 m2 s-1) 𝜌calc (kg m-3) 

Ethanol 10.70±0.03 [92] 785.9 

Ethyl Acetate 27.70 [93] 893.6 

As a first step, to verify the validity of the solvents force field parameters, the density, 

𝜌MD, and the self-diffusion coefficient, 𝐷11
MD, were calculated, respectively, from a NPT 

ensemble simulation of 10 ns duration and step size of 2 fs, and from an NVT ensemble 

simulation of 12 ns duration, 6 ns of equilibration phase and production phase, and step 

size of 1 fs. The simulations contained 2500 molecules of the solvent, at a temperature of 

25 °C and a pressure (or volume equivalent to the pressure) of 1 bar. An NVT ensemble 

simulation for pure ethanol was performed with the density from a previous NPT simulation, 

𝜌MD, giving an estimated self-diffusion coefficient, 𝐷11
MD, with 2.80 % of relative error towards 

𝐷11
exp

. However, using the values of density calculated using the Tait equation, 𝜌calc, the 

error increased to 28.97 %, suggesting that a 1.11 % difference in density may incur in a 

large error in diffusion, as consequence it was decided to use 𝜌MD for the remaining 

simulations. The results of these simulations are present in Table 7. 

Table 7 – Self-diffusion coefficients and density of ethanol calculated from MD simulations. Relative error in 

% towards 𝐷11
exp
  in parenthesis. 

Ethanol 

𝐷11
MD,𝜌calc (10-10 m2 s-1) 13.786±0.137 (28.97 %) 

𝐷11
MD,𝜌MD  (10-10 m2 s-1) 10.953±0.858 (2.80 %) 

𝜌MD (kg m-3) 794.6 (1.11 %) 
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The MD simulations for ethyl acetate, presented in Table 8 were run using 𝜌MD for system 

density. The first simulation was run using the OPLS-AA force field parameters [83–85] 

included in GROMACS giving a value of 16.573 x 10-10 m2 s-1 with an error of −40.17 %. To 

solve this issue, new parameters were searched for and the Pluhackova et al. LOPLS-AA 

parameters [86] were used. While the results improved the 𝐷11
  to a value of 23.432 × 10-10 

m2 s-1, the relative error remained high, i.e. −15.52 %, suggesting that the parameters may 

not be adequate for diffusion coefficient determination. 

Table 8 – Self-diffusion coefficients of ethyl acetate calculated by MD simulation using 𝜌MD for the system 

density, with GROMACS’ OPLS-AA force field parameters [83–85] and the LOPLS-AA force field parameters 

[86]. Relative error in % towards experimental values  in parenthesis. 

Ethyl Acetate 

𝐷11
MD,OPLS (10-10 m2 s-1) 16.573±0.246 (−40.17 %) 

𝐷11
MD,LOPLS (10-10 m2 s-1) 23.432±0.237 (−15.52 %) 

𝜌MD
OPLS (kg m-3) 918.6 (2.79 %) 

𝜌MD
LOPLS (kg m-3) 894.2 (0.07 %) 

 

5.2. Optimization of simulation parameters 

As a second step, MD simulations in NVT ensemble containing varied number of 

molecules of quercetin and ethanol were run to verify the influence of the parameters on 

the value of the tracer diffusion coefficient of quercetin in ethanol, 𝐷12
MD, at 30 °C and 1 bar. 

The experimental value of the tracer diffusion coefficient of quercetin in ethanol, 𝐷12
exp

, at 

these conditions is 4.415±0.026 × 10-10 m2 s-1 and the calculated density, 𝜌calc, is 782.0 kg 

m-3. Taking the parameter of 1.4 nm cut-off distance from Vaz et al. [49] as a starting point, 

the short-range interaction cut-off distance, the duration of the simulation (both equilibration 

phase and production phase), number of molecules of solvent (i.e. system size) and, 

additionally, the frequency to write trajectory frames were varied and tested. 

For the short-range interaction cut-off distance, the values were varied in the range 1.3-

1.5 nm in increments of 0.1 nm, and the average and standard deviations between 

simulations of the same cut-off are presented in Table 9. The systems had 2500 molecules 

of ethanol and 1 of quercetin, kept at 30 °C and with the density for that temperature at 1 

bar from a 10 ns NPT simulation, 𝜌MD, of 792.2 kg m-3. The equilibration phase was of 15 

ns and the production phases were of 60 ns. 
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Table 9 – Short range cut-off distance variation averaged results for a system of 2500 molecules of ethanol 

and 1 quercetin at 30 °C, 1 bar, equilibration phase of 15 ns and 60 ns production phase. Relative error in % 

towards the experimental value in parenthesis. 

Cut-off (nm) 𝐷12
MD (10-10 m2 s-1) 

1.3 5.305±0.245 (20.15 %) 

1.4 4.655±0.411 (5.43 %) 

1.5 4.780±0.135 (8.26 %) 

As the value of the cut-off increased, the error decreased considerably from 1.3 to 1.4 

nm of cut-off radius. However, from 1.4 to 1.5 nm, the improvement was not significant, 

making it smaller than the uncertainties currently associated with the estimated values. 

Therefore 1.4 nm is enough to obtain reliable values for all remaining simulations while 

being computationally more advantageous. 

In Table 10 are reported the results from the tests varying the number of molecules of 

solvent (i.e. system size). The simulations considered a cut-off of 1.4 nm, 15 ns duration for 

equilibration phase and 60 ns for production phase, and ranged between 500 to 4000 the 

molecules of solvent, and 1 to 12 molecules of solute. 500 molecules of ethanol makes for 

a very small system, presenting a relative error of -12.67 %, which decreased as the number 

of molecules was increased, reaching values of 0.63 % and 12.09 % with 2500 molecules 

of ethanol and 1 molecule of quercetin, 5.43 % with 2500 molecules of ethanol and 3 

molecules of quercetin, and 4.57 % with 4000 molecules of ethanol and 1 molecule of 

quercetin. Inserting more molecules of quercetin in the simulation showed improvement on 

the diffusion coefficient averaging than just a single molecule. In order to improve the 

accuracy of the 𝐷12
   taken from a single simulation, more molecules of the solute should be 

placed in the box. However, this can lead to the molecule encountering and moving close 

to another of itself and compromising infinite dilution conditions as the molecule is large, 

which can be seen with 12 molecules of quercetin with which resulted in a relative error of 

-8.70 %. As such, 2500 molecules of ethanol and 3 molecules of quercetin were the fixed 

values for the remaining simulations. 

  



37 
 

Table 10 – Study of the influence of the system size and number of solute molecules upon 𝐷12
MD, at 30 °C, 1 

bar, duration of 15 ns equilibration phase and 60 ns of production phase, cut-off distance of 1.4 nm. Relative 

error in % towards the experimental value in parenthesis. 

N𝑠𝑜𝑙𝑣𝑒𝑛𝑡 N𝑠𝑜𝑙𝑢𝑡𝑒 𝐷12
MD (10-10 m2 s-1) 

500 1 3.856±0.167 (−12.67 %) 

1000 1 3.903±0.337 (−11.60 %) 

2500 1 
4.949±0.361 (12.09 %) 

4.443±0.863 (0.63 %) 

2500 3 4.502±0.014 (1.96 %) 

2500 12 4.031±0.308 (−8.70 %) 

4000 1 4.617±1.414 (4.57 %) 

The duration of the simulations for both the equilibration and production phases were 

tested as well, employing a cut-off value of 1.4 nm, for systems composed of 2500 

molecules of ethanol and 3 of quercetin, kept at 30 ºC and 1 bar. The averages and standard 

deviations are presented in Table 11.  

Table 11 – Influence of phase duration upon 𝐷12
MD for a system of of 2500 molecules of ethanol and 3 of 

quercetin at 30 °C, 1 bar, equilibration phase of 6 ns, cut-off distance of 1.4 nm. Relative error in % towards the 

experimental value in parenthesis. 

Production 

phase (ns) 

Equilibration 

phase (ns) 

𝐷12
MD (10-10 m2 s-1) 

30 
5 4.853±0.170 (9.91 %) 

35 4.712±0.077 (6.72 %) 

30 
15 4.541±0.008 (2.85 %) 

45 4.482±0.066 (1.51 %) 

60 3 4.937±0.089 (11.82 %) 

60 5 4.759±0.087 (7.79 %) 

60 15 4.502±0.014 (1.96 %) 

55 3 5.082±0.014 (15.10 %) 

55 5 4.897±0.069 (10.91 %) 

55 10 4.617±0.160 (4.57 %) 

55 15 4.617±0.032 (4.57 %) 

55 20 4.418±0.033 (0.06 %) 

45 15 4.761±0.011 (7.83 %) 

45 20 4.518±0.038 (2.33 %) 
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The relative error decreases with the increase of the equilibration phase, indicating the 

simulation did not reach equilibrium until 20 ns, suggesting that simulation times greater 

equal this value for the equilibration phase. As for the production phase a duration of 30 ns 

still accounts for some variability in the results. For these reasons the equilibration phase 

was fixed in 20 ns and the production phase 55 ns. A much larger simulation should be 

done to find the optimal parameters. 

Finally, due to the large file sizes of the simulations, the frame write frequency was varied 

in order to reduce the file size without losing the accuracy of the results. Picking random 

simulations performed during the dissertation, the values for different writing frequencies 

are compared in Table 12. Between frequencies of every 1 frame to 2000 frames the values 

seemed nearly unaffected and the trajectory file size for systems of 2500 molecules of 

ethanol reduced from 3688.0 GB to 1.8 GB, respectively, allowing for the use of whichever 

is preferred. However, it must be considered that smaller values are needed for smaller time 

intervals to be taken into account. 

Table 12 – Diffusion values for different simulations at different frame writing frequencies and trajectory file 

size. Relative error in % towards the experimental value in parenthesis. 

Simulation conditions Writing frequency 𝐷12
MD (10-10 m2 s-1) File size (GB) 

60 ºC, 1 bar 
1.4 nm cut-off radius 

100 8.184±0.208 (4.57 %) 61.7 

1000 8.184±0.208 (4.57 %) 6.2 

30 ºC, 1 bar 
1.5 nm cut-off radius 

40 5.305±0.245 (20.15 %) 97.8 

80 5.305±0.245 (20.15 %) 48.9 

120 5.305±0.245 (20.02 %) 32.6 

200 5.299±0.204 (20.15 %) 19.6 

1000 5.305±0.244 (20.15 %) 3.9 

30 ºC, 1 bar 
1.5 nm cut-off radius 

1 4.780±0.135 (8.26 %) 3688.0 
20 4.780±0.135 (8.26 %) 184.4 
40 4.780±0.135 (8.26 %) 92.2 
80 4.780±0.135 (8.26 %) 46.1 
100 4.780±0.135 (8.26 %) 36.9 
1000 4.780±0.133 (8.26 %) 3.7 
2000 4.781±0.132 (8.28 %) 1.8 

Ideally all the prior tests would have been repeated, and done for the quercetin-ethyl 

acetate systems, but due to time constraints the results obtained in the tests for quercetin-

ethanol systems were used instead. The parameters that yielded the best values for tracer 

diffusion coefficients in these tests were: a cut-off distance of 1.4 nm, equilibration phase of 

20 ns, production phase of 55 ns, 2500 solvent molecules and 3 quercetin molecules. 
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5.3. Tracer diffusion coefficients 

Quercetin in Ethyl Acetate 

The measured results for tracer diffusion coefficients, 𝐷12
exp

, of quercetin in ethyl acetate 

at a wavelength of 270 nm (study of wavelength in Appendix B), are presented in Table 13 

along with the calculated values of density and viscosity through the Tait and Mamedov 

equations [68–70]. The values ranged from 10.18 × 10-10 to 16.28 x 10-10 m2 s-1, for the 

temperature range of 30–60 °C and pressure range of 1–150 bar, and are presented 

graphically as function of pressure in Figure 13. These values were averaged over at least 

three to six different measurements from which the associated uncertainties were 

calculated. The 𝐷12
exp

 values are in the same order of magnitude of those for other 

compounds in compressed liquids, such as eucalyptol in ethanol [94], astaxanthin and 

squalene in ethyl acetate [95], benzyl acetate, 2-phenylethyl acetate and 3-phenylpropyl 

acetate in ethanol [96]. 

Table 13 – Experimental diffusivity results for quercetin in ethyl acetate. and calculated values of density and 

viscosity. 

𝑃 
(bar) 

𝑇 

(°C) 

𝜌calc*1  
(kg m-3) 

𝜇calc*2  
(cP) 

 𝐷12
exp

 

(10-10 m2 s-1) 

 𝑃 
(bar) 

𝑇 

(°C) 

𝜌calc*1  
(kg m-3) 

𝜇calc*2 
(cP) 

 𝐷12
exp

 

(10-10 m2 s-1) 

1 30 887.7 0.3994 11.11±0.03  100 30 897.0 0.4439 10.61±0.02 

40 875.6 0.3590 12.70±0.07  40 885.0 0.4003 12.13±0.04 

50 863.4 0.3247 14.56±0.05  50 873.8 0.3632 13.76±0.08 

60 850.8 0.2952 16.28±0.05  60 861.0 0.3315 15.31±0.02 

50 30 892.0 0.4223 10.90±0.04  150 30 901.0 0.4644 10.18±0.03 

40 881.0 0.3802 12.42±0.08  40 890.0 0.4193 11.64±0.09 

50 869.0 0.3444 13.89±0.08  50 878.0 0.3810 13.24±0.04 

60 856.0 0.3138 15.80±0.06  60 867.0 0.3484 14.75±0.08 

*1 Calculated by Tait equation [68,69]; *2 Calculated by Mamedov equation [70]. 
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Figure 13 – Tracer diffusion coefficient, 𝐷12 (10-10 m2 s-1), measured for quercetin in ethyl acetate, as function 

of pressure at distinct temperatures.  

The MD simulation results for quercetin in ethyl acetate at 30 °C and 1 bar was 8.608 x 

10-10 m2 s-1, which corresponds to a relative error of about -22.51 % towards the 

experimental value. This was expected since the self-diffusion of ethyl acetate had a similar 

relative error. As such no more simulations for ethyl acetate were performed. It is probable 

that the force field parameters might not be optimized for self-diffusion coefficient 

determination and, consequently, binary diffusion coefficients. As such, it is suggested the 

development of new parameters as future work [19]. 

Quercetin in ethanol 

The experimental results for 𝐷12
exp

 of quercetin in ethanol, measured by another 

researcher of the EgiChem group, are presented in Table 14 along with the calculated 

values of density and viscosity through the Tait and Mamedov equations [68–70]. The 

values ranged from 3.985 × 10-10 to 7.823 x 10-10 m2 s-1, for the temperature range of 30–

60 °C and pressure range of 1–150 bar, and are presented graphically as function of 

pressure in Figure 15. The 𝐷12
exp

 values are an order of magnitude close to that of the 

previously mentioned solutes in compressed liquids and those of quercetin in ethyl acetate. 
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Table 14 – Experimental diffusivity results for quercetin in ethanol, and calculated values of density and 

viscosity. 

𝑃 

(bar) 

𝑇 

(°C) 

𝜌calc*1   

(kg m-3) 

𝜇calc*2 

(cP) 

 𝐷12
exp

 

(10-10 m2 s-1) 

 𝑃 

(bar) 

𝑇 

(°C) 

𝜌calc*1 

(kg m-3) 

𝜇calc*2 

(cP) 

 𝐷12
exp

 

(10-10 m2 s-1) 

1 30 782.0 0.9650 4.42±0.03  100 30 789.9 1.0488 4.11±0.05 

40 773.0 0.8100 5.42±0.03  40 781.7 0.8854 5.02±0.08 

50 764.0 0.6870 6.55±0.02  50 773.5 0.7547 6.10±0.02 

60 756.0 0.5870 7.83±0.06  60 765.2 0.6484 7.27±0.05 

50 30 785.8 1.0067 4.26±0.01  150 30 793.7 1.0898 3.98±0.01 

40 777.4 0.8478 5.22±0.02  40 785.7 0.9221 4.90±0.04 

50 769.0 0.7209 6.29±0.07  50 777.7 0.7876 5.92±0.03 

60 760.6 0.6179 7.49±0.08  60 769.6 0.6780 7.09±0.02 

*1 Calculated by Tait equation [68,69]; *2 Calculated by Mamedov equation [70]. 

Figure 14 presents experimental and MD 𝐷12 results for quercetin in ethanol against 

temperature, while Figure 15 shows the variation of the experimental and calculated 𝐷12 

values as function of pressure.  

By observing both figures, the experimental values show a decrease of 𝐷12 with 

increasing pressure, however very small when compared to the increase with temperature 

increment, possibly because of the low compressibility of ethanol. Similar trends were found 

by other authors [94,95] for other solutes in pure liquid ethanol and, as can be seen in Figure 

13, quercetin in ethyl acetate also shows analogous behavior. Considering the free volume 

theory [97], this decrease of 𝐷12 with increasing pressure is explained by the increase in 

solvent density, which reduces the free volume available for the solute to move [97]. While 

the increment caused by temperature increase is explained by the increment of internal 

energy of the system, allowing the solute to overcome the energy barrier necessary to 

escape from the solvent’s force field more easily, and lower density of the solvent (higher 

free volume) [97]. 

The values of quercetin in ethyl acetate, in Table 13 are an order of magnitude above 

quercetin in ethanol, this may be explained by the polar nature of quercetin [98], as ethanol 

is a polar solvent [99] and capable of forming strong polar bonds with quercetin hydroxyl 

groups it might reduce the mobility of the quercetin molecules, while ethyl acetate is less 

polar [99] and has no hydroxyl groups. 
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Figure 14 – Tracer diffusion coefficient (experimental and MD simulation) quercetin in ethanol, as function 

of temperature. 

  
Figure 15 – Tracer diffusion coefficient (experimental and MD simulation) quercetin in ethanol, as function 

of pressure. 
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The MD simulation results for quercetin in ethanol at 30 °C and 1 bar  are presented in 

Table 15, and range between 4.418 × 10-10 and 8.184 × 10-10 m2 s-1 with relative errors 

below 6.54 %. They follow the same trend for temperature however show large enough 

uncertainties that may not ensure the same for the pressure trends as the decrease of 

diffusion with pressure in compressed liquids is rather small. The large uncertainty can be 

due to the low quercetin count/short duration of the simulation leading to an average with 

large deviations, requiring larger simulations or repetitions, or due to the fact that a small 

deviation in density can cause a large error in diffusion, as previously seen with ethanol 

self-diffusion in Table 7. Density in these NVT ensemble simulations is the way pressure is 

ensured in the simulation and seeing that in liquids with low compressibility a small change 

in density can mean a large change in pressure. In order to improve the density values, a 

longer NPT ensemble simulation could be adequate. To ensure the correct pressure in NVT 

ensemble, aside from a more precise density, a larger system for the simulation may help 

as large pressure fluctuations are to be expected but they reduce in proportion to the square 

root of the number of system particles [19].  

Table 15 – System conditions, MD diffusivities of quercetin in ethanol and density calculated via separate 

NPT simulations. Relative deviations in % between MD and experimental values are in parenthesis. 

System conditions Estimated property via MD simulation 

𝑃 (bar) 𝑇 (°C) 𝐷12
MD (10−10 m2 s−1) 𝜌MD (kg m−3) 

1 30 4.418±0.033 (0.06 %) 792.2 (1.30 %) 

40 5.636±0.216 (3.94 %) 780.6 (0.98 %) 

50 6.977±0.184 (6.54 %) 769.5 (0.72 %) 

60 8.814±0.208 (4.57 %) 757.4 (0.19 %) 

50 30 5.229±0.126 (22.62 %) 795.7 (1.26 %) 

150 60 8.772±0.462 (23.69 %) 771.4 (0.23 %) 

MD simulation 𝐷12
MD values are in good accordance with experimental values as can be 

seen for the conditions of 30, 40, 50 and 60 °C at 1 bar presented in Table 15. The values 

at 50 bar and 150 bar have large errors of above 20 %, which may be attributed to the fact 

that force field parameters were not developed to represent ethanol at higher pressures. As 

suggested by Hölzl et al. [100], it is possible to empirically adjust the charges of the atoms 

for the pressures in question to avoid total re-parameterization, taking into consideration 

that the electronic structure of the molecules in the solution change slightly upon 

compression, which may impact the interactions between solute and solvent. To test this 

hypothesis, the atom charges of ethanol were multiplied by factors of 1.01, 1.02 and 1.1 at 

60 °C and 150 bar as shown in Figure 16. 
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Figure 16 – MD diffusivities of quercetin in ethanol at 60 °C and 150 bar for different values of atom charge 

multiplier. The experimental value is shown as a red asterisk for comparison. 

With standard charges the simulation yielded a diffusion of (8.772 ± 0.462) × 10-10 m2 s-1 

with a relative error of 23.69 % towards the experimental value. Using scale factors of 1.01, 

1.02 and 1.1, the 𝐷12
MD values were (7.198 ± 0.239) × 10-10 m2 s-1 (1.49 %), (6.762 ± 0.486) 

× 10-10 m2 s-1 (−4.65 %) and (3.810 ± 0.486) × 10-10 m2 s-1 (−46.28 %), respectively, 

indicating that 𝐷12
MD values can be improved significantly by empirically simulating the effects 

of the compression on the atom charges and the interactions between solute and solvent. 

This should be tested for other pressures in ethanol and in a proper ethyl acetate force field 

to verify if the same scale factors can be applied to less polar solvents or they must be 

tuned for each solvent. 

5.4. Structure and distribution function analysis 

The interactions between the solute and the solvent were analyzed in this dissertation 

taking into account angle distributions, radial distribution functions (RDF or pair correlation 

function, 𝑔(𝑟)) and spatial distribution functions (SDF). These were computed for quercetin 

in ethanol at 30°C and 1 bar, using the appropriate tools included in the GROMACS software 

package [19,20]. 

First, an angle distribution was calculated for the atoms O7-C8-C11-C12 (a dihedral or 

torsion angle as labeled in Figure 17), since this angle distribution allows to verify if the 

single ring on quercetin rotates in ethanol. The angle distribution is a probability function 

where the angle probability is calculated over the time of the simulation and averaged over 
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all angles of the same type. The angles vary between -180° through 0° up to 180°, where -

180° and 180° means that the first and last particle of the angle are in opposite sides (trans 

conformation), and 0° that they are on the same side (cis conformation), as illustrated in 

Figure 17. Only three molecules of quercetin were included in the simulation box, as such 

this torsion angle distribution corresponds to the angles averaged over the 55 ns of 

production phase of the simulation for those molecules. It can be observed in Figure 18 that 

the ring rotates freely, with preference to the cis conformation which is the starting 

conformation for all quercetin molecules for in the performed simulations. It is expected that 

the rings of quercetin rotate, as the energy barrier for this rotation decreases in solution, 

and prefer to oscillate close to either cis or trans conformation of this angle as they are 

identical in terms of potential energy [101,102].  

 

 

 

 

Figure 17 – a) Angle conformation values example diagram and b) Dihedral angle O7-C8-C11-C12 in cis 

conformation. 

0° (cis) 

±180° (trans) 

+90° -90° 
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Figure 18 – Torsion angle distribution function of the angle O7-C8-C11-C12 of quercetin in the simulation at 

30°C and 1 bar. 

The radial distribution function is calculated between two particle types: a central particle 

A and the surrounding particles B, giving a measure of the density of particles B at a 

distance 𝑟 from a central particle A, averaging over all particles A [19,49,63]. The spatial 

distribution function is in a way a “three-dimensional version” of the RDF, where iso-

surfaces of fixed particle density (particles/nm3) can be observed [91], allowing to extract 

information of how different particles locate themselves towards a set of reference particles. 

It is possible to observe in Figure 19 that the quercetin oxygens have very different 

probabilities of interacting with ethanol hydroxyl group. The quercetin oxygens O18, O22 

and O17 exhibit the most favorable interactions with ethanol hydroxyl groups, followed by 

the O19 and O20 oxygens, by that order. The O21 and O7 oxygens do not present relevant 

interaction with this group given that the density of ethanol hydroxyl groups around them is 

lower than that in the bulk. When looking at the charges in Table 5 the charges of oxygens 

alone don’t seem to always decrease in the same order as the order of preference of the 

ethanol hydroxyl group. The density of hydroxyl groups surrounding O18, O22 and O17 

decreases with the charge of the atoms −0.606 e > −0.561 e > ~−0.559 e, respectively (see 

Table 5). The atoms O19 and O20 show weaker interaction closer to that of the bulk despite 

O20 has the second largest negative charge −0.582 e. Oxygen O21 despite possessing 
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third largest negative charge −0.572 e has the second lowest density of hydroxyl groups. 

The oxygens O19, O20 and O21 are located near each other, the hydroxyl groups of 

oxygens O19 and O21 may have intra-molecular interactions with the ketone group oxygen 

O20 and may result in this behavior, prompting further study of the involved atoms. The 

atom O7 has the smallest negative charge of −0.312 e and is part of the middle of a ring of 

carbons. 

 

Figure 19 – Radial distribution function (RDF) of all quercetin oxygens towards ethanol OH group oxygen at 

30 °C, 1 bar. 

The SDFs are presented in Figure 20, in which the double ring is fixed to avoid rotational 

effects, and in Figure 21, where the single ring is fixed to prevent rotational effects. Being a 

system with a polar solute and a polar solvent it can be observed in these figures that there 

is a preference for ethanol hydroxyl groups closer to quercetin hydroxyl groups, confirming 

the presence of polar interactions between these groups. The ethyl carbons of ethanol only 

show behind the surfaces of the ethanol oxygen atom surface and on the side of quercetin 

parallel to the aromatic rings where the red surface stands on the outer side, pointing to the 

occurrence of non-polar interactions with the aromatic rings. In accordance to the RDFs of 

Figure 19 it can be observed in Figure 20 and Figure 21 that ethanol hydroxyl groups are 

grouped near O18, O22, O17 and O19 preferentially. 

These structural and distribution function studies can be useful for observing the behavior 

of particles in each system, however more information can be obtained by comparing 

different and similar systems, in this case other flavonoids. 
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Figure 20 – Spatial distribution function of ethanol hydroxyl oxygen (red surfaces), ethanol CH2 carbon (blue 

surfaces), ethanol CH3 carbon (green surfaces), with the double ring of quercetin fixed as reference, at iso-

densities of a) 30 particles/nm3 and b) 20 particles/nm3. 

a) 

b) 
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Figure 21 – Spatial distribution function of ethanol hydroxyl oxygen (red surface), ethanol CH2 carbon (blue 

surface), ethanol CH3 carbon (green surface), with the single ring of quercetin fixed as reference, at iso-densities 

of a) 30 particles/nm3, b) 20 particles/nm3.. 

a) 

b) 
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6. Conclusion and suggestions for future work 

Conclusions of the dissertation 

In this dissertation, the measurement of tracer diffusion coefficients, 𝐷12
exp

, of quercetin in 

ethyl acetate was performed using the CPB method at 30−60 °C and 1−150 bar, giving rise 

to values ranged between 1.018 × 10-9 and 1.628 × 10-9 m2 s-1. Their dependency with 

temperature and pressure was analyzed, and show similar trends and orders of magnitude 

similar to other systems of solutes in compressed liquids, including quercetin in ethanol. 

Molecular dynamics simulations in the NVT ensemble were performed to compute tracer 

diffusion coefficients, 𝐷12
MD, of quercetin in ethanol and quercetin in ethyl acetate. A series 

of preliminary tests were accomplished to validate the force field parameters used for the 

calculation. Tests including the calculation of the solvents self-diffusion coefficient and an 

optimization of simulation parameters were performed leading to a cut-off distance of short-

range interactions of 1.4 nm, 2500 molecules of solvent and 3 molecules of solute, and 

duration of the simulation of 20 ns equilibration phase and 55 ns production phase per 

simulation.  

The diffusivity value of quercetin in ethyl acetate, at 30 °C and 1 bar, presents an error of 

−22.51 %, which is a large deviation consistent with previous MD simulations for the self-

diffusivity of ethyl acetate (15.52 %), leading to the conclusion that the parameters used are 

not suitable for diffusion coefficient calculation in these systems, as they were not 

parameterized for such end.  

For quercetin in ethanol the obtained diffusivities for the temperature range of 30-60 °C 

at 1 bar are validated with errors below 6.54 %. The temperatures in this interval allow for 

accurate estimations, however increasing pressure to 50 bar or above results in wrong 

estimations, meaning that the force field parameters are inappropriate at high pressures. In 

an attempt to solve this problem atom charges were multiplied to avoid full re-

parametrization, resulting in accurate values for a multiplier of 1.01 at 60 °C and 150 bar, 

showing promising results that require testing for other temperatures and pressures. 

Structures of quercetin in ethanol at 30 °C and 1 bar were studied through angle, radial 

and spatial distribution functions. They show that quercetin is a polar molecule, confirmed 

by its affinity towards ethanol hydroxyl group, and there was preference between the 

oxygens of quercetin in the following order O18>O22>O17>>O19>O2, and O21>O7 

showing almost close to no specific interaction with the solvent hydroxyl groups. 
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It is possible to obtain significant information of the molecular behavior from the MD 

simulations, including accurate predictions of D12 and on the relevant interactions between 

the constituting particles. 

Suggestions for future work 

For future work it is suggested to finish the simulations for quercetin in ethanol for all 

planned conditions by testing adjusted atom charges for higher pressures. The densities 

should be calculated from longer NPT ensemble equilibration simulations to ensure that the 

values of density are accurate enough to guarantee the target pressure in NVT ensemble, 

if possible by increasing the number of solvent particles in the system, since this may help 

with pressure control as it reduces pressure fluctuations in both ensembles with the square 

root of the number of particles in the system. For ethyl acetate, finding or developing new 

force field parameters optimized for diffusion coefficients is advised. Further study of the 

functional groups of oxygens O19, O20 and O21 and their interactions could also be 

performed. And lastly testing other solvents or other flavonoids (starting with other flavonols) 

to enrich the structural analysis. Including distinct functional groups could be a good idea to 

help understand how they affect diffusivity for this family of molecules with interesting 

biological effects. 
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Appendix A – Compounds and Software used 

Compounds 

 

Figure A. 3 – Quercetin skeletal molecular formula 

Product number: Q4951 
 
 

 

Figure A. 4 – Ethyl acetate skeletal molecular formula 

Product number: 23882 

Software 

Molecular dynamics simulation software – GROMACS (GROningen MAchine for 

Chemical Simulations) [19,20] 

Molecule editor software – Avogadro [6,7] 

Molecular visualization software – VMD (Visual Molecular Dynamics) [21] 

2D structure drawing software – ACD/ChemSketch [5] 

Trajectory analyzer – GROMACS [19,20] and Travis (Trajectory Analyzer and Visualizer) 

[91] 

  

CAS: 141-78-6  

Chemical formula: CH3COOC2H5  

Supplier: VWR Chemicals  

Molecular weight: 88.11 g∙mol−1 

Purity: ≥ 99.5 % 

CAS: 117-39-5  

Chemical formula: C15H10O7  

Supplier: Sigma-Aldrich  

Molecular weight: 302.24 g∙mol−1 

Purity: ≥ 95 % 
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Appendix B – Wavelength study for ethyl acetate 

The tracer injection response curves were measured between the range of 250 and 400 

nm to find the wavelength with minimum experimental noise and error for quercetin in ethyl 

acetate. After recording several response curves at temperature of 50 °C and pressure of 

1 bar, the root mean square errors 𝜀 were plotted against wavelength 𝜆 in Figure B. 1. This 

led to the conclusion that 270 nm leads to the least error. On Figure B.2 and Figure B.3 

were also plotted the ratio of maximum absorbance over the area of the peak, 

maxAbs/AreaPeak , versus the wavelength 𝜆 and the diffusion coefficient, 𝐷12, versus the 

wavelength 𝜆, to ensure the linearity of the systems and that variations in wavelength didn’t 

cause significant variations in the diffusion coefficient. 

The concentration of the solute is also an important aspect of the experimental procedure 

to guarantee approximate infinite dilution of the solute, so different concentrations were 

tested in the figures above to confirm that no variation on the diffusion coefficient on the 

selected concentration of 0.63 mg/mL. Only 0.1 L of quercetin in ethyl acetate was injected 

per point. 

 

Figure B. 1 – Root mean square error, 𝜀, versus wavelength, 𝜆, from response curves of quercetin in ethyl 

acetate at different concentrations, temperature of 50 °C and pressure 1 bar. 
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Figure B. 2 – Diffusion coefficient, 𝐷12, versus wavelength, 𝜆, from response curves of quercetin in ethyl 

acetate at different concentrations, temperature of 50 °C and pressure 1 bar. 

 

Figure B. 3 – Ratio of maximum absorbance over the area of the peak, maxAbs/AreaPeak , versus 

wavelength, 𝜆, from response curves of quercetin in ethyl acetate at different concentrations, temperature of 50 

°C and pressure 1 bar. 
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