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Abstract. Emerging technologies for physiological signals and data collection
enable the monitoring of patient health and well-being in real-life settings. This
requires novel methods and tools to compare the validity of this kind of infor-
mation with that acquired in controlled environments using more costly and so-
phisticated technologies. In this paper, we describe a method and a MATLAB
tool that relies on a standard sequence of statistical tests to compare features ob-
tained using novel techniques with those acquired by means of benchmark pro-
cedures. After introducing the key steps of the proposed statistical analysis
method, this paper describes its implementation in a MATLAB app, developed
to support researchers in testing the extent to which a set of features, captured
with a new methodology, can be considered a valid surrogate of that acquired
employing gold standard techniques. An example of the application of the tool is
provided in order to validate the method and illustrate the graphical user interface
(GUI). The app development in MATLAB aims to improve its accessibility, fos-
ter its rapid adoption among the scientific community and its scalability into
wider MATLAB tools.
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1 Introduction

Biomedical engineers, among other experts of Science, Technology, Engineering and
Mathematics (STEM), constantly attempt to develop novel approaches and techniques
to acquire and/or analyze different kinds of data [1-3]. As an example, the unprece-
dented amount of data generated by the spread use of Internet of Things (lIoT) is en-
couraging the deployment of alternative methods and tools. Normally these alternative
methods are less time-consuming, less expensive, non-invasive and can work automat-
ically, with minimum manual intervention of an expert.
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This is a positive trend, which can, however, lead to the improper use and application
of methodologies that are not yet correctly validated and whose results are consequently
unreliable [4]. For instance, as widely discussed by Pecchia et al. [4], several studies
employed only correlations to prove that ultra-short term heart rate variability (HRV)
features behaved as short term ones, concluding that the former were good substitutes
of the latter if significantly correlated among each other [5]. Nonetheless, this result is
controversial, because “a correlate does not make a surrogate” [6].

Specifically, in [4], Pecchia et al. presented a protocol to evaluate whether ultra-
short terms HRV features can be considered as a valid replacement for short term ones.
In light of this, the authors of this paper propose the generalization of such algorithm
and its implementation into a MATLAB app to define a precise procedure for statistical
comparisons of two data vectors, respectively obtained using a new technique and the
benchmark method. This MATLAB app can be used to assess, compare and validate
new methods against their benchmarks.

2 Methods

2.1  Statistical analysis

Basing on Pecchia et al. [4], the authors generalized the proposed method as the
sequence of four steps:

1. Normality test

2. Correlation analysis

3. Bland-Altman plots

4. Statistical hypothesis test

Following the above-mentioned steps, the authors have developed an app using
MATLAB R2019b.

Normality test. In the world of inferential statistics, knowing the probability density
function (PDF) underlying the data is essential for performing the correct analysis and
avoiding erroneous and misleading outcomes. In particular, this is true with the nor-
mality of data: in fact, many statistical methods can be applied if and only if the data
follow a Gaussian distribution. In all other cases, alternative methodologies should be
taken into consideration.

For this reason, the first step of any good statistical analysis should be testing nor-
mality. In fact, many normality tests have been developed in the past, such as Shapiro-
Wilk [7], Shapiro-Francia [8], Lilliefors [9], and Anderson-Darling [10]. For our case
we selected the Shapiro test because it has more power than the others [11, 12] and is
more appropriate for small sample sizes [13].

Correlation analysis. Investigating how strongly two variables or features are related,
is the first step towards the identification of a good alternative method [4]. Conse-
quently, our protocol uses Pearson’s r or Spearman’s rho coefficients, for normal and
non-normal data respectively, and the related p-values to assess the correlation [14].



In particular, the authors consider a p-value less than the significance level alpha
(normally 0.05 or 0.01) significant and correlation coefficients with an absolute value
above 0.7 as “high” [15]. However, since “a correlate does not make a surrogate”, as
anticipated in the introduction, the further following steps are necessary.

Bland-Altman plots. Since their first introduction in literature [1, 16], Bland-Altman
plots have been widely used in the clinical and medical fields for visually comparing
two methods that measure the same phenomenon supporting the correlation analysis.
Also in this case, the normality or non-normality of data affects the procedure to obtain
the plot [16]. Moreover, in literature there is the erroneous tendency to omit the confi-
dence intervals in the graph [17], which are suggested by Bland and Altman [1].

The Bland-Altman graph represents the differences among the variables acquired
with the two different methods under test on the y-axis versus the averages of the same
variables on the x-axis. The graph also plots three lines: the bias and the two 95 percent
limits of agreement along with their confidence intervals. Such lines are important to
understand whether there is a systematic error in one of the methodologies and the level
of agreement between them. If the limits of agreement do not exceed the maximum
allowed difference between methods, which depends on the specific context of appli-
cation, the two methods are in agreement and may be used interchangeably (i.e., the
narrower the limits of agreement, the closer the methodologies).

Statistical hypothesis test. Lastly, the similarity of two methods should be further con-
firmed by statistical hypothesis tests. The latter depend again on the type of distribution
underlying the data: in our case, a t-test was applied for all the normally-distributed
data and the non-parametric Wilcoxon signed-rank test was selected for all the other
cases. In order to be more conservative [18], the authors suggest considering the results
of the Wilcoxon signed-rank test in any case.

2.2  Validation

In order to validate the algorithm and present the graphical user interface (GUI) of
the MATLAB tool the authors will show an example of its application to assess whether
in rest condition ultra-short term heart rate variability (HRV) analysis (performed on
excerpts shorter than 5 min) can be considered a good surrogate of the short term one
(performed on 5 min excerpts), which is regarded as the reference method in this case
[19].

HRYV is currently one of the most investigated methods for assessing mental stress
[19] and is effective in early detection of cardiovascular diseases worsening [20]. While
short term HRV analysis has been considerably investigated, less work has been done
on ultra-short term HRV analysis. The demands of latter for monitoring individual’s
well-being status is increasing, due to the growing popularity of wearable sensors, smart
phones and smart watches [4, 21]. In e-health monitoring, in fact, the conventional 5
min recordings might be unsuitable, due to real-time requirements.



3 Results

The algorithm implemented by the tool can be summarized by the block diagram shown
in Fig. 1.

The app comprises of six tabs, which are illustrated below as part of the validation
of the tool. The validation has been conducted on data collected for a previous study,
as describe in [22]. In particular, the app has been tested to verify if the HRV feature
meanRR, mean of the RR intervals, extracted via an ultra-short term HRV analysis (i.e.
3 min), which will be named meanRR_3min can substitute the correspondent feature
evaluated on 5 min excerpts (benchmark), which will be called meanRR_5min.
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U tho-0.7 | * No significant correlation
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i p-val<alpha between the features
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Fig. 1. The algorithm implemented by the MATLAB tool to assess if the features extracted by
the novel method can be considered a good surrogate for the features obtained applying the ref-
erence technique (benchmark). rho: correlation coefficient; p-val: p-value associated with the
correlation analysis; alpha: the significance level chosen by the user; LoA: line of agreement in
Bland-Altman plot.



3.1 First tab: overview

The first tab (Fig.2) briefly describes the purpose of the app, reports the block diagram
described in Fig. 1 and indicates the steps the users need to follow in order to run the
app. Lastly, it allows the user to download and save a template of a spreadsheet.

Fig. 2. First tab. Overview and instructions on how to run the app.

3.2 Second tab: data uploading and normality test

The second tab (Fig. 3) asks the user to upload a spreadsheet (.xls, .xIsx, .txt or .csv)
containing the data obtained by using different methods. Moreover, a dropdown menu
is available to select the two variables that will be compared following the pipeline
shown in Fig 1. Furthermore, it is possible to choose the desired significance level alpha
(such as 0.05 or 0.01) which will be used throughout the analysis. Once the run button
(i.e. analyze data button) is clicked, a message box appears and indicates if the data are
normally distributed. The normality test is based on the MATLAB file by BenSaida
[23], available for free on the internet. For this specific validation, a significance level
a equal to 0.05 was chosen. The two variables proved to be both normally distributed.



Fig. 3. Second tab. Main page of the tool.

3.3 Third tab: results of the correlation analysis

The third tab (Fig. 4) shows the results of the correlation analysis (correlation coef-
ficient and p-value) and a textbox, which states whether the two input variables are
significantly correlated (p-value <alpha AND |rho| > 0.7) or not. The software performs
the Pearson’s correlation analysis or the Spearman’s correlation analysis depending on
the PDFs underlying the data.

According to the Pearson’s correlation analysis meanRR_3min and meanRR_5min are
significantly associated with a correlation coefficient r equal to 0.9922 and a p-value
less than 0.01.



Fig. 4. Third tab. Results of the correlation analysis.

3.4  Fourth tab: bias, limits of agreement and Bland-Altman plots

The fourth tab (Fig. 5) represents the Bland-Altman plots, inclusive of the limits of
agreement, the bias and the confidence intervals, to support the results from the corre-
lation analysis by a visual inspection. The first graph plots the differences among the
variables acquired with the two different methods under test on the y-axis versus the
averages of the same variables on the x-axis, while the second one expresses the differ-
ences as percentages of the observations represented on the x-axis. The authors want to
underline that the limits of agreement and the estimation of their confidence intervals
when the data are not normally distributed can be considered only a first approximation
since they are evaluated under the hypothesis of normality. Moreover, the two graphs
can be saved or copied as images (.png, .jpg, .tif, .pdf), or copied as a vector graphic.
By looking at the Bland-Altman plot it is possible to identify two outliers, a very small
bias and 95 percent limits of agreement very close to each other. Overall, no specific
trend stands out and therefore the two features can be considered in agreement.



Fig. 5. Fourth tab. Bland & Altman plots.

3.5  Fifth tab: results of the statistical hypothesis test

The fifth tab (Fig. 6) provides the result of the statistical hypothesis test and a text-
box, which states if the two input variables are significantly different or not.
Based on the Student’s t-test the two features under examination are not significantly
different. However, the authors suggest that using Wilcoxon signed-rank test even in
the case of normality can lead to more conservative results.



Fig. 6. Fifth tab. Results of the statistical hypothesis test.

3.6  Sixth tab: summary and statistical indexes

The sixth and last tab (Fig. 7) of the tool summarizes the most relevant values of the

previous steps and indicates median (MD), standard deviation (SD), 25" and 75" per-
centiles of the two variables under examination. Hence, the tab allows the user to draw
conclusions and state if the two variables, obtained via two different methods, can be
used interchangeably.
Finally, it is possible to conclude that the HRV feature mean RR is resilient: the mean
RR calculated on 3 min excerpts is a good surrogate of the benchmark mean RR (i.e.
calculated on 5 min excerpts). In light of this positive result, this investigation could be
repeated to compare other HRV features and provide additional evidence that the ultra-
short term HRYV analysis based on 3 min recording is a valid replacement for the short
term one.
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Fig. 7. Sixth tab. Summary and statistical indexes.

4 Conclusion

The current study proposed the implementation of the algorithm shown in Fig. 1 into a
MATLAB app to quickly assess, compare and validate new methods for extracting fea-
tures with their benchmarks. This tool will help researchers to use a standard sequence
of statistical methods (i.e., not just statistical hypothesis or correlation tests) to explore
whether new features can be considered robust substitutes of the current benchmarks.
In fact, the tool guides the users into a correct statistical procedure, which includes
normality test, correlation test, Bland-Altman plots, and statistical hypothesis test.

The tool offers a smaller range of statistical methods compared to some statistical
software available on the market, such SPSS, which can also deal with very complex
datasets. Nevertheless, the tool is conceived as a simple means to lead the user through-
out the steps of a rigorous and standardized statistical analysis, since many studies
available in the literature employed partially or completely unreliable methods.

Future versions of the app will allow the user to select the preferred normality and
hypothesis tests and will include an effect size tab (e.g., Cohen’s d) in order to comple-
ment the results of the statistical hypothesis test and provide further evidence of the
agreement between two variables.
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