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Abstract

Humans have amazing visual perception and cognition abilities which allow them
to comprehend what the eyes see. At the core of human visual perception, lies the
ability to translate and link visual information with linguistic cues, and navigate
these two domains seamlessly. Superior visual reasoning and image understanding
is required to enable an Artificial Intelligent (AI) agent to achieve human-level visual
cognition. The premise of Visual Question Answering (VQA) is to evaluate an AI
agent’s ability in the three major components of visual reasoning by asking natural
language questions about an image. First, the ability to combine multi-modal in-
formation from the visual and language domains, second, to attend to salient image
regions and question parts relevant for answering the question, and third, to model
the relationships between objects in the image. Drawing inspiration from human
visual perception, in this dissertation, we develop visual question answering mod-
els that can comprehend holistic understanding of the scene for achieving superior
visual reasoning and image understanding.

Based on the observation that humans tend to ask questions about everyday ob-
jects and their attributes in the context of a given image, we develop a Reciprocal
Attention Fusion (RAF) model that generates image- and object-level attention maps
to identify important visual cues with respect to the question. Further, we hypoth-
esized that for achieving even better reasoning, a VQA model needs to attend to all
object instances, as well as paying particular attention to the ones deemed important
by the question-driven attention mechanism. Thus, we develop a Question Agnos-
tic Attention (QAA) model that forces any VQA model to consider all objects in the
image along with their learned attention representations, which in turn results in a
better generalisation across different high-level reasoning tasks (e.g., counting, rela-
tive position). Furthermore, humans learn to identify relationships between objects
and describe them with semantic labels (e.g., in front of, seating, helping) to get a
holistic understanding of the image. We develop a Semantic Relationship Parser (SRP)
that parses an image into subject-relationship-predicate triplets, and extracts visually
grounded semantic features from the triplets. This enables VQA models to convert
visual relationships to linguistic features, much like humans, and use them to gener-
ate an answer which requires high-level reasoning than only identifying objects.

In an open-world scenario, an AI agent tasked with VQA will be subjected to
visual and linguistic concepts not found in the training set. Humans tend to infer
about the unknown by comparing with the closest known concept. Inspired by this
observation, we develop an Exemplar based transfer learning model imitating human
reasoning, where the model learns to identify the closest visual-linguistic example
from the training set and transfer that knowledge to reason about the unknown
concept. To facilitate future research in this direction, we release a new VQA dataset,
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dubbed Open-World VQA dataset, and demonstrate that exemplar based learning
transfer helps to achieve superior reasoning and a better VQA accuracy across all
standard datasets (including our proposed one).

One serious bottleneck in developing visual-linguistic AI agents is the computa-
tional burden. VQA models tend to become increasingly complex with the develop-
ment of deeper Convolutional Neural Network (CNN) architectures, but often with
a trivial improvement in accuracy. We conducted an extensive Accuracy vs. Complex-
ity Trade-Off study to help the community navigate the maximum efficiency curve
for developing visual-linguistic AI agents. We recommend design choices for two
setups with unique design goals – one where a light-weight model is warranted with
a reasonable accuracy (e.g., mobile platform) and another where higher accuracy is
of main concern (i.e., an offline setting).

In summary, in this thesis, we endeavour to improve the visual perception of
visual-linguistic AI agents by imitating human reasoning and image understanding
process. This dissertation investigates how AI agents can incorporate different levels
of visual attention, learn to use high-level linguistic cues as relationship labels, make
use of transfer learning to reason about the unknown and also provides design rec-
ommendations for building such systems in practice. We hope our effort can help the
community build better multi-modal AI agents the can skilfully comprehend what
the camera sees.
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Chapter 1

Introduction

There have been significant advancements in Artificial Intelligence (AI) research em-
powering many aspects of modern society. Different Computer Vision (CV) and
Natural Language Processing (NLP) techniques are being extensively investigated in
order to develop systems that can reason and understand visual concepts like hu-
mans. Superior visual reasoning and image understanding is the key to developing
AI agents that can interact with humans in the real word. When an AI agent is asked
a natural language question about an image, much detailed understanding of the im-
age is needed in order to provide an intelligent answer. Quantifying AI agents ability
to answer natural language questions for a given image, allows us to evaluate its abil-
ity to analyze and translate visual information, perform visual reasoning required to
answer the question, and translate the system response into natural language answer.
Simultaneous progress in the Computer Vision (CV), Natural Language Processing
(NLP), and Knowledge Representation & Reasoning (KR) domains are underway to
solve this compelling AI task. Still, it remains an open ended problem as it requires
a diverse set of AI capabilities including fine-grained recognition, object detection,
activity recognition, knowledge based reasoning and common sense reasoning.

1.1 Motivation

1.1.1 Visual Turing Test

The holy grail of computer vision and natural language research is to develop an
AI system that can seamlessly interact with humans through visual perception and
intelligent conversation. Humans can seamlessly interact with a visual scene and
answer complex open ended questions about it. They do it by identifying the ob-
jects and their attributes in a scene, recognising any relationship between the objects,
reasoning about the question and relating the visual domain with the semantic do-
main to generate a natural language response. For an AI model to achieve that, it
needs to perform each of these tasks separately and combine the individual results
to generate a response. Significant progress has been made in the fields of machine
perception [Krizhevsky et al., 2012; Szegedy et al., 2015; Girshick, 2015; Ren et al.,
2015b; Simonyan and Zisserman, 2014; He et al., 2016, 2017] and natural language
understanding [Mikolov et al., 2013b; Pennington et al., 2014; Mikolov et al., 2013a;

1
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A (AI Agent) B (Human)

C (Human Interrogator)

Figure 1.1: Illustration of Turing’s classic Imitation Game. The classic version of the
imitation game is played between three players, where player ‘C’ is the interrogator,
tasked to determine which of the other player – A or B – is not human. ‘C’ is
limited to using transcribed responses from the other players. Image adopted from

WikiMedia Commons under c licence.

Karpathy and Fei-Fei, 2015; Devlin et al., 2018] to perform visual reasoning related
tasks. When combined together, these sub-tasks create a holistic approximation of
the complex human reasoning process. Interestingly, computer vision and language
understanding models achieve near human accuracy in some of these sub-tasks (i.e.,
object recognition, language modelling), however, when combined together they pre-
form poorly, resulting in low performance in cases where an integrated understand-
ing is required e.g., answering simple questions about an image.

There have been several attempts to model human reasoning through creating
benchmark evaluation tests to aid the development of intelligent machines that can
reason. The first notable attempt to perceive machine intelligence was in the early
50’s by Alan Turing. Turing first proposed the task of question answering as an
Imitation Game (illustrated in 1.1) to determine if an intelligent agent has achieved
indistinguishable reasoning skills (i.e., the ability to think) from a human [Turing,
1950]. At the beginning of the Imitation Game, the human interrogator, player ‘C’,
is made aware that one of the other players, ‘A’ or ‘B’, is not a human rather an
intelligent agent, and the interrogator is asked to distinguish them by asking both
participants a series of questions. The conversation is limited to transcribed response
to avoid a bias from audio or speech processing. By the end of the game, if the
interrogator cannot confidently distinguish the intelligent agent from the human, the
intelligent agent passes the test. Turing’s choice of question answering as the task to
measure machine intelligence, bolsters the ability of question answering task to act
as a strong indicator of human-level reasoning.
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Figure 1.2: Sequence of questions about an image during a visual Turing test. The three
bounding boxes are random and are used for each of the four instantiations, i.e.,
Blue region for Person 1, Yellow region for Vehicle 1 and Person 2, and Red region
for Person 3. Each question is associated with a designated bounding box. The figure

is adapted from [Geman et al., 2015].

Turing’s Imitation Game is limited to one mode of input (i.e., natural language),
whereas humans can combine visual and semantic inputs to achieve an even higher
level of reasoning. Geman et al. [2015] proposed a query-based test for computer
vision system called the Visual Turing Test, to quantitatively measure a computer
vision system’s ability to interpret ordinary images in a natural scene. In this test,
the computer vision system is subjected to a series of binary question about the im-
age, generated by an automatic query generator. The questions are unambiguous
and curated by a human to make sure that these questions can be answered by using
commonsense knowledge about the scene content and would not require any exter-
nal knowledge. One example of such a system is illustrated in Fig. 1.2. As shown
in the figure, the questions require basic reasoning skills the can be sourced from
the image itself, not requiring any background information. Further, the questions
follow a natural storyline, somewhat similar to what humans do while looking at a
new image. Its worth mentioning that the Visual Turing Test was proposed only as
an evaluation setup, not a protocol for developing intelligent computer vision sys-
tems. Through Visual Turing Test, question answering was further established as the
preferred task to evaluate visual reasoning and image understating ability of an AI
agent.
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How many people are pictured? 

Two

Figure 1.3: Illustration of a Visual Question Answering Task. Given a natural language
question about an image, a visual question answering model is asked to provide a
natural language answer. Image from Visual Genome [Krishna et al., 2016] dataset.

1.2 Visual Question Answering

Even though questions are asked about a visual input in the visual Turing test, the
questions are limited to a binary nature. In reality, an AI agent tasked with question
answering will encounter free-form open-ended questions about the scene and its
contents, which require detailed understanding of the image and related concepts.
Thus for achieving human-level reasoning, an AI agent needs to perform several
sub-tasks related to visual perception and language understanding, and must get a
holistic understanding of the scene from a visual and semantic perspective. As the
progress in a field is typically facilitated and measured by creating a set of benchmark
evaluation tests, there is a need to establish such benchmarks based on a task that
can sufficiently imitate the complexity of human reasoning process.

Visual Question Answering (VQA) [Antol et al., 2015] is an AI Complete task where
an AI agent is presented with an image and a natural language question about the
image, and is asked to provide an intelligent answer (Fig. 1.3). VQA has recently
emerged as a viable alternative to the visual Turing test as it can imitate the com-
plexity of human reasoning through complex question answering. The questions
asked can be arbitrary in nature and require simple to very complex reasoning abil-
ity. For example, questions related to simple reasoning task can be, ‘What is the
man carrying?’ (object recognition), ‘Is the man carrying an umbrella?’ (object detec-
tion), ‘What color is umbrella?’ (attribute classification), ‘Is the day sunny?’ (scene
classification). On the other hand, there might be questions that require advanced
reasoning skills like ‘What is the color of the smaller umbrella on the left of the blue
one?’ (positional reasoning), ‘How many umbrellas are there?’ (counting), ‘Is it likely
to rain today?’(commonsense knowledge). Therefore, in a VQA setting, an AI agent
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can be subjected to a wide variety of questions which would require a diverse set of
AI capabilities in computer vision, natural language processing and commonsense
reasoning to predict the correct answer. If an AI agent can perform on-par with
humans in a VQA setting, it would mean that the model has been able to emulate
human reasoning in certain aspects and can perform the sub-tasks required for ques-
tion answering. Therefore, in this dissertation, we develop better Visual Question
Answering models taking inspiration from human visual perception and reasoning
abilities.

1.3 Definitions

In this section, we define some terminology that has been used throughout this dis-
sertation. The definitions are arranged in alphabetical order.

• AI Agent: An AI agent is an entity that perceives information from the en-
vironment through its sensors and carries out a task based on the perceived
information. In the scope of this dissertation, we focus on AI agents that per-
ceive visual information from the environment as an image, and are tasked
with answering a question about the input image.

• AI-Complete Task: The term ‘AI-complete’ was formalized by Stuart C. Shapiro
in the book Encyclopedia of Artificial Intelligence [Shapiro, 1992]. The name draws
a parallel with NP-Complete or NP-Hard task from computational complexity
theory. A task is AI complete when it is too hard to be solved by a single
algorithm. It would require an algorithm to perform equally well in unex-
pected scenarios and when subjected to ambiguity. Finding a general solution
to an AI-Complete task would mean that the AI has some sense of general con-
sciousness. The classical examples of two AI complete tasks are, (1) designing
a computer vision system that can see, and (2) a natural language processing
model that can converse as well as a human.

• Attention Map: The Attention Map is a learned matrix that represents the
relative importance of each spatial image location with respect to the question.
The size of the attention map is set equal to the resolution of spatial gird if
image level feature is used, and to the number of top object proposals if object
level feature is used.

• Bidirectional Encoder Representations from Transformers (BERT): BERT is a
bidirectional language encoder model [Devlin et al., 2018] that uses an attention
mechanism that learns contextual relations between words in a sentence and
generates sentence level encoding. As opposed to directional models such as
Skip-Thought which reads the text input sequentially (e.g., left-to-right), BERT
encoder reads the entire sentence at once enabling the models to learn the con-
text of a word based on all of its neighbourhood, irrespective of the reading
sequence.
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• External Knowledge Base: The External knowledge base is a structured rep-
resentation of semantic and/or visual data, generated from unstructured large
corpus of text (e.g., Wikipedia) and/or image repository (e.g., Google image
search). The VQA model employs an inference engine that identifies relevant
information from the knowledge base to help the overall reasoning of VQA
model.

• Feature Extraction: Feature extraction is a process of generating meaningful
feature representations from the input raw image pixels through a series of
computational steps. The generated feature representation is highly discrimi-
native and non-redundant than the input data, and can be used more efficiently
for further downstream tasks compared to using the raw image pixels.

• Image Level Feature: The image level visual features are extracted from the
last convolutional layer of deep Convolutional Neural Network (CNN) architec-
tures (e.g., VGG16 [Simonyan and Zisserman, 2014], ResNet [He et al., 2016]).
The resolution of the image level feature representation is fixed and is set equal
to the spatial grid locations of the CNN architecture [Khan et al., 2018].

• Joint Embedding Space: Joint embedding space is an intermediate feature rep-
resentation space, where the input feature representation are combined to be
used for further downstream visual-linguistic tasks.

• Multi-modal Fusion: When feature representations from two or more modal-
ities are combined together through simple operation like summation or con-
catenation, or complex bilinear models, it is called multi-modal fusion.

• Object Level Feature: The object level feature representation consists of a set
of visual features of the image regions that contain objects. The object features
are extracted using object detectors (e.g., Faster-RCNN [Ren et al., 2015b]).

• Question Agnostic Attention: The process when the attention map is gener-
ated in a bottom-up fashion without considering the question, is called Ques-
tion Agnostic Attention.

• Relationship Triplet: The semantic relationship triplet contains the class la-
bels of two objects in an image and a relationship label depicting the semantic
relationship between them.

• Semantic Feature Representation: Semantic features are the conceptual repre-
sentations of a single word, a part of a word, or a phrase, that can be used to
parameterize the linguistic meaning of a sentence. In the scope of this thesis,
the semantic features are extracted from questions via a pretrained language
model to obtain vector representations of the question words.

• Semantic Relationship Feature: The semantic feature representation of the
relationship triplets of an image is called semantic relationship feature.
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• Skip-Thought Model: Unlike word2vec which operates at word level, Skip-
Thought model [Kiros et al., 2015] encodes a sentence into a fixed length vec-
tor representation called skip-thought vector. In the context of VQA, a skip-
thought model trained on larger text corpora is used to generate vector repre-
sentation of the question as semantic features.

• Stochastic Gradient Descent (SGD): Gradient descent is an iterative optimiza-
tion algorithm that is used to minimize an objective function by moving to-
wards the steepest descent as calculated from the negative of the gradient.
However, the gradient descent algorithm becomes computationally infeasible
as the visual and language models are considerably more data heavy. Stochastic
approximations of the gradient descent is used in such cases, where the actual
gradient of the dataset is replaced by an estimate from a subset (often called
‘mini-batch’). Such stochastic approximations of gradient descent algorithm is
called Stochastic Gradient Descent.

• Visual Feature: Representation of high and/or low level visual cues in a dis-
criminative feature space is called visual features. The visual features of an
image are usually of lower dimension than the original raw pixel based rep-
resentation, and can be used more efficiently for downstream tasks involving
neural networks or other machine learning models.

• Word2vec: Word2vec represents a family of shallow neural network architec-
tures that effectively converts natural language words into vectorized word
embedding called word vector. One of the most popular word2vec model is
Skip-gram [Mikolov et al., 2013b], which is a neural network with a single hid-
den layer trained to predict the immediate neighbors of a given word. The
learned weights of the hidden layers is considered as the vector representation
of the input word.

1.4 Research Objective and Contributions

The task of Visual Question Answering (VQA) requires human level capability of
analysing image and question, and combining these visual and language responses
to generate an adequate answer. Developing a system to answer natural language
questions for a given image provides the opportunity to explore the system’s abil-
ity to analyze and translate visual information, and perform visual and language
related tasks, which is a passive measure of visual reasoning capability. However,
this problem is far from being solved. To aid the research for improving visual rea-
soning through better visual question answering models, in this thesis, we identify
four major knowledge gaps in vision and language systems, and make contributions
towards bridging these gaps. We enumerate these in the following sections.
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1.4.1 Object central attention

Human attention in an image is object centric [Judd et al., 2009]. During visual
linguistic tasks, such as VQA, it is only natural that humans mostly ask questions
about objects in the context of the given image. This requires humans to identify
the objects and its attributes, and the functionality of that object in the context of the
given image.

Knowledge Gap: Current VQA models are limited to a single level visual feature
representation, either grid level image features, or object level features. However,
for achieving superior visual reasoning, a model needs to attend to both levels of
visual features through efficient attention mechanism. Further, the visual linguistic
attention mechanisms are general propose and are limited to learning attention dis-
tribution based on the questions in the dataset. This limits the model’s ability to
answer question that require reasoning over all objects in the image (e.g., counting).

Contributions: To the best of our knowledge, we propose the first VQA model
that combines different level of visual and semantic features through an efficient
attention mechanism. This allows the VQA model not only to look at the whole
image or only at a specific object, rather to reason about the objects in local and
global context. We list our contributions toward object central attention as follows:

• Reciprocal Attention: In Chapter 3, we propose a reciprocal attention model
that captures the complex interplay between image grid and objects level fea-
tures. This provides complementary understanding of the rich scene semantics
from both image and object level.

• Question Agnostic Attention: The attention map over the image level or object
level features is learned with respect to the question. In Chapter 4, we propose
an attention mechanism that is question agnostic, and is learned on the objects
present in the image. This forces the VQA model to look at all object instances
as spatially grounded object maps.

• Spatial and Channel Attention in joint embedding space: In Chapter 5, we
propose an attention mechanism that selectively attends to visual scene de-
tails by applying spatial and channel attention on the joint feature embedding
learned from visual and semantic inputs. We show that such selective attention
mechanism is useful when the VQA model is answering questions about an
unknown concept by transferring knowledge from the known concepts.

• Mutual and Self Attention: In Chapter 6, we propose to combine multi-modal
attention learned by fusing visual and semantic features, and mono-modal self
attention learned by applying multi-head attention on visual and semantic fea-
tures separately. This helps to achieve holistic understanding of the image
based on semantic relationship features.
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1.4.2 Transfer learning to reason about unknown concepts

An open-world setting for VQA would require a vision system to acquire knowledge
over time and later use it to intelligently answer complex questions about unknown
concepts for which no visual and linguistic examples were available during training.
Humans reason about an unknown concept by finding a similar known concept and
inferring from the known about the unknown; an AI agent tasked with VQA should
be able do the same.

Knowledge Gap: The major limitation for developing VQA models in an open-
world setting is the lack of visually and semantically separated concepts for training
and testing. Further, there is a need for an efficient way to store and access the
knowledge base built from the known examples.

Contribution: We develop a VQA model for the open-world, when required to
reason about an unknown concept, it identifies similar visual and semantic concepts
in the joint embedding space and transfers knowledge to facilitate the reasoning
process. This approach does not require access to external knowledge base and/or
expensive pretraining, rather employs an efficient search and retrieval on its training
states, which makes it generalizable across datasets. We discuss this in detail in
Chapter 5 which includes the following key contributions:

• We reformulate the VQA problem in a transfer learning setup where closely re-
lated known instances from an exemplar set are used to reason about unknown
concepts.

• We propose a new Open-World VQA dataset, dubbed OW-VQA, to enable im-
partial valuation of VQA algorithms in a real-world scenario and report im-
pressive improvements over recent approaches with our proposed model.

• We present a novel network architecture and training schedule that maintains
a knowledge base of exemplars in a rich joint embedding space that aggregates
visual and semantic information.

• We propose a hierarchical search and retrieval scheme to enable efficient exem-
plar matching on a high dimensional joint embedding space.

1.4.3 Semantic relationships in visual reasoning

For understanding how objects interact in a scene image, AI agents not only require
to consider the visual features of the objects and its parts, but also need to leverage
the natural language grounding (i.e., relationship label). Enriched semantic relation-
ship modeling captures high level verbal and non-verbal cues which are required for
achieving a better reasoning ability.

Knowledge Gap: Semantic relationship modelling is an important missing piece
in the existing VQA literature. Current VQA models only represent relationships
between objects as a combination of visual features of the subject and object bounding
boxes.
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Contribution: To the best of our knowledge, we propose the first general purpose
semantic relationship feature extraction model in Chapter 6 and showcase our results
which strongly advocate for further investigation on better relationship modeling in
the semantic domain, a direction less explored so far in the VQA community. We
demonstrate that under an oracle setting, these semantic relationships can bring the
performance of a VQA model on par with human-level accuracy. Our contributions
regarding semantic relationship modelling are as follows:

• We propose a general purpose semantic relationship parser that takes an image
as input and generates semantic relationship label and features that can be used
for multi-modal visual-linguistic downstream tasks such as Visual Question
Answering.

• We showcase the effectiveness of using the semantic relationship features by
reporting superior performance over models employing similar visual relation-
ship features. Further, in an oracle setting where ground-truth relationship
labels are available, we obtain a 25% accuracy gain compared to a state-of-the-
art model that only uses visual features.

1.4.4 Complexity vs. Accuracy Trade-off

Recently, the accuracy of VQA models has almost saturated in leading VQA tasks.
Augmentation with more computationally expensive multi-modal fusion and atten-
tion operation often results in trivial improvements in performance. This is a ma-
jor bottleneck for developing and deploying AI agents performing visual-linguistic
tasks.

Knowledge Gap: VQA models consist of several building blocks which individu-
ally and collectively contribute to achieving higher VQA accuracy. However, there is
a lot of variation and diversity in the literature on how different design choices might
affect the overall performance. Building more computationally expensive VQA mod-
els often improves the VQA accuracy slightly. However, there is a need for a system-
atic study on the influence of key components commonly used within VQA models
on the efficiency and final performance.

Contribution: To help the community navigate the VQA accuracy vs. complex-
ity trade-off, in Chapter 7 we present our findings and recommendations to help
researchers find optimum design choices when building vision and language mod-
els. Our contributions regarding this include:

• We establish an unified VQA architecture that supports the three most pop-
ular meta-architectures, namely visual features extractor, bilinear fusion and
co-attention, and a comparative evaluation protocol by varying these meta-
architectures.

• We perform an extensive evaluation on three challenging VQA datasets (i.e.,
VQAv2, VQA-CPv2 and TDIUC) with 6 visual feature extractor, 7 bilinear fu-
sion model and 2 attention mechanism, and generate elaborate accuracy vs.
complexity trade-off curves.
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• We provide design recommendations for resource constrained setting as well as
for achieving state-of-the-art performance on several challenging VQA datasets.

1.5 Thesis Outline

The remaining chapters of the thesis are organised as follows:

Chapter 2 – Background: This chapter provides a succinct review of the literature
relating to the existing VQA datasets and the basic building blocks of a visual lin-
guistic model, namely feature extractor, multimodal fusion and attention. Different
variants and combinations of these blocks are employed to achieve superior ability
to perform complex multimodal tasks such as VQA; we aim to identity knowledge
gaps in this pursuit and highlight the contributions of this thesis to bridge these gaps.

Chapter 3 – Reciprocal Attention Fusion: In this chapter, we introduce reciprocal
attention fusion that co-attends to both object and image-level features. We propose
a complementary attention mechanism that looks at the objects and the whole im-
age, while answering questions. To showcase the effectiveness of this approach we
perform experiments on large scale VQA datasets.

Chapter 4 – Question Agnostic Attention: In this chapter, we propose a question
agnostic attention model that forces the VQA model to learn an additional attention
distribution over the objects in the image, irrespective of the input question. We
show that this approach allows simple VQA models approach near state-of-the-art
accuracy and pushes the performance of superior VQA models even higher.

Chapter 5 – Exemplar based Knowledge Transfer: In this chapter, we enable
VQA models with the ability to reason about the unknown by finding a similar
known concept from the training set, and transferring the knowledge to perform
reasoning about unknown concept. Further, we also propose a new VQA dataset for
facilitating the development of VQA models in an Open-World setting.

Chapter 6 – Semantic Relationship Parser: In this chapter, we propose a seman-
tic relationship parser, that converts the visual relationships in an image to semantic
relationship labels and complements the visual features of the image for a higher
level visual reasoning.

Chapter 7 – Accuracy vs. Complexity Trade-off: We develop a guide for nav-
igating the VQA accuracy vs. computational complexity trade-off curve. Through
extensive evaluation of different VQA meta-architectures, we proposed two design
recommendations, one where lower computationally complex model with moderate
VQA accuracy is desirable, and another, where accuracy is critical with a relatively
higher computational cost.



12 Introduction
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Chapter 2

Background

In this chapter, we review the existing literature relating to vision and language tasks
where high-level reasoning on the image is required to generate a natural language
response. We first look at the existing VQA datasets, and discuss their features and
shortcomings towards the evaluation and development of VQA models. Then we
focus on three major components of VQA models, namely visual attention, learn-
ing about the unknown concepts and understanding visual relationships to identify
knowledge gaps, which are addressed in this dissertation.

2.1 Datasets for Visual Question Answering

To accurately capture the complexity, difficulty and diversity of visual and semantic
concepts in the real world, a VQA dataset needs to be adequately large. The gen-
eration of the dataset has to be carefully curated so a model cannot exploit visual
or semantic bias to achieve fake higher accuracy. Further, there needs to be natural
ambiguity in the dataset where humans use common sense to infer the most probable
answer. This would ensure an AI agent is also able to pick up the salient visual
and semantic cues for answering the question correctly. In the following sections,
we discuss some of the notable visual question answering datasets, put their merits
and shortcomings into prescriptive, which necessitated the newer and better VQA
datasets and evaluation metrics.

2.1.1 DAQUAR

Malinowski and Fritz [2014] proposed the first notable VQA dataset called the DAtaset
for QUestion Answering on Real-world images (DAQUAR). Comparing with today’s
standard, it was relatively small, consisting of 1449 RGBD images from NYU-depth-
v2 dataset [Silberman et al., 2012], paired with questions asking about type, color
and count of objects. The full DAQUAR dataset consists of 894 object classes with
6794 training and 5674 testing image question pairs. There is also an even smaller
version called reduced-DAQUAR with 3825 training and 297 testing image-question
pairs related to only 37 object classes.

13
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The main limitations of the DAQUAR dataset are three fold. First, the scope of
the dataset is only limited to indoor scene and it does not capture variety of reason-
ing skills required to answer question about natural scenes. Second, the dataset is of
very limited size in terms of number of images and associated questions. Sufficiently
large models will easily overfit on the dataset and would not generalize well to new
scenarios. Furthermore, the images is the dataset have significant overlaps, occlu-
sion and clutter between objects which makes it harder even for humans to answer
correctly (i.e., human accuracy is only 50.2%). Third, WUPS score [Wu and Palmer,
1994] is used to evaluate the accuracy of the predicted answer, which measures the
similarity between the predicted answer and the ground truth on their longest com-
mon subsequence in the taxonomy tree. This measure provides ambiguous results
while analysing the comparative performance as it is not a direct measure of accu-
racy. Even though [Malinowski et al., 2017] further extended the DAQUAR dataset
by extending the ground truth answers and consensus based evaluation metric, the
image quality, limited scenes and number of question made it harder for the commu-
nity to use this as a benchmark set for VQA models. Nonetheless, this dataset sets
up the ground work for the development of future VQA datasets.

2.1.2 COCO-QA

Ren et al. [2015a] proposed COCO-QA dataset where the images are sourced from
the MS-COCO dataset [Lin et al., 2014] with their associated human annotated cap-
tions. The images contain indoor and outdoor natural scenes. The questions are
automatically generated from image captions in 4 categories, namely Object, Num-
ber, Color and Location. For example, if an image is accompanied with a caption
‘A person standing next to a person sitting down holding a rainbow color umbrella’, one of
the possibly generated question would be ‘What color is the umbrella?’. The dataset
consists of 123, 287 images associated with 78, 736 training and 38, 948 testing QA
pairs. As for evaluation, similar to DAQUAR dataset, WUPS score is calculated to
quantify the accuracy of the predicted response.

Even though compared to DAQUAR dataset, COCO-QA is larger in size and
have natural images, the main shortcoming of the COCO-QA dataset is its auto-
matic question generation process. As the questions were generated directly from
the COCO captions through NLP algorithms, often questions contained grammati-
cal errors and were unintelligible. This is mainly due to the NLP models limitation
to process longer captions into smaller independent clauses and generate question
from them. Further, the vocabulary of the dataset was also limited to the MS-COCO
captions, which limits the models ability to comprehend wide variety of semantic
concepts.

2.1.3 VQA Dataset

One of the most widely used benchmark dataset for visual question answering task
is Visual Question Answering dataset, commonly dubbed as the VQA dataset. Two
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Figure 2.1: Example image, question and answer triplet from VQA version 1 dataset. The
first two rows contains the examples from the ‘real’ portion of the dataset, and the
last row shows examples from the ‘abstract’ portion of the VQA v1 dataset. The
answers in green are given when looking at the image and the answers in blue are
given when not looking at the image. Images are adopted from Antol et al. [2015].

versions of this dataset have been proposed, VQA-v1 [Antol et al., 2015] and VQA-
v2 [Goyal et al., 2017].

VQA-v1: This dataset consists of two parts; the first part containing natural im-
ages is called VQA-real, and the second part consisting of rendered images is called
VQA-abstract (examples from VQA-v1 dataset is shown in Fig. 2.1). For VQA-real
potion of the dataset, 82, 783 training, 40, 504 validation and 81, 434 test images were
sourced from the MS-COCO [Lin et al., 2014] dataset. The question and answers
were annotated by humans using the Amazon Mechanical Turk (AMT)1. The human
annotators were first shown an image and asked to produce a question about the
image, that a human can easily answer but would be hard for a smart robot. The
generated questions were given to another set of human annotators to provide nat-
ural language answers. For each question at least 10 responses were collected from
different annotators. Thus the VQA-v1 real dataset has 289, 349 training, 121, 512 val-
idation and 244, 302 test image-question pairs, which is much larger than DAQUAR
and COCO-QA dataset. On the other hand, VQA-abstract dataset has 50, 000 ren-

1https://www.mturk.com/

https://www.mturk.com/


16 Background

Q: What color is the fire hydrant?

Q: What brand of shoes is he wearing?

A: Red A: Yellow

A: Nike A: Adidas

Figure 2.2: Complementary Image-Question pairs in VQA v2 dataset.

dered images containing paper doll models of 20 human, 30 animal and 100 object
cartoons. The questions and answers for VQA-abstract also involved human annota-
tors following the same protocol as the VQA-real dataset. Fig. 2.1 shows examples
from both ‘abstract’ and ‘real’ components of VQA-v1 dataset.

‘Real’ portion of the VQA-v1 dataset was adopted as the benchmark test for visual
question answering task. This is largely due to the fact that it encapsulated the nat-
ural complexity and diversity of question answering task in the real world. Further,
it provided a strong human baseline accuracy of 83.30% which allowed VQA models
to compare their performance against humans. Further, to quantify the performance,
VQA dataset proposed a simple consensus based accuracy metric as follows:

VQAacc = min
(

# of humans provided the predicted answer
3

, 1
)

(2.1)

which means the predicted answer will be given 100% accuracy if at least 3 human
annotators who helped create the VQA dataset gave the exact answer predicted by
the model.

VQA-v2: The VQA-v1 dataset had significant Language Bias that prompted the
release of a second version of the dataset, called VQA-v2 dataset (examples from
VQA-v2 dataset is shown in Fig. 2.2). The language bias was due to the very fact that
made the dataset popular in the first place, which is the use of human annotators.
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For example, if the question is ‘Is there an umbrella in the image?’, the most probable
answer in the dataset is ‘Yes’, as the human annotators are most likely to ask about
an object present in the image. Further, when asked counting question like ‘How
many umbrellas are in the image?’, the most probable answers for overwhelmingly
large number questions about counting questions are ‘three’ or ‘two’, not ‘seventeen’.
These kind of language biases are side effects of using natural images and human
annotators. Such biases allow VQA models to cheat, allowing them to achieve fake
accuracy gain.

The VQA-v2 dataset was proposed as a more balanced version of the original
VQA-v1 real dataset. The language bias was mitigated by pairing every question
with complementary images, where the same question will have different answers
for the complementary images. Fig. 2.2 shows a pair of balanced question image-
question-answer triplets from the VQA-v2 dataset. Such balancing prevented VQA
models from memorizing the common answers. After the addition of complementary
image-questions pairs, the VQA-v2 almost doubled in number of question size (to-
tal 1.1M, training 440K, validation 214K and test 447K) compared to VQA-v1 real
dataset. The inclusion of the complementary image-question pairs reduced the lan-
guage bias to some degree, but the training and test question-answer distribution
remained the same. This allowed VQA models to leverage training set priors that
benefited the model at test time.

2.1.4 Visual Genome

Visual Genome [Krishna et al., 2016] dataset consists of 108K images selectively
sourced from MS-COCO [Lin et al., 2014] and YFCC100M [Thomee et al., 2016]
datasets. This is one of the largest natural image dataset containing dense anno-
tations of objects, attributes, and relationships between objects, as well as crowd-
sourced question-answer pairs associated with the image (examples from Visual
Genome dataset is shown in Fig. 2.3). The images in the dataset are as graphs where
each node is an object and the edge connecting two nodes is the relationship be-
tween them. Such graph based representation of visual content is commonly known
as scene-graphs (the term coined by Johnson et al. [2015]). Each image has multiple
region based scene-graphs and a holistic scene-graph representation of the whole
image. This structured representation is visually grounded and richer than image-
level annotation (i.e., caption) or object-level annotation (i.e., object label). Further,
the QA part of the dataset has 1.8M image-question pairs, commonly referred as 6W
questions (what, where, how, when, who and why).

The visual genome dataset is widely used in VQA models for complementary
training as they are non-overlapping with the testing image-question pair of the VQA
datasets [Antol et al., 2015; Goyal et al., 2017] and several other visual language task
as scene-graph generation [Xu et al., 2017; Yang et al., 2018], image captioning [Gu
et al., 2019] and many more. One of the major differences between traditional QA
datasets and visual genome dataset is that it does not have any binary (i.e., Yes/No)
question. The creators of the dataset argue that the binary questions are easy for the
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Figure 2.3: An example from Visual genome dataset. Each image contains a region-level
scene graph that describes a localized portion of the image. There are two types
of question-answer (QA) pairs: one freeform QAs and another region-based QAs.

Figure adopted from Krishna et al. [2016].
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models to memorize and model can easily take advantage of the language bias while
answering these type of questions. On the contrary, Zhang et al. [2016] and An-
dreas et al. [2016] showed that with balanced binary questions, spatial reasoning and
high-level inference is hard for VQA models to answer. Nonetheless, visual genome
dataset paved the way to perform structured reasoning over the image and its parts
which has been a major factor in improving the performance of visual question an-
swering models.

Figure 2.4: Example from CLEVR dataset [Johnson et al., 2016]. Left: Shapes, attributes,
and spatial relationships. Center: Examples of questions and their associated func-
tional programs. Right: Catalog of basic functions used to build questions. Figure

adopted from Krishna et al. [2016].

2.1.5 CLEVR

It is often hard to pinpoint the reasoning task (i.e., recognition, reasoning, common-
sense knowledge) in which the VQA model needs improvement due to the holistic
nature of the VQA task. Johnson et al. [2016] proposed Compositional Language and
Elementary Visual Reasoning (CLEVR) dataset as a diagnostic dataset for evaluating
the visual reasoning prospect of VQA systems where one can test the model’s ability
to answer questions about a diverse set of reasoning tasks (examples from CLEVR
dataset is shown in Fig. 2.3). CLEVR dataset consists of rendered simple shapes, sizes
and colors that reduce the complexity in recognition task and allow the VQA system
to focus on reasoning tasks. The CLEVR diagnostic dataset has 100K rendered im-
ages and ∼ 1M automatically generated questions, 853K of which are unique. An
example from Visual Genome dataset is presented in Fig. 2.4. This dataset features:

• Simple scenes: The rendered scenes were simple, consisting of three object
shapes (cube, spare, cylinder), two object size (small and large), two materials
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(shiny – ‘metal’ and matte – ‘rubber) and eight colors (gray, red, blue, green,
brown, purple, cyan, and yellow). The objects locations were defined by four
spatial relations (left, right, in-front and behind) defined by projecting the cam-
era view point vector into the scene.

• Scene Graphs: As the images were rendered, each image was accompanied by
a ground truth scene graph. The scene-graph represented the nodes as objects
with attribute annotations and edges as spatial relationships between objects.

• Functional Program: Each question is associated with a functional program
to be executed on the image’s scene graph to get the answer of the question.
These functional programs represent elementary visual reasoning operations
such as querying object attribute like color, size, shape, counting set of objects or
comparing values and spatial locations.

• Question Family: The functional programs can have endless combinations for
representing a question to achieve an answer. As the question size increases
(average question size in CLEVR dataset is about 20 words), intuitively, the
representation using the questions functional program becomes increasingly
complex. To address this problem, the CLEVR dataset formulated 90 question
families, each represented with a template with an average of 4 text templates
per question family.

The questions presented in the CLEVR dataset are quite complex and require
superior reasoning abilities which would require skills like counting, comparing and
short term memory. This helps in figuring out which aspect of the VQA model needs
improvement and how well it can reason about complex questions, but the scenes
used to render the images are rather simple. Thus a model can improve its reasoning
skills on a limited set of visual inputs, but it does not generalize well to the inherent
complexities of the natural scenes of the real world. The authors also stress that
improving accuracy on CLEVR dataset is not the end goal rather it should be used
in conjunction with other VQA systems in order to evaluate the reasoning ability
in question. Nonetheless, this dataset helped create the need of real image datasets
with complex reasoning questions which we cannot always get from crowd-sourced
human annotators.

2.1.6 GQA

The GQA dataset [Hudson and Manning, 2019] can be considered as the ‘real im-
age’ version of the CLEVR dataset. The CLEVR dataset had rendered images and
machine generated questions which limited its application and scope. However, its
goal to test VQA models reasoning ability is still valid and GQA dataset paves the
way towards that research direction by focusing on real-world reasoning and com-
positional question answering. This is the largest VQA dataset to-date with 113K
images and 22M questions (examples from GQA dataset is shown in Fig. 2.5). Simi-
lar to CLEVR dataset, each image in GQA dataset has dense scene-graph annotation
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Figure 2.5: Comparison of question-answer pair between VQA and GQA dataset. The
question-answer pairs in GQA dataset are more complex and require more visual
and semantic concepts from image to predict the correct answer. Image adopted

from Hudson and Manning [2019] .

describing the objects, attributes and relationships in the image, and each question is
associated with a functional program that enumerates the reasoning steps required
to answer the question. Unlike CLEVR dataset, each answer is accompanied with
visual and linguistic justification regarding why the said answer is the correct one.
The questions are generated in a two stage process, first, rich semantic information
about the objects, relationships and attributes are sourced from rich scene graph, and
second, structural patterns learned from VQA-v1 dataset Antol et al. [2015] are ap-
plied to generate questions that have natural diversity and compositionality of crowd
sourced questions. To avoid question-conditional bias, question are curated based on
the functional program associated with the question.

One shortcoming of the GQA dataset is its limited vocabulary size. The questions
are partly generated from scene-graph, thus the question and the answers do not
capture the diverse vocabulary of real world. There are only 3097 unique words
in its 22M question. Such limited vocabulary does not scale well with the size of
the dataset. Even with this shortcoming, GQA offers an exhaustive platform for
evaluating VQA models.

2.1.7 VQA-CP

Both versions of the VQA dataset [Antol et al., 2015; Goyal et al., 2017] have problems
with language priors. Agrawal et al. [2018] re-purposed both versions of VQA dataset
to eliminate the effect of language prior, and proposed a new version for both of the
VQA datasets called Visual Question Answering under Changing Priors (VQA-CP).
First, the image-question-answer triplets of training and validation splits of VQA
datasets are merged together. The ground truth annotations of the test split are not
available, thus they are not included in the VQA-CP dataset. Second, the merged
train-val dataset undergoes question grouping where similar questions are grouped
together. The question similarity is determined if the first few words are similar
and if they have the same answer. For example, the questions ‘Q: What color is the
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umbrella?, A: White’ and ‘Q: What color is the wall?, A: White’ will be grouped
together, whereas, ‘Q: What color is the umbrella?, A: White’ and ‘Q: What color
is the wall?, A: Rainbow’ will be in separate groups. Third, the grouped questions
are split into train and test sets following a greedy re-splitting approach. The image-
question-answer triplets are distributed into the train and test sets so that question
with the same type and ground truth are not common between the two sets with
uniform coverage of the test concepts. This process is separately done for VQA-v1
dataset [Antol et al., 2015] and VQA-v2 dataset [Goyal et al., 2017] to generate VQA-
CP v1 and VQA-CP v2 datasets. VQA-CP v1 dataset has a training set of 118K images
with 245K questions and the test set consists of 87K images with 125K questions. On
the other hand, VQA-CP v2 dataset has a training set of 121K images with 438K
questions and the test set consists of 98K images with 220K questions.

The VQA-CP dataset sets up a challenging platform for evaluating VQA models.
The train and test sets are semantically different so that VQA models cannot leverage
the language bias. However, as the train and test separation is performed only based
on questions types and answers; the same object can be present in train and test
sets. For example, the image of a cat can exist in both the train and test sets even
though they are separated by different question types. Further, as the questions are
re-purposed from train-val split of the VQA datasets, the number of test questions
are limited compared to other benchmark VQA datasets. Nonetheless, VQA-CP
dataset offers a strong evaluation platform to check a VQA model’s ability to perform
without language bias.

2.1.8 Proposed Open-World VQA dataset

We summarize the comparison between existing VQA datasets in Tab. 2.1. It is ev-
ident from the review about the existing VQA datasets that in order to model real
world ambiguities and commonsense knowledge, we need to build VQA datasets
using natural images with crowd-sourced question-answer annotations. Further, we
need to have non-overlapping training and testing splits, both considering seman-
tic and visual inputs. Agrawal et al. [2018] proposed the VQA-CP which was only
separated by semantic concepts, but not visual concepts. As VQA is a multimodal
problem, it is only natural to have training and evaluation settings where one can
evaluate a model’s performance by training on known visual-semantic concepts, and
evaluating on unknown concepts. This measures a VQA model’s ability to infer
about the unknown by transferring knowledge and linking it with the known con-
cepts. We propose an Open-World VQA dataset, dubbed OW-VQA, in Chapter 5 to
provide such an evaluation platform. The main features of our proposed OW-VQA
dataset are as follows (more details in Sec. 5.3):

• OW-VQA dataset has two versions, OW-VQA v1 and OW-VQA v2, created
from VQA v1 and VQA v2 respectively. Our OW-VQA dataset consists of a
total a 82, 783 images and 224, 040 questions in v1, and for the same number of
images 402, 961 questions in v2.
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• We provide the four splits for both versions of our OW-VQA dataset. The train-
set split consists only of known visual-semantic concepts, the valset-known split
consists of known concepts and the valset-unknown split consists of unknown
concepts of the validation set, and the testset split consists of subset of all un-
known visual-semantic concepts.

• We recommend two evaluation protocols for our dataset. First, for ablation and
fine-tuning, we recommend to train a VQA model on the respective trainset
and evaluate on valset-known and valset-unknown. This unique feature provides
insight about how VQA models can reason about both known and unknown
concepts. Second, for benchmark VQA accuracy, we recommend training on
trainset + valset-known and report the accuracy when evaluated on testset.

2.2 Attention in VQA models

2.2.1 Image-level attention

Given the success of deep learning, image-level visual features from images are
extracted using deep Convolutional Neural Networks (CNNs) (e.g., VGGNet [Si-
monyan and Zisserman, 2014], ResNet [He et al., 2016]), and semantic features are ex-
tracted using word-embeddings [Pennington et al., 2014] or Long Short-Term Mem-
ory (LSTM) [Hochreiter and Schmidhuber, 1997] networks or its modern variants
[Chung et al., 2014]. Once the features are extracted from the input, the VQA model
needs to identify which part of the image is most important to answer the given
question. To do so, some approaches train RNNs to generate top-K candidate an-
swers and use a multi-class classifier to choose the best answer [Antol et al., 2015;
Zhu et al., 2016; Zhou et al., 2015]. For an improved VQA capability, attention mecha-
nisms have been focused on either or both the image [Shih et al., 2016] and the natural
language questions [Lu et al., 2016b]. A number of attention mechanisms have been
incorporated within deep networks to automatically focus on arbitrary regions in the
image based on the given question [Lu et al., 2016b; Jabri et al., 2016]. One of such
attention model is stacked attention network [Yang et al., 2016] which generates an
attention map on the image by recursively attending to salient image details. Mem-
ory networks have also been incorporated in many top performing models [Xiong
et al., 2016; Sukhbaatar et al., 2015; Zhu et al., 2017] where the questions required the
system to compare attributes or use a long reasoning chain. All of these attention
models try to learn a spatial attention distribution over the image using image-level
visual features [Xu et al., 2015; Yang et al., 2016; Jabri et al., 2016; Shih et al., 2016; Lu
et al., 2016b].

2.2.2 Object-level attention

Different multimodal fusion methods [Xu et al., 2015; Gao et al., 2016; Ben-Younes
et al., 2017] have been used to compute the attention maps (called soft attention) on
the spatial image grid locations. All these techniques explore top-down attention and
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only focus on the image grid. Anderson et al. [2018] used object detection algorithms
(i.e., Faster R-CNN [Ren et al., 2015b]) to get visual feature of the top object proposals
of an image. Using a set of object-level features instead of grid-level features provides
bottom up attention by identifying all the objects in the image. Using this additional
bottom up attention provides accuracy boost for VQA models [Anderson et al., 2018;
Ben-Younes et al., 2019]. The feature maps generated from the object proposals are
discrete and do not encode the spatial relationships between the objects present in
the image. Thus, there exists a semantic gap since the two sets of approaches look at
different kinds of features, one from the image-level and one from the object-level.

2.2.3 Self Attention

A large portion of the VQA literature focuses on learning a multi-modal represen-
tation of image and question features to generate an attention distribution over the
input visual feature representation [Fukui et al., 2016; Vinyals et al., 2015; Ben-Younes
et al., 2017, 2019; Farazi and Khan, 2018; Yu et al., 2017; Kim et al., 2018]. These ap-
proaches have been very successful in learning the multi-modal interactions, however
they do not learn mono-modal attention distributions over the inputs themselves e.g.,
identifying correlation between different image regions or relationships between dif-
ferent words of the question. Inspired by the success of self-attention mechanism
[Vaswani et al., 2017] in capturing long range dependencies, Yu et al. [2019] pro-
posed to use self-attention to capture the mono-modal interactions in a VQA setting.
Using such self attention, Yu et al. [2019] achieved better VQA accuracy. However,
for achieving high-level visual understanding, one needs to learn both mono-modal
and multi-modal interactions.

Inspired by human perception, in Chapter 3, we combine the image-level and
object-level attention through an efficient attention mechanism to reason about the
objects in local and global context, which enables that model not only to look at
the whole image or only at objects, rather look at both. Further, as the visual lin-
guistic attention models are limited to learning the attention distribution based on
the questions in the dataset, in Chapter 4 we propose a question agnostic attention
which helps answer questions that require the model to perform a reasoning task
such as counting. Furthermore, in Chapter 6, we propose to use complementary
mono-modal and multi-modal attention approaches to identify the salient visual and
semantic cues by applying self and mutual attention.

2.3 Learning about the unknown

2.3.1 Training with Novel Concepts

A VQA engine is highly likely to encounter questions about completely unknown
objects and semantic concepts when operating in an Open-World setting. Some recent
attempts to propose novel concept splits for VQA only consider the language side
[Agrawal et al., 2018; Teney and Hengel, 2016; Ramakrishnan et al., 2017; Agrawal



26 Background

et al., 2017]. Goyal et al. [2017] showed that existing VQA datasets have highly cor-
related answers on train and test sets. As a result, VQA models tend to remember
the popular answers instead of attending to the correct image details for predicting
the correct answer. They subsequently proposed new protocols with distinct distri-
butions of answers in both sets to have a fair evaluation protocol. On similar lines,
Agrawal et al. [2018] proposed a new split for VQA where train and test sets have
different prior distributions for each question type. Teney and Hengel [2016] also
highlighted that current VQA models are biased towards rare and unseen concepts
and proposed a zero-shot split only for language content (i.e., Q&A). We note that
the above-mentioned methods only suggest a language based split and the visual
concepts may still appear visually during the training process. Therefore, they do
not satisfy the Open-World assumption.

2.3.2 Incorporating supplementary information

Although most VQA approaches only work with a given training set, some efforts
explore the use of supplementary information to help the VQA system. Generally,
such methods employ external knowledge sources (both textual and visual) to aug-
ment the training set. For example, a couple of approaches used web searches to
find related images which were used for answer prediction [Teney and Hengel, 2016;
Teney et al., 2018]. Language based external knowledge bases were used by Wang
et al. [2017a] and Wu et al. [2016] to provide logical reasons for each answer choice
and to answer a more diverse set of questions. More recently, Teney and van den
Hengel [2018] proposed a meta-learning approach that learns to use an externally
supplied support set comprising of example question-answers. Patro and Nambood-
iri [2018] proposed a differential attention mechanism that uses an exemplar from
the training set to generate human-like attention maps, however does not consider a
transferable attention function that can reason about new visual/semantic concepts.

In contrast to these approaches, we develop a VQA model for the open-world in
Chapter 5 that does not use any external data, rather learns an attention function to
use similar examples from the training set to provide better inference-time predic-
tions. The VQA model first identifies similar known visual and semantic concepts
from the training set and transfers the leaned joint feature embeddings to reason
about the unknown concept. Our approach does not require external knowledge
base and/or expensive pretraining, rather employs an efficient search and retrieval
on its training states, which makes it generalizable across datasets.

2.4 Understanding visual relationships

2.4.1 Visual relationships

To improve visual reasoning performance, understanding object relationships in a
scene is important. The concept of scene-graph was introduced in [Johnson et al.,
2015] for image retrieval, where it was defined as a way of describing the contents of
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a scene by encoding object instances, attributes of objects, and relationships between
objects. In the VQA domain, Visual Genome [Krishna et al., 2016] and CLEVR [John-
son et al., 2016] datasets contain scene-graphs representing the relationships between
objects and attributes, and some object clusters that usually come together. These
representations are often generated manually by humans [Krishna et al., 2016] for
real images and automatically for rendered images [Johnson et al., 2016]. However,
a recent approach has been proposed [Xu et al., 2017] to generate such scene-graphs
automatically. This approach uses state-of-the-art object detection algorithms (Faster
R-CNN [Ren et al., 2015b]) to detect the objects in an image; rather than predicting
local relationship predicates among the objects, it passes messages between differ-
ent regions of the image to capture the global scene context. Additional knowledge
sources, such as language priors [Lu et al., 2016a] and pairs of images [Zhang et al.,
2017a] have also been used to predict object relationships. Different from our work,
top-down visual factors and associated object features have not been used for the
VQA task, where such information is highly desirable to generate an informed an-
swer.

2.4.2 Semantic relationship modelling

The two major obstacles in utilizing visual relationships in a VQA model are the lack
of ground-truth relationship labels and a way to represent the relationship features.

Several recent VQA models [Xu et al., 2017; Li et al., 2019b; Hu et al., 2019; Zhang
et al., 2019a] resorted to a graph neural network approach where the object pairs rep-
resenting the nodes and relationship features were represented by some combination
of the object features. This approach has two practical limitations, first, it relies
heavily on the graph representation and the model’s ability to reason over the graph
representation. Second, the lack of a real-world VQA dataset that has ground-truth
graph representations of images to train and test the models. A few models [Teney
et al., 2016; Santoro et al., 2017] tried to capture the relationships from rendered syn-
thetic VQA datasets (Abstract Scene VQAv1 [Antol et al., 2015], CLEVR [Johnson
et al., 2016]), which do not generalize well to real scenes. Even though, the Visual
Genome [Krishna et al., 2016] dataset has scene graph annotations, the lack of scene
graph representations in benchmark VQA datasets (e.g., VQAv1[Antol et al., 2015],
VQAv2 [Goyal et al., 2017], VQA-CP[Agrawal et al., 2018]) limit a model’s ability to
generate graph representations.

We propose a tangential approach in Chapter 6, first of its kind, where we treat
the visual relationship feature not as a combination of visual features or a graph,
rather as a semantic mono-modal feature representation from its subject, predicate
and object labels. We use semantic relationship parser that generates relationship
triplets directly from the image, and use them along with other input visual features.
Such enriched semantic relationship modeling is an important missing piece in the
existing VQA models. We demonstrate that under an oracle setting, these semantic
relationships can bring the performance on par with the human-level accuracy for
the VQA task.
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2.5 Conclusion

In summary, this chapter provides an overview of existing VQA literature and iden-
tifies knowledge gaps around existing datasets, visual attention, reasoning about the
unknown and understanding visual relationships. In the next chapters, we discuss
how we developed and improved VQA state-of-the-art by bridging the aforemen-
tioned knowledge gaps, and proposing better VQA models.



Chapter 3

Reciprocal Attention Fusion

In this chapter, we address the problem of attending to both image-level and object-
level visual features for Visual Question Answering (VQA). Existing attention mech-
anisms either attend to local image-grid or object-level features. Motivated by the
observation that questions can relate to both object instances and their parts, we
propose a novel attention mechanism that jointly considers reciprocal relationships
between the two levels of visual details. Our design hierarchically fuses multi-modal
information i.e., language, object- and grid-level features, through an efficient tensor
decomposition scheme. The bottom-up attention thus generated is further coalesced
with the top-down information to only focus on the scene elements that are most
relevant to a given question. This chapter is based on our published work [Farazi
and Khan, 2018], previously mentioned in Sec. 1.6.

3.1 Introduction

An AI agent equipped with visual question answering ability can respond to intel-
ligent questions about a complex scene. This task bridges the gap between visual
and language understanding to realize the longstanding goal of highly intelligent
machine vision systems. Recent advances in automatic feature learning with deep
neural networks allow joint processing of both visual and language modalities in
a unified framework, leading to significant improvements on the challenging VQA
problem [Antol et al., 2015; Krishna et al., 2016; Johnson et al., 2016; Zhu et al., 2016;
Goyal et al., 2017].

To deduce the correct answer, an AI agent needs to correlate image and question
information. A predominant focus in the existing efforts has remained on attending
to local regions on the image grid based on language input [Xu et al., 2015; Lu et al.,
2016b; Yang et al., 2016; Jabri et al., 2016; Shih et al., 2016]. Since these regions do
not necessarily correspond to representative scene elements (objects, attributes and
actions), there exists a "semantic gap" in such attention mechanisms. To address this
issue, Anderson et al. [2018] proposed to work at the object level, where model atten-
tion is spread over a set of possible object locations. However, the object proposal set
considered in this way is non-exhaustive and can miss important aspects of a scene.
Furthermore, language questions can pertain to local details about objects parts and

29
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Q: Why does the man

have his arm stretched 

towards the giraffe?

A: 

Feeding 

the giraffe

Image level features

Object level features

Question 

features

Co-Attention 
Fusion

Attention 
Fusion

Attention 
Fusion

Figure 3.1: Applying attention to reciprocal visual features allow a VQA model to
obtain the most relevant information required to answer a given visual question.

attributes, which are not encompassed by the object-level scene decomposition.
In this chapter, we propose to simultaneously attend to both low-level visual con-

cepts as well as the high-level object based scene representation. Our intuition is
based on the fact that the questions can be related to objects, object-parts and local
attributes, therefore focusing on a single scene representation can degrade model
capacity. To this end, we jointly attend to two reciprocal scene representations that
encompass local information on the image gird and the object-level features. The
bottom-up attention thus generated is further combined with the top-down attention
driven by the linguistic input. Our design draws inspiration from the human cogni-
tive psychology, where attention mechanism is known to be a combination of both
exogenous (bottom-up) and endogenous (top-down) factors [Desimone and Duncan,
1995; Borji and Itti, 2013].

Given the multi-modal inputs, a critical requirement is to effectively model com-
plex interactions between the multi-level bottom-up and top-down factors (Fig. 3.1).
For this purpose, we propose a multi-branch CNN architecture that hierarchically
fuses visual and linguistic features by leveraging an efficient tensor decomposition
mechanism [Tucker, 1966; Ben-Younes et al., 2017]. Our experiments and extensive
ablative study proves that a language driven attention on both image-grid and object
level representation allows a deep network to model the complex interaction between
vision and language as our model outperforms the state-of-the-art models in VQA
tasks.

In summary, in this chapter we make the following key contributions:

• A hierarchical architecture incorporating both the bottom-up and top-down
factors pertaining to meaningful scene elements and their parts.

• Co-attention mechanism enhancing scene understanding by combining local
image-grid and object-level visual cues.

• Extensive evaluation and ablation on balanced and imbalanced versions of
large-scale VQA dataset achieving single model state-of-the-art performance
in both.
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3.2 Methods

The VQA task requires an AI agent to generate a natural language response, given
a visual (i.e., image, video) and natural language input (i.e., questions, parse). We
formulate VQA task as a classification task, where the model predicts the correct
answer (â) from all possible answers for a given image (v) and question (q) pair:

â = argmax
a∈A

p(a|v, q; θ), (3.1)

where θ denotes the set of parameters used to predict the best answer from the set
of all possible answers A.

Our proposed architecture to perform VQA task is illustrated in Figure 3.2. The
key highlights of our proposed architecture include a hierarchical attention mecha-
nism that focuses on complementary levels of scene details i.e., gird of image regions
and object proposals. The relevant co-attended features are then fused together to
perform final prediction. We name our model as the ‘Reciprocal Attention Fusion’
because it simultaneously attends to two complementary scene representations i.e.,
image gird and object proposals. Our experimental results demonstrate that both
levels of scene details are reciprocal and reinforce each other to achieve the best
single-model performance on challenging VQA task. Before elaborating on the hier-
archical attention and feature fusion, we first discuss the joint feature embedding in
Section 3.2.1.

3.2.1 Joint Feature Embedding

Let V be the collection of all visual features extracted from an image and Q be the
language features extracted from the question. The objective of joint embedding is
to learn the language feature representation q = χ(Q) and multilevel visual features
vk = ζ(V). These feature representations are used to encode the multilevel relation-
ships between question and image which in turn is used to train the classifier to
select the correct answer.

Multilevel visual features: The multilevel visual embedding vk consists of image
level features vI and object level features vO. Our model employs ResNeXt [Xie et al.,
2017] to obtain image level features, vI ∈ Rnv×G by taking the output of convolu-
tion layer before the final pooling layer, where G denotes the number of spatial grid
locations of the extracted visual feature with nv dimensions. This convolution layer
retains the spatial information of the original image and enable the model to apply
attention on the image grid. On the other hand, our model employs object detectors
to localize object instances and pass them through another deep CNN to generate
object level features vO ∈ Rnv×N for N object proposals. We use Faster R-CNN [Ren
et al., 2015b] with ResNet-101 [He et al., 2016] backbone and pretrain the object de-
tector on ImageNet [Deng et al., 2009] and again retrain it on Visual Genome Dataset
[Krishna et al., 2016] with class label and attribute features similar to Anderson et al.
[2018].
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Figure 3.2: VQA model architecture of Reciprocal Attention Fusion(RAF model). Given
an image-question pair, our model employs (1) Joint Feature Embedding (Sec.3.2.1)
to embed (a) Language Feature q, (b) Image-Level Feature vI and (c) Object-Level
Feature vO. Further, these embeddings undergo (2) Hierarchical Attention Fusion
(Sec.3.2.2) which consists of (d) Image-Question and (e) Object-Question Fusion fol-
lowed by top-down attention. These multi-modal representations are combined to-
gether by (3) Co-attention Fusion (Sec.3.2.3) that predicts an answer for the given
Image-Question pair. Overall, the proposed model attends to complementary lev-
els of scene details and fuses multi-modal information to predict highly accurate

answers.

Bottom-up Attention: In order to focus on the most relevant features, two Bottom-
up attention mechanisms are applied during multilevel feature extraction. The image-
grid attention is generated using ResNeXt [Xie et al., 2017] pretrained on ImageNet
[Deng et al., 2009] to obtain vI ∈ R2048×14×14, which represents 2048 dimensional
features vectors for G = 14× 14 image grid over the visual input. The size and scale
of the image grid can be changed by using different CNN architecture or taking the
output of a different convolutional layer to generate a different sized BU attention.
Meanwhile, object proposals are generated in a bottom up fashion to encode object
level visual features vO. We select a total of top N = 36 object proposals whose
nv = 2048 dimensional feature vectors are obtained from the ROI pooling layer in
the Region Proposal Network.

Language features: To represent the questions embedding in an end-to-end frame-
work, GRUs [Cho et al., 2014] are used in a manner similar to [Fukui et al., 2016;
Ben-Younes et al., 2017]. The words in questions are encoded using one-hot-vector
representation and embedded into vector space by using a word embedding ma-
trix. The embedded word vectors are fed to the GRU with nq units initialized with
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pretrained Skip-thought Vector model [Kiros et al., 2015]. The output of the GRU
is fine-tuned to get the language feature embedding q = {qi : i ∈ [1, nq]} where
nq = 2400. The language feature embedding is used to further refine the spatial vi-
sual features (i.e., image grid and object level) by incorporating top-down attention
discussed in Section 3.2.2.

3.2.2 Hierarchical Attention Fusion

The hierarchical attention mechanism takes spatial visual features vI , vO and lan-
guage feature q as input and a learns multi-modal representation W to predict answer
embedding ρ. This step can be formulated as an outer product of the multi-modal
representation, visual and language embeddings as follows:

ρ = W ×1 q ×2 v, (3.2)

where, ×n denotes n-mode tensor-matrix product. However, this approach has some
serious practical limitations in terms of learnable parameters for W ∈ Rnv×nq×nρ as
the visual and language feature are very high dimensional, which results in huge
computational and memory requirements. To counter this problem, our model em-
ploys a multi-modal fusion operation τ(v, q) to encode the relationships between
these two modalities, which is discussed next.

Multi-modal Fusion: Multi-modal fusion aims to reduce the number of free pa-
rameters in tensor W ∈ Rnv×nq×nρ for a fully parameterized VQA bilinear model.
Our model achieves this by using Tucker Decomposition [Tucker, 1966] which is a
special case of higher-order principal component analysis to express W as a core ten-
sor Tc multiplied by a matrix along input mode. The decomposed tensors are fused
in a manner similar to [Ben-Younes et al., 2017] that encompass the multi-modal re-
lationship between language and vision domain. The tensor W can be approximated
as:

W ≈ Tc ×1 Tq ×2 Tv ×3 Tρ = [[Tc; Tq, Tv, Tρ]] (3.3)

where Tv ∈ Rnv×tv , Tq ∈ Rnq×tq and Tρ ∈ Rnρ×tρ are factor matrices similar to princi-
pal components along each input and output embeddings and Tc ∈ Rtv×tq×tρ is the
core tensor which encapsulates interactions between the factor matrices. The notation
[[·]] represents the shorthand for Tucker decomposition. In practice, the decomposed
version of W is significantly smaller number of parameters than the original tensor
[Bader and Kolda, 2007].

After reducing the parameter complexity of W with tucker decomposition, the
fully parametrized outer product representation in Eq. 3.2 can be rewritten as:

ρ = Tc ×1 q̃ ×2 ṽ ×3 Tρ (3.4)

where ṽ = vᵀ Tv ∈ Rtv and q̃ = qᵀ Tq ∈ Rtq . We define a prediction space ρ = τᵀ Tρ ∈
Rnρ where the multi-modal fusion τ is:

τ = Tc ×1 q̃ ×2 ṽ ∈ Rtρ (3.5)
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The Tucker decomposition allows our model to decompose W into a core tensor
Tc and three matrices. The first two matrices, Tq and Tv project the question and
visual embeddings to lower tq and tv dimensional space that learns to model the
multi-modal interaction and projects the resulting output to tρ dimensional vector.
We set the input projections dimension to tq = tv = 310 and output projection dimen-
sion as tρ = 510. The input and output tensor projection dimensions determine the
complexity of the model and the degree of multi-modal interaction which in turn af-
fects the performance of the model. These values are set empirically by testing them
on VQAv1 validation dataset. It has been reported in the literature [Fukui et al., 2016;
Ben-Younes et al., 2017] that applying nonlinearity to the input feature embeddings
improve performance of multi-modal fusion. Therefore, we encode ṽ and q̃ with tanh
nonlinearity during fusion. The output of the multi-modal fusion τ ∈ Rtρ passes
through convolution and softmax layers to create 1× G and 1× N dimensional rep-
resentation for image-question and object-question embedding respectively. Thus,
by employing hierarchical attention fusion, we embed question with spatial visual
features to generate image-question τvI ,q ∈ R1×G and object-question τvO,q ∈ R1×N

embedding.

Top-down Attention The image level and object level features are used alongside
image-question and object-question embeddings to generate an attention distribution
over spatial grid and object proposals respectively. We take weighted sum (WS) of
the spatial visual features (i.e.,vI and vO) vectors using the attention weights (i.e.,τvI ,q

and τvO,q) to generate ϕI and ϕO which are top-down attended visual features,

ϕI =
G

∑
i

τi
vI ,q vi

I and ϕO =
N

∑
i

τi
vO,q vi

O. (3.6)

3.2.3 Co-attention Fusion

The attended image-question and object-question visual features represent a combi-
nation of visual and language features that are most important to generate an answer
for a given question. We concatenate these two bimodal representations to create
the final visual-question embedding ϕ = ϕI ⊕ ϕO. The visual-question embedding,
ϕ and original question embedding q again undergo same multi-modal fusion as
Eq.3.5. The only difference is now tϕ = 2× tv as our model uses two glimpse at-
tention which was found to yield better results [Fukui et al., 2016; Ben-Younes et al.,
2017; Kim et al., 2016]. The output of the final fusion is then passed on to the clas-
sifier that predicts the best answer â from the answer dictionary A given question q
and visual input v.
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3.3 Experiments

3.3.1 Dataset

We perform experiments on VQAv1 [Antol et al., 2015] and VQAv2 [Goyal et al.,
2017] both of which are large scale VQA datasets. VQAv1 contains over 200K images
from the COCO dataset with 610K natural language open-ended questions. VQAv2
[Goyal et al., 2017] contains almost twice as many question for the same number of
images. VQAv2 has a balanced image-question pair to mitigate the language bias that
allows a more realistic evaluation protocol. Visual Genome is another larger scale
dataset that has image question pair with dense annotation of objects, attributes
[Krishna et al., 2016]. We train a pretrained faster RCNN model (on ImageNet)
again on Visual Genome dataset with class and attribute labels to extract object level
features from the input image.

3.3.2 VQA Model Architecture

Question Feature Embedding: Our model embeds the question features by first gen-
erating the questions and answer dictionary from training and validation set of the
VQA datasets. We make the question and answers lower case, remove punctuation
and perform other standard preprocessing steps before tokenizing the words, and
representing them into one-hot vector representation. As mentioned in section 3.2.1,
these question embeddings are fed to GRUs pretrained with Skip-thoughts [Kiros
et al., 2015] model that generates 2400-d language feature embeddings for the given
question. When experimenting with VQAv1 and VQAv2, we parse questions respec-
tively from training and validation sets to create the question vocabulary.

Answer Encoding: We formulate the VQA task as a classification task. We create
an answer dictionary from the training data and select the top 2000 answers as the
different classes. We pass the output of the final fusion layer through a convolutional
layer that outputs a 2000d vector. This vector is passed through the classifier to
predict â.

We use Adam solver [Kingma and Ba, 2014] with base learning rate of 10−4 and
batch size of 512 for our experiments. We keep the training parameters same for all
our experiments. We use NVidia Tesla P100 (SXM2) GPUs to train our models and
report our experimentation results on VQAv1 [Antol et al., 2015] and VQAv2 [Goyal
et al., 2017] dataset representing 1500 GPU hours of computation.

3.4 Results

We evaluate our performance on the VQA test servers which ensures blind evaluation
on the VQAv1 [Antol et al., 2015] and v2 [Goyal et al., 2017] test sets (i.e., test-dev,
test-standard) following the VQA benchmark evaluation approach. The accuracy y

1Single model performance is evaluated using their publicly available code.
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of the predicted answer â is calculated with the following formulation:

y = min
(

# of humans answered â
3

, 1
)

(3.7)

which means that answer provided by the model is given 100% accuracy if at least 3
human annotators who helped create the VQA dataset gave the exact answer.

In Table 3.1, we report VQAv1 test-dev and test-standard accuracies for our pro-
posed RAF model and compare it with other single models found in literature. Re-
markably, our model outperforms all other models in the over all accuracy. We
report a significant performance boost of 1.2% on the test-dev set and 0.3% on the
test-standard set. It is to be noted that using multiple ensembles and data augmen-
tation with complementary training in Visual Genome QA pairs can increase the
accuracy performance of the VQA models. For instance, MCB [Fukui et al., 2016],
MLB [Kim et al., 2016], MUTAN [Ben-Younes et al., 2017] and MFB [Yu et al., 2018]
employ similar model ensemble consisting of 7,7,5 and 7 models respectively, and re-
port overall 66.5, 66.9, 67.4 and 69.2 on the test-standard set. It is interesting to note
that except for MFB (7) all other ensemble models are ∼ 1% less than our reported
single model performance. We do not ensemble our model or use data augmentation
with complementary dataset as it makes the best results irreproducible and most of
the models in the literature do not adopt this strategy.

We also evaluate our model on VQAv2 test-standard dataset and compare it with
state-of-the-art single model performance in Tab.3.2, illustrating that our model sur-
passes the closest method [Teney et al., 2018] in all question categories and overall
by a significant margin of 2.1%. The bottom up, adaptive-k[Teney et al., 2018] is the
same model whose 30-ensemble version [Anderson et al., 2018] reports currently the
best performance among on VQAv2 test-standard dataset. This indicates our models
superior capability to interpret and incorporate multi-modal relationships for visual
reasoning.

In summary, our model achieves state-of-the-art performance on both VQAv1
and VQAv2 dataset which affirms the robustness of our model against language bias
without the need of data augmentation or the use of ensemble model. We also show
qualitative results in Fig. 3.4 to demonstrate the efficacy and complimentary nature
of attention focused on image-grid and object proposals.

3.4.1 Ablation Study

We perform an extensive ablation study of the proposed model on VQAv2 [Goyal
et al., 2017] validation dataset and compare it with the best performing model in
Table 3.3. This ablation study helps to better understand the contribution of differ-
ent components of our model towards the overall performance on the VQA task.
The objective is to show that when the language features are combined with image
grid and object-level visual features, the accuracy of the high-level visual reason-
ing task (i.e., VQA) increases in contrast to only combining language with image
or object-level features. The models reported in Category I in Table 3.3 use only
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Figure 3.3: Comparison of Accuracy vs No. of Parameters with other bilinear models.

image-level features extracted with deep CNNs and we compare RAF-I which is a
variant of our proposed RAF architecture only using image-level features. We ob-
serve RAF-I achieve comparable performance in this category. In Category II, RAF-O
model extracts only 36 object-level features but outperforms the models in Category
I. Anderson et al. [2018] also used only object-level features and this variant of our
model achieves comparable performance to that model. When we combine image
and object-level features together in Category III, we observe that the best results are
obtained. This proves our hypothesis that the questions relate to both objects, object
parts and local attributes, which should be attended for jointly an improved VQA
performance.

The recent Dual-MFA [Lu et al., 2017] model also uses complementary image and
object-level features. In contrast, our model uses bimodal attention fusion and also
evaluates on the balanced VQAv2 [Goyal et al., 2017] on which they do not report
performance. We also study the accuracy vs. size (no. of parameters) trade off in Fig.
3.3 on VQAv1 test-dev set as most of the bilinear models do not report on VQAv2.
Remarkably, our RAF model achieves significant performance boost over Dual-MFA
(66% to 68%) with around half the number of parameters.

3.5 Conclusion

We build our proposed model based on the hypotheses that multi-level visual fea-
tures and associated attention can provide an AI agent additional information per-
tinent for deep visual understanding. As VQA is a standard measure of image un-
derstanding and visual reasoning, we propose a VQA model that learns to capture
the bimodal feature representation from visual and language domain. To this end,
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Cat. Methods Val-set

I RAF-I(ResNet) 53.9
HieCoAtt [Lu et al., 2016b; Goyal et al., 2017] 54.6
RAF-I(ResNeXt) 58.0
MCB [Fukui et al., 2016; Goyal et al., 2017] 59.1
MUTAN [Ben-Younes et al., 2017] 60.1

II Up-Down[Anderson et al., 2018] 63.2
RAF-O(ResNet101) 63.9
RAF-O(ResNet152) 63.4

III RAF-IO(ResNet-ResNet) 64.0
RAF-IO(ResNeXt-ResNet) 64.2

Table 3.3: Ablation Study on VQAv2 [Goyal et al., 2017] validation set.

we employ state of the art CNN architectures to obtain visual features for local re-
gions on the image grid and object proposals. Based on these feature encodings,
we develop a hierarchical co-attention scheme that learns the mutual relationships
between objects, object-parts and given questions to predict the best response. We
validate our hypotheses by evaluating the proposed model on two large scale VQA
dataset servers followed by an extensive ablation study reporting state-of-the art per-
formance. Our model improves the state-of-the-art single model performances from
67.9% to 68.2% on VQAv1 and from 65.7% to 67.4% on VQAv2, demonstrating a
significant boost.
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Q: Is the giraffe friendly? A: YesQ: Is the monkey real? A: No

Q: What brand is the person wearing? A: Nike

Q: What are they celebrating? A: Birthday

Q: Are there advertisement signs on the fence? A: Yes

Q: What time is on the clock? A: 1:50 Q: Is this the girl’s suitcase? A: Yes

Q: What vegetable is on the grill? A: Broccoli Q: Is the dog sleeping? A: No

Q: What ceremony is happening? A: Wedding

Figure 3.4: Qualitative results of the proposed Reciprocal Attention Fusion mechanism for
Visual Question Answering. Given a question and an image (columns: 1, 4), attention
based on image-grid (columns: 2, 5) and object proposals (columns: 3, 6) is shown
above. Correct and incorrect answers are shown in green and red, respectively. Re-
markably, the two attention levels provide complementary information about local-
ized regions and objects that in turn help in obtaining the correct answer (rows:
1, 2, 3, 4). In some failure cases of our technique, ambiguous attention maps lead to

incorrect predictions (row: 5).
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Chapter 4

Question Agnostic Attention

In this chapter, we propose an attention mechanism that is complementary to any
existing question-dependent attention mechanisms of a Visual Question Answering
(VQA) model. VQA models employ attention mechanisms to discover image lo-
cations that are most relevant for answering a specific question. For this purpose,
several multimodal fusion strategies have been proposed, ranging from relatively
simple operations to more complex ones. The resulting multimodal representations
define an intermediate feature space for capturing the interplay between visual and
semantic features, that is helpful in selectively focusing on image content. Our model
parses object instances to obtain an ‘object map’ and applies it on the visual features
to generate QAA features. In contrast to question-dependent attention approaches
that are learned end-to-end, the proposed QAA does not involve question-specific
training, and can be easily included in almost any existing VQA model as a generic
light-weight pre-processing step, thereby adding minimal computation overhead for
training. Further, when used in complement with the question-dependent attention,
QAA allows the model to focus on regions containing objects that can potentially
be overlooked by the learned attention. Through extensive evaluation on VQAv1,
VQAv2 and TDIUC datasets, we show that incorporating complementary QAA al-
lows state-of-the-art VQA models to perform better, and provides significant boost to
simplistic VQA models, enabling them to perform on par with highly sophisticated
fusion strategies. This chapter is based on our published work [Farazi et al., 2020d],
previously mentioned in Sec. 1.6.

4.1 Introduction

An attention mechanism in a VQA system identifies the relevant visual information
to intelligently answer a given question. Therefore, attention is central to recent state-
of-the-art VQA models. Existing VQA models generally use grid-level or object-level
convolutional features to learn an attention distribution over the given image. In
the former case, this attention is dispersed over the spatial grid [Antol et al., 2015;
Fukui et al., 2016; Yang et al., 2016] while in the later case, attention is applied on
a set of object proposals [Anderson et al., 2018; Ben-Younes et al., 2019]. Recent
best performing methods combine the strengths of both these approaches to obtain

43
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Figure 4.1: A comparison of various multimodal fusion schemes for VQA evaluated on
VQAv2 validation dataset. In general, methods with low-parametric complexity (such
as linear sum, concatenation followed by MLP) deliver low performance compared
to more sophisticated ones (e.g., Mutan [Ben-Younes et al., 2017], Block [Ben-Younes
et al., 2019]). Using our proposed Question-Agnostic Attention, we observe a con-
sistent boost for all fusion mechanisms. The improvement is especially more pro-
nounced for simple models, bringing them on par with highly sophisticated meth-

ods.

attention maps with a better context [Farazi and Khan, 2018; Lu et al., 2018].
Learned attention mechanisms have been shown to significantly enhance the per-

formance of VQA systems. However, learning attention on dense grid- and object-
level features is a computationally demanding task that results in increased model
complexity. Furthermore, learned attention is tuned for a specific dataset and thereby
fails to generalize well to novel scenarios. To address these problems, we undertake
a tangential path and propose a Question-Agnostic Attention (QAA) approach that
is independent of a given question. Our approach is based on the insight that ques-
tions generally relate to the state, number, type and actions of the ‘objects’ present
in an image and their ‘mutual relationships’. Therefore, we propose to use an ob-
ject parsing module to generate question-agnostic attention maps based only on the
given images. This attention generation procedure acts as a simple pre-processing
step that encodes salient instance-centric visual cues (e.g., location, shape) and object-
relationship information which in turn leads to a performance boost for all evaluated
models and difficult question types (e.g., ‘What sports are they playing?’, ‘What kind of
furniture is in the picture?’)

We note that our proposed question-agnostic attention has some resemblance to
bottom-up saliency based attention methods. The saliency maps can be obtained
from human-viewers or predicted using learned machine learning models. The liter-
ature shows that human eye fixations as an attention mechanism, works poorly for
VQA and has less correlation with machine attention [Das et al., 2017a]. On the other
hand, several efforts in VQA literature show the importance of object-aware visual
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attention for improved VQA [Lu et al., 2016b; Anderson et al., 2018; Farazi and Khan,
2018] which emphasizes the notion that better localization of object instances results
in higher VQA accuracy. However, these attention procedures are learned on top of
object proposals while we propose an attention approach with minimal training cost.
Our approach uses instance segmentation to generate an object map on the spatial
image grid in a bottom-up fashion that is demonstrated to improve performance for
simple as well as complex VQA models.

Our results provide an interesting perspective on VQA showing that question-
agnostic attention can help achieve competitive VQA performance and provides
complementary information for existing VQA models, that results in notable perfor-
mance gain. In an extreme case, when we apply a fixed attention map computed from
a prior based on the training data, the VQA model still performs on par with exist-
ing models with learned attention (Fig. 4.1). Firstly, this highlights the performance-
complexity trade-off that is offered by recent multimodal fusion mechanisms for
VQA task. Our results show that even with very simple multimodal operations, a
VQA model can perform as well as more sophisticated models if question-agnostic
attention is used. Secondly, the performance improvement across all the models illus-
trates the complementary nature of QAA, that highlights the room for improvement
in learned ‘question-aware’ attention. Finally, the relatively stronger improvement for
simpler models shows that the information learned with QAA features is somewhat
similar to the high-order representation modelling through complex multimodal fu-
sion techniques.

The main contributions of this chapter include:

• An inexpensive VQA pre-possessing step, dubbed Question-Agnostic Attention
(QAA), that localizes object instances in an image irrespective of the question.

• A modular co-attention architecture that allows any off-the-shelf VQA model
to incorporate complementary QAA features.

• An extensive set of experiments on large scale VQA datasets and the TDIUC
dataset to showcase the effectiveness of using complementary QAA features,
especially helping simplistic VQA models achieve near state-of-the art perfor-
mance.

4.2 Method

Given a question Q about an image I, an AI agent designed for the VQA task will
predict an answer a∗ based on the learning acquired from training examples. Bench-
mark VQA models frame this task as a multi-class classification problem in the can-
didate answer space, and the models learn to predict the correct answer for a given
Image-Question (IQ) pair. This task can be formulated as:

a∗ = arg max
â∈D

P(â|Q, I; θ), (4.1)
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Figure 4.2: Architecture of our Question-Agnostic Attention (QAA) based VQA model.
QAA features are generated using instance segmentation (using Mask-RCNN) to
create a binary object map with the same resolution of the convolutional feature map.
The object map is applied as a mask on the convolutional feature map (generated by
ResNet) of the whole image. This ‘modular attention’ with minimal training cost
delivers strong improvement while used in complement with existing VQA models

on a number of VQA benchmarks.

where θ denotes the model parameters and a∗ is predicted from the dictionary of
candidate answers D.

A simplistic VQA model consists of two major parts: (1) Feature extraction mod-
ule, and (2) Multimodal feature embedding. The first part of the model extracts
visual features from an Image I and semantic features from a Question Q. The visual
features from an image are extracted using deep CNN based object recognition mod-
els (e.g., ResNet [He et al., 2016]) which are pretrained on large-scale image recog-
nition datasets such as ImageNet [Deng et al., 2009]. The image feature map from
the last convolution layer of the model is extracted as the visual feature v ∈ Rg×dv ,
where g is the index of the spatial location in the image over a coarse grid and dv is
the feature embedding dimension for each spatial grid location. On the other hand,
for extracting the language feature from a Question, each word is fed to a pretrained
encoder (e.g., GloVe [Pennington et al., 2014], Skip-thought [Kiros et al., 2015]) to get
vector embeddings of the question words. These vectors are then passed through
a language model which consists of Gated Recurrent Units (GRUs) to generate a
semantic feature q ∈ Rdq .

In the second part, extracted visual and semantic features are combined into a
multimodal representation, which in turn is used to minimize a loss function to pre-
dict the correct answer. A VQA model employs a joint embedding function Ψ(·)
to merge the extracted features in a common multimodal space. The function Ψ(·)
can be a simple fixed function (e.g., a linear sum, concatenation followed by MLP)
or a complex operation (e.g., multimodal pooling [Fukui et al., 2016] or fusion [Ben-
Younes et al., 2017, 2019]). Most importantly, the multimodal embedding is used
to selectively attend to visual features using a learned attention mechanism. This
attention is derived jointly from the given question and image pair. Different from
these attention approaches, we propose a pre-prcoessing step that estimates an atten-
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tion map without considering at-all the input questions. This simple approach with
no-training cost surprisingly gives highly compelling results.

Our proposed question-agnostic attention model is illustrated in Fig. 4.2. We first
employ an attention mechanism that focuses on different object instances by creating
an ‘object map’ with which the question-agnostic features are generated (Sec. 4.2.1).
The question-agnostic attention enables the model to focus on arbitrary object shapes
and object parts which results in an improved model attention. Instead of the origi-
nal CNN extracted spatial grid feature map, the question-agnostic features are passed
through the VQA model where the given language query is used to further refine
the visual features. These refined visual features are used to generate final predic-
tions for classification. The modular architecture of our model enables it to combine
predictions from other VQA models that aggregates multiple predictions to generate
an intelligent answer for the given question (Sec. 4.2.2).

4.2.1 Question-Agnostic Attention

The input image is passed through a pre-trained instance segmentation module to
predict the pixels that correspond to object instances. Notably, we ensure that the pre-
trained network has not seen any of the test images for the evaluated datasets and is
pre-trained on an altogether different task (i.e., instance segmentation as opposed to
VQA). These instances have arbitrary shape and size which makes it harder to encode
them and computationally infeasible for a VQA model to train with instance-level
features. To remedy this, a coarse representation of the object instances is generated
by creating a grid of size g over the whole image and the object instances are mapped
onto this grid. A binary representation of this grid is called the object map M ∈ Rg,
which essentially identifies if an object instance occupies a grid location or not.

One can learn a non-linear mapping function that maps the object instances to an
arbitrary high-dimensional space. However, we adopt a simplistic approach to set the
size of the object map equal to spatial grid size g for primarily three reasons. Firstly,
having the grid size equal to the CNN features allows our approach to establish a
one-to-one correspondence to the spatial grids of the CNN extracted convolutional
feature map, which enables the model to access the visual features of that gird re-
gion without requiring another explicit ROI pooling like Faster-RCNN. This avoids
expensive computations in our model. Secondly, the binary g-dimensional object map
can be applied as a mask to select only the visual features at grid locations that have
an object instance with a computationally inexpensive element-wise multiplication
between v and M to generate question-agnostic feature vM ∈ Rg×dv . Finally, as
the question-agnostic features have the same size as CNN extracted visual features,
it can be easy for any VQA model to incorporate the question-agnostic features by
only adjusting the size of object map equal to the size of CNN spatial grid. Thus, this
simplistic approach fashions question-agnostic attention mechanism as an inexpen-
sive pre-processing step that is easily applicable to any CNN based VQA model.
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4.2.2 Multiple Prediction Embedding

The modular architecture of QAA enables it to jointly consider predictions from any
other VQA model to generate a final prediction vector. In order to further validate
the complementary nature of our proposed QAA model, we include a simple spatial
attention mechanism, commonly used in most VQA models [Fukui et al., 2016; Ben-
Younes et al., 2017, 2019] to refine the visual features according to the question.
In addition to a fixed object map used to generate question-agnostic features, this
optional module can be used to refine the question-agnostic features according to the
question, providing flexibility to incorporate a spatial attention mechanism on top of
QAA. We achieve this by calculating a similarity measure between each question-
agnostic feature grid location vMi ∈ Rdv and q by projecting them in a common
space by a joint embedding function Ψ(·). This, in general, represents the relevance
of a spatial grid location for answering that input question. This similarity measure is
applied as a semantic weighting function, called Spatial Attention α ∈ Rg, that takes
a weighted sum over the spatial grids of input visual features. It can be expressed
as:

ṽM =
g

∑
i=1

αivMi where αi = softmax(Ψ(q, vi)). (4.2)

Here ṽM ∈ Rdv represents a combination of question-agnostic attention features that
are emphasized by the input question. Finally, it undergoes a second multimodal
embedding with the question feature q to generate a prediction vector P which has
the same dimension as the candidate answer dictionary D. Predictions from any
other VQA model can be concatenated with the prediction of our model. The con-
catenated predictions are passed through a multiple prediction embedding layer that
learns to generate a D dimensional final prediction vector.

4.3 Experiments and Results

In this section, at first, we describe the experimental setup that includes our instance
segmentation pipeline, VQA model architecture, dataset and evaluation metric. Then
we discuss the findings from our ablative experiments to study effectiveness of our
proposed approach in different settings. Finally, we present the qualitative and quan-
titative results of our model and do a comparative analysis with other state-of-the-art
models.

4.3.1 Experimental Setup

In this section, we provide additional details of the datasets that we experimented
on and our model architecture setup. In Fig. 4.1 we show the VQA accuracy gain
achieved while different VQA models use complementary QAA features.

VQA dataset: Firstly, we evaluate our QAA model on two large scale bench-
mark VQA datasets, namely VQAv1 [Antol et al., 2015] and VQAv2 [Goyal et al.,
2017]. Among the two datasets, VQAv2 contains complementary question-answer
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pairs which mitigates language bias present in the VQAv1 dataset, making VQAv2
a more challenging test setting. Both versions of the VQA dataset contain over 200K
real images sourced from the MS COCO dataset [Lin et al., 2014] and placed into
respective train/val/test splits. These images are paired with complex open-ended
natural language questions and answers. The ground truth answers for train and
val split are publicly available, but the test split is not. To evaluate on the test split
(both test-dev and test-std), the prediction needs to be submitted to the VQA test
server. We perform ablation experiments on validation sets of VQAv1 and VQAv2
(Tab. 4.1) and compare with other state-of-the-art methods on VQAv2 test-dev and
test-std dataset (Tab. 4.2). Following the standard evaluation strategy, we calculate
the accuracy â of the predicted answer a∗ as â = min(# of humans answered a∗/3, 1),
which means that the answer provided by the model is given 100% accuracy if at least
3 human annotators who helped create the VQA dataset gave the exact answer.

TDIUC dataset: Task Directed Image Understanding Challenge (TDIUC) dataset
[Kafle and Kanan, 2017] consists of 1.6M questions and 170K images sourced from
MS COCO and the Visual Genome Dataset. These Image-Question pairs are split
into 12 categories and 4 additional evaluation matrices (1st column of Tab. 4.3) which
help evaluate a model’s robustness against answer imbalance and its ability to an-
swer questions that require higher reasoning capability. We evaluate and perform
ablation on TDUIC testset, and report accuracy for all 12 question types along with
overall arithmetic mean-per-type (MPT) and harmonic MPT, and overall normalized
arithmetic MPT and harmonic MPT in Tab. 4.3.

Model Architecture: We use ResNet [He et al., 2016] pretrained on ImageNet [Deng
et al., 2009] to extract the visual features of an image with dimensions 196× 2048.
Here, g = 196 which represents the 14 × 14 spatial grid corresponding to image
regions and 2048 is the dimension of visual features for each grid location. The lan-
guage model generates a dq = 2400 dimensional feature for each question in a fashion
similar to [Fukui et al., 2016; Ben-Younes et al., 2017; Yu et al., 2018]. The question
words are first preprocessed, tokenized and encoded through a embedding layer that
consists of GRUs and uses a pretrained skip-thought encoder. For the models without
the optional spatial attention mechanism, the input visual feature is averaged across
the spatial grid to generate a 2048-d feature vector from the 2048×14×14 dimensional
feature map and passed on to be jointly embedded with the question feature. On the
other hand, the models with spatial attention learn to generate 2048-d feature vector
as discussed in Sec. 4.2.2. Following the VQA benchmark [Antol et al., 2015], the dic-
tionary of candidate answers D consists of the top 3000 frequent answers from the
respective versions of VQA dataset. A cross entropy loss is minimized to predict the
correct answer from the dictionary D. While performing experiments on the TUDIC
dataset, dimension of D is set to 1480.

Instance Segmentation: We employ a pre-trained Mask-RCNN [He et al., 2017]
model 1 to generate instance masks by running inference on the input image. Specif-
ically, the Mask-RCNN model was trained on COCO train and the val-minus-minival

1github.com/facebookresearch/maskrcnn-benchmark

github.com/facebookresearch/maskrcnn-benchmark
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split with a ResNet-50-FPN backbone. Although the ‘training data’ (i.e., images) of
the VQA datasets have an overlap with the ‘training set’ of COCO, none of the test
images have been previously seen by the pre-trained model. Also, we do not use
any object-level information in our attention map, rather only a simple binary mask
showing the location of detected objects is used. Therefore, our setting has no extra
advantage or external supervision compared to other approaches.

Baseline Model: We setup our VQA baseline model with four variants where the
model employs different multimodal operations for combining the question and im-
age features. All other setup and hyperparameters are kept exactly the same for fair
comparison. Each variant can have the optional spatial attention module. More de-
tails about the experimental setup and datasets can be found in the supplementary
materials. The first two variant of our baseline model incorporate simpler multi-
modal operation (i.e., liner summation and concatenation followed by MLP). The
latter two variants use a more complex multimodal operation, namely Mutan [Ben-
Younes et al., 2017] and Block [Ben-Younes et al., 2019], which achieve the state-
of-the-art performance for the VQA task, and have a considerably higher number
of trainable parameters for multimodal embedding. Mutan and Block operations are
implemented using their publicly available code2. The following are the four variants
of our baseline model:
Linear: The question and image features are projected onto a common space using
fully connected layers and the projected vectors are summed to obtain a joint feature
representation. This joint representation is projected to the prediction space P ∈
R3000 which is then passed through the answer prediction network to generate the
final prediction. This can be expressed as:

P′ = ωP(ωqq + ωvv), (4.3)

where ω represents the fully connected layer weights used for projection.
Concat-MLP: The question and image features are concatenated and passed through a
3-layer MultiLayer Perceptron (MLP) with ReLU activation and dropout to combine
the input features. The resulting vector is projected onto the prediction space for
answer classification.
Mutan: The Mutan model learns a multimodal interaction between question and
image using rank constrained Tucker tensor decomposition [Ben-Younes et al., 2017].
In this model, the visual and language features are decomposed into three matrices
and a core tensor that is somewhat capable of modelling the fully parameterized
interaction in the multimodal space.
Block: It employs block-term tensor decomposition following a super-diagonal fu-
sion framework[Ben-Younes et al., 2019]. This is the most computationally expensive
model that we experiment with and achieves state-of-the-art performance. The com-
plexity of a multimodal operation is inferred by calculating the number of trainable
parameters from attended image features, the question embedding, and the answer
prediction.

2github.com/Cadene/block.bootstrap.pytorch

github.com/Cadene/block.bootstrap.pytorch
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Ablation study: In Sec. 4.3.2 we perform ablation to showcase the effectiveness
of using complementary QAA on VQA models employing different multimodal op-
eration by evaluating on the VQAv2 Valset [Goyal et al., 2017] and the TDIUC testset
[Kafle and Kanan, 2017]. Furthermore, in Sec. 4.3.3 we show that without an explicit
object map during inference, our model can utilize image independent QAA features
generated from a global representation of training examples.

4.3.2 Ablation on Different Multimodal Operations

Simplistic VQA models get a significant performance boost using complementary QAA
features and perform on par with the state-of-the-art. In row (1) of Tab. 4.1, we report
that our baseline VQA model employing state-of-the-art Block fusion achieves 58.4
and 57.1 accuracy, whereas with a linear-sum operation, the same model achieves
accuracy of only 39.7 and 38.2 on VQAv1 and VQAv2 validation sets, respectively.
When the Linear model is trained with complementary QAA features, the accuracy
increases to 57.9 and 56.2 on the VQAv1 and VQAv2 datasets, respectively; perform-
ing very close to the state-of-the-art Block model (row (3)). This pattern also exists
when these same models include the optional spatial attention module (comparing
rows (4) and (6)). The simpler Linear model benefits from complementary QAA fea-
tures as it represents a subset of the spatial locations of the whole image that has
object instances and encodes visual cues like count, location and attributes which are
most important to predict the correct answer. The Linear model with only 8M train-
able parameters and relatively simpler multimodal operation cannot learn to identify
these visual cues on its own. Thus the performance boost while using complemen-
tary QAA feature is more significant (∼18↑ vs ∼0.5↑) for VQA models employing
a simplistic multimodal operation (i.e., Linear and Concat-MLP) compared to the
models employing a more sophisticated fusion operation (i.e., Mutan[Ben-Younes
et al., 2017] and Block[Ben-Younes et al., 2019]). Since more complex multimodal op-
erations learn salient visual cues by modeling the interaction between visual and se-
mantic features through significantly more parameters; VQA models employing such
complex operations benefit less from using complementary QAA features. Overall,
Tab. 4.1 and Fig. 4.1 shows that all variants of our VQA baseline employing different
multimodal operations, with or without optional spatial attention, benefit from using
complementary QAA features.
Complementary QAA features help answer rare question more accurately. In Tab. 4.3, we
valuate our baseline models with and without complementary QAA features on the
TDIUC testset and compare it against other state-of-the-art models using spatial grid
features. The baseline models reported in this table use the optional spatial attention
module. We can see that the accuracy for the difficult question categories (e.g., Object
Utility, Object Presence) increased when using QAA features, and this improvement
is more prominent for models using Linear and Concat-MLP operations. Further,
for all variants of the baseline model, both versions of Arithmetic and Harmonic
MPT improved, and this improvement is more significant for Harmonic MPT and
Harmonic N-MPT. This is particularly important as Harmonic MPTs is a more strict
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Test-dev Test-Standard
Model All All Y/N Num. Other

(1)
MCB - 62.3 78.8 38.3 53.3

Mutan 63.2 63.5 80.9 38.6 54.0
Ours(SG+QAA) 64.7 65.0 81.8 43.6 55.4

(2)
Up-Down 65.3 65.7 82.2 43.9 56.3

Block 66.4 66.9 83.8 45.7 57.1
Ours(BU+QAA) 66.7 67.0 83.8 45.9 57.1

Table 4.2: Comparison with state-of-the-art VQA models on VQAv2 Test-dev and Test-std
dataset. In (1), we compare MCB [Fukui et al., 2016] and Mutan [Ben-Younes et al.,
2017] models, which are trained with spatial grid (SG) features with our SG+QAA
model; and in (2) we compare Up-Down [Anderson et al., 2018] and Block [Ben-
Younes et al., 2019] model, trained with Bottom-Up features with our BU+QAA
model. With QAA, in both cases, our model outperform contemporary VQA models.

metric as it measures the ability of a model to have high scores across ‘all’ question-
types and it consequently puts an emphasis on lowest performing categories. In the
last row of Tab. 4.3, we report the traditional VQA accuracy and observe that the
Block variant of our(SG+QAA) model achieves higher accuracy than other state-of-
the-art methods. Furthermore, the Concat-MLP model achieves almost same tradi-
tional VQA accuracy with or without QAA features (∼ 84.0). Interestingly, one can
notice that, even with same VQA accuracy, our model achieves a significant boost in
both versions of Arithmetic and Harmonic MPT. These findings support our hypoth-
esis that the QAA features encode salient object-level information that helps consider
high-level visual concepts when answering difficult questions.

4.3.3 Inference with Global Representation

We further experiment with Image-Question-Agnostic Attention (IQAA) where the
attention feature is generated without looking at the input question and image. To do
so, first, we create a global representation of object maps by counting object presence
at each spatial grid location for all images in the dataset. In Fig. 4.4, we show such a
global representation from the count of object presence, C ∈ R14×14, of VQA dataset
training images (i.e., COCO trainset 2014 images) on a 14 × 14 grid. We can see
from this figure that most objects present in an image occupy the center grids. We
leverage this centre bias to create fixed object maps, that in turn is used to generate
IQAA features. Second, the count vector is min-max normalized between [0, 1] (x-
axis of Fig. 4.3). The left y-axis shows the number of grid locations selected when
applying different thresholds on the normalized count measures. It ranges from 191
to 22 grid locations when the threshold is varied between 0.1 to 0.9. Third, we treat
the selected grid location for a set threshold as fixed object maps and apply fixed map
on the input visual feature as discussed in Sec. 4.2.1 for generating IQAA features.
These IQAA features can be used instead of QAA features in a similar fashion to
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Figure 4.3: VQA accuracy (right y-axis) using Image-Question-Agnostic Attention (IQAA)
features. IQAA feature is generated by selecting a global representation threshold

(x-axis) and corresponding spatial grid locations (left y-axis).

train any VQA model.
By only using complementary IQAA features VQA models achieve reasonable performance.
We report the VQA accuracy score on VQAv2 validation set using our Block baseline
model without spatial attention on the right y-axis of Fig. 4.3. When using IQAA
features, the VQA accuracy ranges from 53 to 56 when the global representation
threshold is varied between 0.1 to 0.9. This means if one selects a fixed set of 24 spatial
grid locations at the center of the image, and trains a state-of-the-art VQA model with
visual features of only these grid locations; the model can still achieve VQA accuracy
comparable to when it looks at the whole image. A similar finding was reported by
Judd et al. [2009] where they show that humans tend to focus the object at the center
when they take picture. Our finding further adds to that notion of Center Prior by
showing that humans also tend to ask questions about objects that are at the center of
the image. Even though we run inference with pre-trained Mask-RCNN to generate
QAA features as a light-weight prepossessing step, by modeling the object presence
prior in the dataset, one can further reduce pre-training computational burden by
replacing QAA with IQAA, and achieve reasonable performance.

4.3.4 Evaluation on the VQAv2 Testset

We evaluate our model’s performance on the VQAv2 Test server and report accuracy
for different question types on the Test-dev and Test-std dataset to compare with
other contemporary state-of-the-art VQA models. For fair comparison, in Tab. 4.2
(1), we separate models that use spatial grid features (i.e., visual features extracted
by ResNet) and compare it with our SG+QAA model; in (2) the models that use
Bottom-Up [Anderson et al., 2018] features and we compare our BU+QAA model.
For both cases, our question-agnostic models employ Block fusion to jointly embed
image and question features with a spatial attention mechanism. From Tab. 4.2, we
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Figure 4.4: Global Representation of object maps. Count of object presence at each of
the 196 (14×14) spatial grid locations generated from the training images of VQA

dataset.

can see that when the QAA features are used alongside spatial grid features, the
gain is more, compared to when used with BU features. As the BU features are a
collection of top object bounding box features generated using Faster-RCNN, it also
offers some object-level information to the VQA model. Thus, when used in combi-
nation with BU features, the overall performance gain in relatively small. However,
as the question-agnostic features encompass the Object Map of an image, it some-
what encodes the global spatial relationship between object and count information
of object instances; it provides accuracy gain when answering Number (i.e., ‘How
many?’) question (0.2% ↑ in test-standard). Overall, if a parallel branch trained using
question-agnostic features is added to an existing VQA model, accuracy of the model
increases.

4.3.5 Qualitative Results

We present qualitative results of our SG+QAA model with Block fusion in Fig. 4.5 to
showcase the effectiveness of complementary question-agnostic features. In the sec-
ond row, first example, the model is tasked with a count question: ‘How many animals
are on the grass?’ The learned spatial attention map is scattered in different image lo-
cations whereas the question-agnostic feature localizes five object instances that help
the model answer correctly. Overall, from the qualitative results, we can deduce that
learned and question-agnostic attention provides complementary information which
can be leveraged by VQA models to correctly answer intelligent questions.

4.4 Conclusion

In this chapter, we introduced Question-Agnostic Attention that can be used to aug-
ment existing VQA approaches. Rather than using computationally intensive meth-
ods to learn question-specific attention, our approach derives attention only from the
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Question-Agnostic 

Attention
Learned Spatial 

Attention

Q: What is in the bag? A: CatQ: Is the track going straight? A: No

Q: Which room is this? A: KitchenQ: How many animals are on the grass? A: 5

Q: What does this man have on his head? A: HelmetQ: Are there clouds in the sky? A: Yes

Question-Agnostic 

Attention
Learned Spatial 

Attention

Figure 4.5: Qualitative results on VQAv2 val-set to demonstrate the effectiveness of using
complementary QAA. The learned spatial attention (2nd and 5th columns) focuses on

regions with or without objects, but QAA map is focused on objects.

image, based on the insight that questions generally relate to object instances. We use
an object parsing model to automatically generate an Object Map, that has the same
resolution as the feature map from a pre-existing classification network. The Object
Map is used to mask the convolutional feature map to generate question-agnostic at-
tention features. When high-performing computationally-intensive VQA models are
augmented with QAA, it improves their accuracy to be a new state-of-the-art. When
simple linear models are augmented with QAA, they preform significantly better
when answering question that require a higher level of visual reasoning (e.g., activ-
ity recognition), which a simplistic model cannot learn on its own. This capability
provides the simplistic (low-complexity) models a significant boost that brings them
close to state-of-the-art.
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Chapter 5

Exemplar Based Knowledge
Transfer

Current Visual Question Answering (VQA) systems can answer intelligent questions
about known visual content. However, their performance drops significantly when
questions about visually and linguistically unknown concepts are presented during
inference (‘Open-world’ scenario) [Bansal et al., 2018; Rahman et al., 2018b; Geng
et al., 2020; Rahman et al., 2018a]. A practical VQA system should be able to deal
with novel concepts in open-world settings. In this chapter, we propose an exemplar-
based approach that transfers learning (i.e., knowledge) from previously known con-
cepts to answer questions about the unknown. We learn a highly discriminative joint
embedding (JE) space, where visual and semantic features are fused to give an uni-
fied representation. Once novel concepts are presented to the model, it looks for the
closest match from an exemplar set in the JE space. This auxiliary information is used
alongside the given Image-Question pair to refine visual attention in a hierarchical
fashion. Our novel attention model is based on a dual-attention mechanism that
combines the complementary effect of spatial and channel attention. Since handling
the high dimensional exemplars on large datasets can be a significant challenge, we
further introduce an efficient matching scheme that uses a compact feature descrip-
tion for search and retrieval. To evaluate our model, we propose a new dataset for
VQA, separating unknown visual and semantic concepts from the training set into the
test set. To this end, we do not source new images or questions, rather re-purpose
the already available image-question pairs from VQA-v1 and VQA-v2 datasets into
visually and semantically non-overlapping train and test sets. Our approach shows
significant improvements over state-of-the-art VQA models on the proposed Open-
World VQA dataset and other standard VQA datasets. This chapter is based on our
published work [Farazi et al., 2020c], previously mentioned in Sec. 1.6.

5.1 Introduction

Machine vision algorithms have significantly evolved various industries such as in-
ternet commerce, personal digital assistants and web-search. A major component
of machine intelligence comprises of how well it can comprehend visual content.

59
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Q: Is the bear real or fake?

Test question about Unseen

Object category (bear)

Attention 

Refinement

Q: Is that a real animal? A: No

Closest Seen training example (giraffe)

Joint 

Embedding

Attention

A: Fake

Figure 5.1: Open World VQA for Novel Concepts. Our model learns to represent multi-
modal information (Image (I)-Question (Q) pairs) as a joint embedding (Φ). Once
presented with unknown concepts, the proposed model learns to effectively make use
of the Joint Embedding (JE) space by using past knowledge accumulated over the

training set to answer intelligent questions.

A Visual Turing Test to assess a machine’s ability to understand visual content is
performed with the Visual Question Answering (VQA) task. Here, machine vision
algorithms are expected to answer intelligent questions about visual scenes. In the
real world, humans can easily reason about visual and semantic unknown concepts
based on previous knowledge about the known. For instance, having seen visual ex-
amples of ‘lion’ and ‘tiger’, a person can recognize an unknown ‘liger’ by associating
visual similarities with a new compositional semantic concept and answer intelligent
questions about their count, visual attributes, state and actions. However, one key
limitation of current VQA paradigm is that the questions asked at inference time only
relate to the concepts that have already been known during the training stage (closed-
world assumption). To address this limitation, we introduce a novel VQA problem
setting that evaluates models in an ‘Open-World’ dynamic scenario where previously
unknown concepts (both visual and semantic) show up during inference (Fig. 5.1).

An open-world VQA setting requires a vision system to acquire knowledge over
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time and later use it intelligently to answer complex questions about unknown con-
cepts for which no linguistic+visual examples were available during training. In
order to design machines to mimic human visual comprehension abilities, we must
impart lifelong learning mechanisms that allow them to accumulate and use past
knowledge to relate unknown concepts with known concepts. Existing VQA sys-
tems lack this capability as they use a ‘fixed model’ to acquire learning and envisage
answers without explicitly considering closely related examples from the knowledge
base. This can lead to ‘catastrophic forgetting’ [McCloskey and Cohen, 1989] as
the object/question set is altered with updated categories. We address this out-of-
domain knowledge transfer problem by developing a flexible knowledge base from
the training examples without using external information. The knowledge base con-
tains joint representation of visual and semantic embedding features of each training
Image-Question pair in a highly discriminative latent space, dubbed Joint Embed-
ding (JE) space. Building the knowledge base in the joint embedding space allows
our model to search for training examples that are both visually and semantically
similar to the unknown concepts. As seen in Fig. 5.1, the contextual cue that happy
children usually play around a fake wild giraffe (i.e., a known animal class) can be
leveraged and used to infer that humans are most likely to be seen near another fake
wild bear (i.e., an unknown animal class).

We propose a new deep Convolutional Neural Network (CNN) architecture to
perform knowledge transfer between the known and unknown concepts. Our CNN
model has three components. First, a multi-modal feature embedding is automat-
ically learned that jointly models the visual and semantic domains. Secondly, the
exemplars are represented in the joint embedding space and consequently matched
with the newly presented image-question pairs using an efficient retrieval scheme.
This step ensures knowledge transfer from the closely related exemplars to help
answer challenging questions regarding the unknown concepts. Finally, a dual self-
attention mechanism is applied on top of input image-question and exemplar em-
beddings to refine attention on the visual features.The self-attended features are then
used for the answer prediction by our proposed VQA model.

Related to our work, we note a few recent efforts that aim to extend VQA beyond
the already known concepts [Wang et al., 2017b; Agrawal et al., 2018; Teney and
Hengel, 2016; Ramakrishnan et al., 2017; Agrawal et al., 2017]. A major limitation of
these approaches is they introduce novel concepts only on the language side (i.e., new
questions/answers), either to re-balance the split or to prevent the model cheating by
removing biases [Agrawal et al., 2018; Teney and Hengel, 2016; Agrawal et al., 2017].
Further, they rely on external data sources (both visual and semantic) and consider
training splits that contain visual instances of ‘novel concepts’ [Ramakrishnan et al.,
2017; Teney and Hengel, 2016], thereby violating the unknown assumption. To bridge
this gap, we propose a new Open-World VQA dataset named OW-VQA.

We make the following major contributions in this chapter:

• We reformulate VQA in a transfer learning setup that uses closely related known
instances from the exemplar set to reason about unknown concepts and propose
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Figure 5.2: Overview of our proposed Joint Embedding Exemplar (JE+X) model. Given an
Image-Question (IQ) pair, our model populates an exemplar set with visual-semantic
joint embedding (represented by dotted lines) during training. When novel concepts
(both visual and semantic) are encountered during inference, our model identifies a
closely related exemplar to provide complementary information that helps in gener-
ating an intelligent answer with an improved dual attention mechanism (spatial and

channel).

a new OW-VQA dataset, re-purposing existing VQA datasets, to enable impar-
tial evaluation of VQA algorithms in a real-world setting.

• We present a novel exemplar-based search and retrieval scheme to enable ef-
ficient exemplar matching on a rich feature embedding space that aggregates
visual and semantic information.

• We propose a network architecture that incorporates dual visual attention (spa-
tial and channel) in the joint embedding space to intelligently attend to relevant
features for accurate VQA.

5.2 Joint Embedding Exemplar Model

An ideal VQA system must effectively model the complex interactions between the
language and visual domains to acquire useful knowledge and use it to answer newly
presented queries at test time. A VQA engine can encounter questions about previ-
ously known as well as unknown concepts. Towards this end, we propose a frame-
work to answer questions about novel concepts in Fig. 5.2. The overall pipeline is
based on four main steps: (1) Joint Feature Embedding: An Image-Question (IQ) pair
is processed to extract visual v and language q features. These features are jointly
embedded into a common space through multi-modal fusion. (2) Exemplar Transfer
Learning: We propose an exemplar-based model that learns to reason from similar
examples known during training time. When presented with a test image contain-
ing an unknown concept, our model transfers the knowledge acquired on closely
related examples to novel cases. (3) Dual Visual Attention: Our model applies spatial
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and channel attention on joint embeddings obtained from the input IQ pair (out-
put of Step 1) and retrieved exemplar (output of Step 2) to generate complementary
visual cues. These visual cues are used to apply attention on the input visual fea-
tures which ensures that our model identifies salient visual features for both known
and unknown concepts, relevant to the input question. (4) Answer Prediction: The
attended visual features undergo a final fusion with the question features that gen-
erate a refined joint embedding, which is then passed through a classifier to predict
the correct answer a∗ from an answer set A.

5.2.1 Joint Feature Embedding

For a given image I, the nv-dimensional visual feature embedding v ∈ Rnv is the set
of top object proposals obtained by applying bottom-up attention following Ander-
son et al. [2018]. The language feature embedding q ∈ Rnq is generated from Q by
first encoding the question as a one-hot-vector representation and then embedding
into vector space using Gated Recurrent Units (GRUs) [Cho et al., 2014; Fukui et al.,
2016]. In order to predict a correct answer, a VQA model needs to generate a joint
embedding: e = Φ(v, q; τ) ∈ Rne given parameters τ. A naive approach that models
visual-semantic interactions using a tensor τ ∈ Rnq×nv×ne will result in an unrealistic
number of trainable parameters (e.g., ∼ 9 billion for our baseline model).

To reduce the dimensionality of the tensor, we use Tucker decomposition [Tucker,
1966] that works as a high-order principal component analysis operation. This tech-
nique has been proven effective in embedding visual and textual features for VQA
[Ben-Younes et al., 2017; Farazi and Khan, 2018]. It approximates τ as by:

τ =
tq

∑
i=1

tv

∑
j=1

te

∑
k=1

ωijkτi
q ◦ τ

j
v ◦ τk

e

= ω×1 τq ×2 τv ×3 τe = Jω; τq, τv, τeK (5.1)

where ×i denotes n-mode tensor-matrix product, J·K are Iverson brackets and ◦ de-
notes the outer vector product. Eq. 5.1 shows that tensor τ is decomposed into a
core tensor ω ∈ Rtq×tv×te and orthonormal factor matrices τq ∈ Rnq×tq , τv ∈ Rnv×tv ,
τe ∈ Rne×te . Intuitively, by setting tq < nq, tv < nv and te < ne, one can approximate
τ with only a fraction of the originally required parameters.

The output embedding e from the Tucker decomposition effectively captures
the interactions between semantic and visual features for a given Image-Question-
Answer (IQA) triplet. Such joint embedding for VQA is specific to the given IQ pair
because the same visual feature associated with different semantics (and vice-versa)
will result in a different joint embedding specific for that pair. For example, given an
image that captures children playing in the backyard, when asked ‘How many chil-
dren are in the picture?’ and ‘Are the children happy?’, requires two very different joint
embeddings e even though they use the same visual feature, v. Building on this rich
joint embedding, we develop a transfer learning module using exemplars.
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5.2.2 Exemplar Transfer Learning

Given a question about an unknown concept, our model identifies a similar joint em-
bedding of known concepts from the training set. Since, visual/semantic examples
of unknown concepts are not available to us during training, first we learn a generic
attention function A that can transfer knowledge from the known concepts to un-
known. The attention function is learned on the training set, where it identifies the
useful features from closely related exemplars to answer questions. The function A
is agnostic to specific IQ pairs and provides a generalizable mechanism to identify
relevant information from related examples. Therefore, at inference time, we use the
same exemplar based attention function to obtain refined attention maps by using
the closely related joint embedding of known concepts. We design the training sched-
ule in two stages to facilitate knowledge transfer. During the first stage, only the
Visual-Semantic embedding part of the network is trained end-to-end and the joint
feature embedding tensor e is stored in memory ξ ∈ Rd×n, where n is the number of
training IQA triplets and d denotes the embedding dimension. In the second stage,
both the visual-semantic embedding and the exemplar-embedding segment of the
model are trained end-to-end where the model performs a nearest neighbour (NN)
search on ξ to find the most similar joint embedding eξ . Further, the network learns
to use the exemplar embedding to refine the attention on visual scene details, which
can be represented as:

ṽE = A(v, eE ), where, eE = N (e, ξ, κ). (5.2)

The embedding eE is found using NN search (N ) on a set of compact embeddings κ.
There are two main motivations for not performing the NN search directly on

ξ and instead using a set of compact embeddings κ. Firstly, searching in the joint
embedding space would allow the model to overfit when searching for the closest
match. However, when searching for the closet match for a compact representa-
tion of the joint embedding, the reduced dimensionality of the representation avoids
overfitting. Secondly, storing and performing NN search directly on the joint embed-
ding exemplar space is extremely memory and time intensive. For example, if the
top 36 bounding box proposal are selected from each image while evaluating on the
VQAv2 [Goyal et al., 2017] dataset, ξ will be Rn×d dimensional where n ≈ 400K train-
ing examples and d = te× 36 and te = 2048 for a standard setting. Doing a similarity
match on such a large space has practical memory and computational limitations.

Due to the above-mentioned reasons, we generate a coarse representation of ξ

by passing each of its elements through a max-pooling layer. We empirically found
max-pooling to perform well in our case. The set of max-pooled embeddings is rep-
resented by κ, whose entries act as soft-keys for the exemplar-embeddings. When a
query embedding E is presented, we calculate its compact feature eκ by applying a
max-pooling operation. The NN search is performed between eκ and each element
of κ to find the embedding eκ

E . As the elements of ξ and κ have a one-to-one rela-
tionship, by matching the maxpooled version of e to κ, the model finds the exemplar
embedding eE . We impose a constraint on NN search to make sure that only ex-
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emplars that are less than a specified distance threshold dth are selected. If there is
no match within dth, the model only uses the input joint embedding. This ensures
that only relevant exemplars are selected for influencing the attention mechanism.
Notably, with this setup, we do not require the large set of exemplars ξ to be loaded
into memory, instead a much more compact representation is used for efficient search
and retrieval.

Exemplar Implementation: To generate the compact embedding or soft-key set κ,
spatial 2D Max Pooling on a sliding window is applied on each entry of ξ i ∈ R36×2048

to generate the compressed embedding κi ∈ Rρ for ξi. For our experiments we set
ρ = 98. We represent κ using a K-D tree data structure. During testing and the
second stage of training, we query on κ to find the index of the closest match to
the max-pooled e and get the joint embedding eξ from ξ for that index. Ideally,
one should perform NN search on all entries of ξ, however it was found that if
we randomly select 15% of exemplars to create our knowledge base, we get the
optimum results considering computational resources and query time on a long K-D
tree (ablation experiments in Sec. 5.4.4 and Fig. 5.5).

5.2.3 Visual Attention

Attention is applied in two steps in our proposed network. The first step consists of
applying spatial and channel attention on eI and eE , which represent the JE gener-
ated from the given IQ pair and JE of the closest exemplar from the knowledge base.
Our model approximates the overall attention using a dual self-attention approach
on the JEs that employs both channel and spatial attention mechanisms. To this end,
the JEs are passed though fully connected (FC) layers followed by a softmax layer to
generate spatial αs ∈ RS and channel αc ∈ RC attention vectors. Thus, spatial and
channel attention vectors for the JE of a given IQ pair are approximated as αs

I and αc
I ,

and for the JE of retrieved exemplar (E ) as αc
E and αc

E , respectively. These attention
vectors signify complementary spatial and channel features generated using a given
IQ pair and the most similar visual-semantic embedding.

During the second step, all attention vectors are used to take a weighted sum of
the input visual feature to create a refined representation ṽ that represents salient
visual cues:

ṽs
I = ∑

j
vjα

s
Ij

, ṽc
I = ∑

k
vᵀ

k αc
Ik

, and

ṽs
E = ∑

j
vjα

s
Ej

, ṽc
E = ∑

k
vᵀ

k αc
Ek

, (5.3)

where j ∈ [1, 36], k ∈ [1, 2048] represent indices along spatial and channel dimensions
respectively, vj denotes the vector from matrix v, ṽs

I and ṽc
I represent spatial and

channel visual cues generated from eI , and ṽs
E and ṽs

E represent spatial and channel
visual cues generated from eE . Such complementary visual cues are leveraged by
the model to reason about unknown concepts using the attention calculated from the
combined effect of the input IQ pair and further refine it by looking at the closest
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example from the exemplar set. Our model learns to combine these four visual cues
that generate an overall attended visual feature ṽ and again apply Φ in a similar
manner as described in Sec. 5.2.1 to generate the final vision-semantic embedding.
We then project the embedding to the prediction space that is passed through a
classifier to predict the final answer a∗ ∈ A.

5.3 OW-VQA Dataset Generation

When a VQA system is subjected to an open-world setting, it can encounter numer-
ous visual and semantic concepts that it has not seen during training. To help VQA
systems develop capability to handle unknown visual and semantic concepts, we pro-
pose a new dataset that separates Known-Unknown concepts for training and testing
respectively. Our dataset generation protocol builds on the fact that images in VQA
datasets [Antol et al., 2015; Goyal et al., 2017] are re-purposed from MSCOCO images
[Lin et al., 2014] and paired with crowd sourced Q&A. Even though, MSCOCO im-
ages have rich object level annotation for 12 super-categories and 80 object categories,
the VQA dataset annotations include only information related to Q&A, excluding
any link to object level annotation. This constitutes a significant knowledge gap
which if addressed, would allow for more subtle understanding of the scene even if
it contains previously unknown visual and semantic concepts. To bridge the gap, we
propose to use objects categories as the core entity to develop a true Known-Unknown
split that constitutes both visual and semantic domains. During the first stage, we
propose an Known-Unknown split for MSCOCO object categories, which leads to a
well-founded split that separates known/unknown concepts in IQA triplets on VQA
datasets.

5.3.1 Known–Unknown Object Separation

At the first stage, from each MSCOCO super-category (except for person which has
no sub-category), we select the rarest category as unknown and the rest as known. This
choice is motivated by the fact that rare classes are most likely to be unknown. For
each category c, we calculate Ni and Nt which represent the total number of images
that c appears in, and total number of instances of c respectively. These statistics
are calculated after merging the MSCOCO Train2014 and Val2014 splits. We define
occurrence measure N = Ni × Nt for each category and select the category with the
smallest N as an unknown category, which ensures that categories which appear in
the least number of images, the least number of times are selected as unknown.

Such a measure is particularly necessary for datasets that are used to perform
high level vision tasks associated with a language component. For example, in super-
category vehicle, train is less frequent compared to airplane in terms of instances
(4,761 vs. 5,278). If the split was solely based on number of instances Nt, then train

would have been selected as the unknown category even though it appears in 662
fewer images than airplane. When human annotators are tasked with generating
language components (i.e., Q&A or captions), the rarest language cues are often
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Figure 5.3: Number of images Ni and number of instances Nt of each object category in
the MSCOCO dataset (training and validation set combined). Ni and Nt are used to

determine the rarest object category from each super-category as the unknown.

associated with categories that appear less frequently. Thus, selecting the category
with the least occurrence measure N ensures that categories with least language
representation are selected as Unknown. Fig. 5.3 shows Ni and Nt for categories
within each super-category of MSCOCO [Lin et al., 2014]. The category names are
color-coded to represent the super-category labels and respective unknown categories.
Additionally, Fig. 5.4 shows the normalized version of occurrence measure N for
categories in each super-category and respective unknown categories.

5.3.2 Known–Unknown IQA Triplet Separation

During the second stage, we build on the Known-Unknown object categories to sepa-
rate Image-Question-Answer (IQA) triplets. We re-purpose IQA triplets from VQAv1
[Antol et al., 2015] and VQAv2 [Goyal et al., 2017], and propose training (known) and
test (unknown) splits for OW-VQAv1 and OW-VQAv2 dataset. For this purpose, we
combine training and validation sets of respective VQA datasets (test split cannot be
used as they are not publicly available). We employ a two step process to ensure
that both visual and semantic concepts associated with the unknown are completely
absent in the training set. First, we place an IQA triplet in the training set if there is
no instance of any unknown object category in the image. This ensures that the new
visual concepts are not known to the model during training. Second, we focus on
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Figure 5.4: Normalized occurrence measure N of object categories in each super-category.
The Unknown categories have the least representation in each super-category.

the semantic part and filter out the IQA triplets from the training set that have any
unknown object category names or its synonyms of in the questions or answers. This
ensures that even though an unknown object category is not present visually, the
training set also does not contain any semantic cues of the object which the model
might use as a supervision signal during training.

Tab. 5.1 presents statistics of VQA datasets[Antol et al., 2015; Goyal et al., 2017]
following our proposed known–unknown concept separation protocol. We can see
from the table that unknown object categories are present in ∼16% of training and
validation images. Furthermore, it can be observed, when IQA triplets from the
training and validation splits of the VQA datasets are separated on the basis of known
and unknown semantic concepts, the unknown IQA triplets also amount to ∼16%
of the total. This is an indication that our dataset preparation protocol uniformly
separates known and unknown semantic concepts even from crowd-sourced, complex,
multi-modal dataset like VQA.

Such uniform visual and semantic confinement of concepts in train/test split



§5.3 OW-VQA Dataset Generation 69

Training Split

VQA Dataset Total Known Unknown Unknown%

Images v1 & v2 82,783 69,557 13,226 15.98
IQA Triplet v1 224,040 187,986 36,054 16.09
IQA Triplet v2 402,691 336,124 66,568 16.53

Validation Split

VQA Dataset Total Known Unknown Unknown%

Images v1 & v2 40,504 34,137 6,367 15.72
IQA Triplet v1 120,916 101,815 19,101 15.80
IQA Triplet v2 213,266 178,321 34,945 16.39

Table 5.1: VQA dataset statistics based on our proposed known and unknown splits. Fol-
lowing our proposed dataset generation protocol (Sec. 5.3), we are able to separate
visual (i.e., image) and visual+semantic (i.e., IQA triplet) concepts into proportionate
known and unknown splits. Percent of unknown Images and IQA triplets are ∼ 16%

for training and validation split for both versions of the VQA dataset.

is a major advantage of our proposed dataset over other approaches [Ramakrishnan
et al., 2017; Teney and Hengel, 2016; Agrawal et al., 2018], where the unknown ‘object-
s/concepts’ are only defined at semantic-level. For example, airplane is an ‘unknown
category’ in our proposed dataset and a ‘novel object’ in the dataset proposed by
Ramakrishnan et al. [2017]. A semantically motivated protocol would place an IQA
triplet, without keyword airplane in the question, in the training set. However, there
are several IQA triplets in VQA dataset that shows an airplane being serviced by a
car, truck or a person at an airport, and do not ask about the airplane. Just ensuring
that the semantic concepts are not present during training only addresses a naive
version of the challenge an open-world VQA system would face.

Dataset (→) OWv1 OWv2
Split (↓) # Image # IQA # IQA

Trainset 69,557 187,986 336,124

Valset
Known 34,117 120,916 178,321

Unknown 6,367 19,101 34,945

Testset 13,226 36,054 66,568

Table 5.2: Train, Val and Test splits for proposed OW-VQAv1 and OW-VQAv2 dataset.
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5.3.3 Proposed OW-VQA Dataset Splits

The Trainset and Testset of OW-VQA dataset consists of known and unknown IQA
triplets from corresponding Train splits of VQA datasets. We propose two validation
splits called Valset-Known and Valset-Unknown from the Val splits of VQA datasets.
The Valset-Known contains known IQA triplets and the Valset-Unknown contains un-
known IQA triplets from the Valset of respective VQA dataset version. The subdi-
vision of Valset into known and unknown splits allows evaluation on both concept
types, which is an unique feature of our proposed dataset. Tab. 5.2 lists the number
of image and IQA triplets of the proposed splits for the OW-VQAv1 and OW-VQAv2
datasets.

There are two ways to evaluate a models’ performance on the proposed OW-
VQA dataset: (a) For the purpose of debugging and running validation experiments,
one can train a VQA model on OW-VQA Trainset and evaluate on Valset-Known or
Valset-Unknown or the whole Valset. (b) For a more comprehensive evaluation, it
is recommended to train a VQA model on the OW-VQA Trainset and evaluate on
Testset. We benchmark our proposed model and other state-of-the-art VQA models
in this setting (See Tab. 5.3).

5.4 Experiments

Here, we present the results of our experiments which includes benchmarking of
VQA models on the OW-VQA dataset, ablation and performance analysis of our
proposed model on semantically motivated VQA splits and standard VQA settings
along with qualitative results.

5.4.1 Experimental Setup

Feature Extraction and Fusion: We use Bottom-Up features provided by Anderson
et al. [2018] to represent visual features of the input image v ∈ RS×C, where S is
the number of top bounding box object proposals and C is the dimension of each
the object feature. We select 36 bounding box proposals and each with 2048d feature
vector. Our architecture can be easily adapted to incorporate CNN extracted features
(i.e., ResNet152 [He et al., 2016]) where S = 196, however, we only conduct our ex-
periments with Bottom-Up features for this work. The semantic feature q ∈ R2400

is generated in a manner similar to [Farazi and Khan, 2018; Ben-Younes et al., 2017;
Fukui et al., 2016] where the question is encoded with skip-thought vectors [Kiros
et al., 2015] and passed through GRUs. When generating the visual-semantic embed-
ding, we set the output dimensions equal to C to get a JE that has same dimension
as the the input visual features.

Answer Classifier: We create the answer set A with the most frequent 3000 an-
swers from the training set and formulate the VQA task as a multi-class classification
problem on the answer set A ∈ R3000 following VQA benchmark [Antol et al., 2015].
The final attended visual-semantic feature representation ṽ is passed through a fully
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connected layer to project to the answer embedding space where softmax cross en-
tropy loss is applied to predict the most probable answer from A.

5.4.2 Benchmarking VQA models on OW-VQA

We benchmark existing VQA models along with our proposed JE baseline and ex-
emplar based JE+X model on both versions of the OW-VQA Testset. The JE base-
line model applies spatial and channel attention on the input image-question joint
embedding features, whereas our final JE+X model applies an additional spatial and
channel attention on exemplar joint embedding. The models are trained on the Train-
set and evaluted on Testset which is the recommended evaluation protocol for our
proposed OW-VQA dataset. From Tab. 5.3, we can see VQA models that incorpo-
rate multimodal (visual-semantic) embedding (i.e., pooling [Fukui et al., 2016] or
fusion [Ben-Younes et al., 2017]) compared to the models which only use semantic
embedding to generate visual attention, achieve higher performance in both versions
of OW-VQA. Our exemplar based approach further refines the visual attention by
transferring knowledge from the exemplar set and we report 0.9% and 0.7% over-
all accuracy gain over the closet state-of-the-art method on OW-VQAv1 and v2 re-
spectively. Such an improvement without using any external knowledge base (i.e.,
complementary training on Visual Genome [Krishna et al., 2016], external image and
text corpora) and/or model ensemble justifies our approach of transferring knowl-
edge from exemplars. Furthermore, the accuracy scores of VQA models reported
in Tab. 5.3 drop significantly when evaluated on OW-VQAv2 compared to v1 as the
IQA triplets in v2 have less language bias. Interestingly, our exemplar based JE+X
model performs poorly compared to our baseline JE model, when answering Num-
ber questions (i.e., how many?). This is because, for Number questions, the closest
exemplar may provide misleading information that negatively affects the accuracy.

Both versions of the OW-VQA dataset have a validation split where one can train
a model only on known concepts and evaluate on Valset (Standard VQA setting
with known + unknown concepts), Valset-Known or Valset-Unknown. In Tab. 5.3 we
also report accuracy of the JE and JE+X model on OW-VQAv2 Valset (Kn+Unk) and
OW-VQAv2 Valset-Unknown (Unk). It can be observed that when incorporating
only spatial and channel attention (JE baseline), the Kn+Unk and Unk accuracy is
increases by 0.3% and 0.1% respectively from the MUTAN baseline. Further, when
incorporating exemplar information in JE+X model, the Kn+Unk and Unk accuracy
is further increased by 0.2% and 0.7% compared to JE baseline. This shows that
the exemplar feature indeed encapsulates valuable information which provides a
performance boost in VQA setting, and is more useful when tasked with answering
questions about unknown concepts (3.5x more accuracy gain compared to standard
VQA setting).

1Compared with k=1, where only one nearest neighbour was used.
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VQAv2 Val-set→ All Y/N Num Other

JE+X (Exemplar based Model) 62.2 79.9 38.0 51.9
JE (Spatial+Channel Attention) 61.9 79.8 38.3 51.5
JE Spatial (Only Spatial Attention) 59.9 79.4 41.1 51.3
JE Channel (Only Channel Attention) 58.2 78.6 40.9 47.3

MUTAN [Ben-Younes et al., 2017] + BU 61.6 79.2 37.8 51.3
Support-Set[Teney and van den Hengel, 2018] 59.9 - - -
MCB [Fukui et al., 2016] 59.1 77.3 36.7 51.2
HieCoAtt [Lu et al., 2016b] 54.6 71.8 36.5 46.3
DCN+LQIA[Patro and Namboodiri, 2018]1 53.3 70.6 34.6 44.4
SAN [Yang et al., 2016] 52.0 68.9 34.6 43.8
GVQA[Agrawal et al., 2018] 48.2 72.0 31.2 34.7

Table 5.5: Ablation on VQAv2 Validation set.

5.4.3 Evaluation on semantically separated VQA splits:

We evaluate our exemplar based approach on semantically motivated VQA-CP [Agrawal
et al., 2018] and Novel VQA [Ramakrishnan et al., 2017] datasets where the former
separated the challenging semantic concepts in the Testset and the latter placed least
frequent nouns and associated IQA triplets in the testset. Although, our motivation
is orthogonal and our definition of Novel Concepts is heterogeneous to these seman-
tically motivated approaches, we showcase the effectiveness of our exemplar based
approach on their settings as well. In Tab. 5.4, we evaluate our baseline JE and ex-
emplar based JE+X and model on both versions of the VQA-CP dataset and report
performance against other benchmarks and their proposed GVQA [Agrawal et al.,
2018] dataset. JE and JE+X outperforms other contemporary models on the VQA-
CPv1 dataset on Overall Accuracy, Number and Other Question. GVQA [Agrawal
et al., 2018] employs separate question classifiers for Y/N and non-Y/N (i.e., Num,
Other) questions that account for its high accuracy in Y/N questions which results
in higher Overall accuracy for binary questions. However, when evaluated on both
VQA-CPv1 and v2, JE+X outperforms GVQA in Other question accuracy by a signif-
icant margin (21% and 23.9%). We further evaluate our models on the Novel-VQA
[Ramakrishnan et al., 2017] dataset. Our exemplar based approach outperforms the
best variant of Novel Arch-1 which includes external knowledge, both semantic (i.e.,
books) and visual (i.e., examples from ImageNet [Deng et al., 2009]) by 12.3% and
MUTAN baseline by 0.4%.

5.4.4 Ablation study on standard VQA setting

We evaluate different variants of our model on the VQAv2 validation set [Goyal
et al., 2017] to perform an ablation study and compare its performance with other
attention based models. It is worth noting that we only compare with their single
model without data augmentation which is similar to our setting for fair comparison.
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Figure 5.5: VQA Accuracy vs. Percentage of randomly selected exemplars.

From Tab. 5.5, it can be seen that our baseline JE and final JE+X model outperforms
the state-of-the-art Tucker decomposition based MUTAN model [Ben-Younes et al.,
2017] with BU [Anderson et al., 2018] attention, which has a similar multimodal
fusions operation to our baseline model. Further, it also outperforms the Support-Set
model [Teney and van den Hengel, 2018] in a similar setting where the support set
contains example representation of question, answers and image. It is to be noted
that some recent models have more powerful reasoning [Zhang et al., 2018; Wu et al.,
2018] or fusion [Ben-Younes et al., 2019] mechanism. We aim to demonstrate the
effectiveness of the discriminative features of joint embedding space which can be
useful for equipping most VQA models in an Open-World setting.

Further, we report the VQA accuracy of spatial or channel attention only vari-
ant of the baseline JE model in Tab. 5.5. The model with spatial attention achieves
59.9 overall accuracy whereas the model with channel attention achieved 58.2. This
observation provides a couple of important insights about the Joint-Embedding fea-
ture space. First, the JE space encapsulates multimodal information in a way similar
to how deep CNNs represent visual features; applying either spatial or channel at-
tention on JE space yields reasonable VQA accuracy. The accuracy is higher when
spatial attention is applied on the JE features than channel attention, because the
spatial information encapsulated in the spatial attention has higher importance for
the VQA task. Second, applying spatial and channel attention on JE space provides
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complementary information that a VQA model can learn to answer questions more
accurately. By leveraging the complementary nature of the these two attention mod-
ules our JE model achieves the overall best accuracy among other variants of our
approach in a traditional VQA setting.

Our proposed JE+X model used a knowledge base built from only 15% of ran-
domly selected exemplars (also discussed in Sec. 5.2.2). In Fig. 5.5 we report the
overall accuracy in the VQAv2 Validation dataset varying the percent of randomly
selected exemplars. Notably, increasing the number of exemplars results in a more
computationally expensive model. We can see that VQA accuracy increases by only a
small amount when we used the whole exemplar set as a knowledge base compared
to when we randomly selected 15% of the exemplars. Further, the accuracy saturates
when a percentage higher than 15% of exemplars is used for knowledge transfer.
Thus, we used 15% randomly selected exemplars to build our knowledge base as the
right compromise between performance and efficiency. Using a small percentage of
exemplars enables a more computationally efficient search and retrieval of exemplars
while yielding superior VQA accuracy.

5.4.5 Qualitative results

We report some qualitative results in Fig. 5.6 of our baseline JE and exemplar based
JE+X models evaluated on OW-VQAv2 Testset. It can be seen that for a given image
I and question IQ, JE+X finds an exemplar image X and question XQ that had the
most similar representation in the question-image joint embedding space. We visual-
ize only the spatial attention for JE and JE+X models as visualizing channel attention
is more ambiguous when the input image features are bounding box features of ob-
ject or object parts. It can be seen that when the JE model is asked Is this a fancy
restaurant? (second row of Fig. 5.6) the spatial attention is focused on the chairs at
the back table. Our JE+X model finds an exemplar where the question asked ‘Is this
a vegan meal?’, which allows the model to generate a complementary attention on the
bottles stacked on the table. Such complementary attention from exemplar helps the
model to focus on the subtle visual cues that are an indicator of the restaurant not
being a fancy one. We also show some failure cases in the Fig. 5.6 3rd row. The first
example showcases where the model is unable to recognize high level semantic cues
even with an exemplar. The second example shows by using an exemplar the model
gets confused when answering counting question as there are no explicit reasoning
modules for this type of questions.

5.5 Conclusion

Existing VQA systems lack the ability to generalize their knowledge from training to
answer questions about novel concepts encountered during inference. In this chapter,
we propose an exemplar-based transfer learning approach that utilizes the closest
known examples to answer questions about unknown concepts. A joint embedding
space is central to our approach, that effectively encodes the complex relationships
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Input(I) JE Att. Exemplar(X) JE+X Att.

IQ: Was this picture 

taken recently? GT: No

XQ: Is this a color

picture? XA: No

JE: No 

JE+X: No

IQ: Is this a fancy 

restaurant? GT: No

XQ: Is this a vegan 

meal? XA: No

JE: Yes

JE+X: No

IQ: Is the tide high?

GT: No

XQ: What time of the 

year is this? 

XA: Summer

JE: Yes

JE+X: No

IQ: What color is the 

hydrant? GT: White

XQ: What color is the 

umbrella? 

XA: Red and White

JE: White

JE+X: White

IQ: How high is the 

bear right now? 

GT: Not high

XQ: What is the man 

doing? XA: Flying kite

JE: No

JE+X: 2 Feet

IQ: How many sinks are 

in the bathroom? GT: 1

XQ: How many 

animals are in the 

picture? XA: 6

JE: 1

JE+X: 4

Input(I) JE Att. Exemplar(X) JE+X Att.

























Figure 5.6: Qualitative results of our baseline JE and exemplar based JE+X model. Pre-
dicted answers and attention maps evaluating JE+X model on OW-VQAv2 Valset-
Unknown images. The Grid Attention map (GA) and Exemplar Attention(EA) map
provides complementary information for the model to reason about Unknown con-

cepts, where only using GA or EA often leads to wrong prediction.
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between semantic, visual and output domains. Given the IQ pair and exemplar
embedding in this space, the proposed approach hierarchically attends to visual de-
tails and focuses attention on the regions that are most useful to predict the correct
answer. We propose a new Open-World VQA dataset to fairly compare the per-
formance of VQA systems on known and unknown concepts. Our exemplar based
approach achieves significant improvements over the state-of-the-art techniques on
the proposed OW-VQA setting as well as standard VQA setting, which reinforces the
notion of transferring knowledge from rich joint embedding space to reason about
unknown concepts.
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Chapter 6

Semantic Relationship Parsing

In the previous chapters, we designed VQA models that can reason based on vi-
sual feature representation. However, Humans explain inter-object relationships
with semantic labels that demonstrate a high-level understanding required to per-
form visual-linguistic task such as Visual Question Answering (VQA). Some of the
existing VQA models represent relationships as a combination of object-level visual
features which constrain a model to express interactions between objects in a single
domain, while the model is trying to solve a multi-modal task. In this chapter, we
propose a general purpose semantic relationship parser which generates a semantic
feature vector for each subject-predicate-object triplet in an image, and a Mutual and
Self Attention (MSA) mechanism that learns to identify relationship triplets that are
important to answer the given question. To motivate the significance of semantic re-
lationships, we show an oracle setting with ground-truth relationship triplets, where
our model achieves a 25% accuracy gain over the closest state-of-the-art model on
the challenging GQA dataset. Further, with our semantic parser, we show that our
model outperforms other approaches on VQA and GQA datasets.

6.1 Introduction

Humans can perform high-level reasoning over an image by seamlessly identifying
the objects of interest and associated relationships between them. Although objects
are central to scene interpretation, they cannot be independently used to develop
a holistic understanding of the visual content without considering their mutual re-
lationships. The multi-modal reasoning task of Visual Question Answering (VQA)
requires learning precisely encoded relationships between objects. Given the com-
plexity of the task, we advocate for relationship modeling in the semantic space so
that a given question can be directly related with the objects and relationships present
in an image. Our choice is motivated by two observations. First, visual representa-
tions for different instances of the same semantic relationship can be very different,
making it challenging for the VQA model to relate them with the asked question.
Secondly, different semantic relationship interpretations can exist for a single visual
representation, thereby requiring an enriched mechanism to encode a diverse set of
semantic relationships. If a relationship parser can automatically derive representa-

79



80 Semantic Relationship Parsing

Subject Proposals 

and Coordinates.

Object Proposal 

and Coordinates

Visual 

Relation-

ship 

Detection
Relation Proposals 

and Coordinates

[Teddy bear-to the right of-pillow]

[Pillow-next to-teddy bear] 

[Blanket-behind-teddy bear]

[Window-to the right of-pillow]

.

.

[Teddy bear-sitting on-bed]

Semantic Feature 

Extractor

INPUT

Semantic Feature Sub-Obj Coord.

OUTPUT

Figure 6.1: Our proposed Semantic Relationship Parser (SRP). Given an image, the SRP
module generates relationship triplets through a relationship detector, which are
then passed through a semantic feature extractor. Each semantic relationship feature
is paired with subject and object box coordinates for visual grounding. Our approach
is built upon semantic description of relationships, as opposed to a visual represen-
tation in existing works, which allows us to accurately model complex relationships.

tions in semantic space and attend to relevant relations, the above challenges can be
simplified for VQA.

Based one the hypothesis that a better scene understanding requires a model
to generate more discriminative visual and semantic feature representation, recent
VQA models employ state-of-the-art visual [He et al., 2016; Hu et al., 2018; Ren et al.,
2015b] and semantic [Pennington et al., 2014; Mikolov et al., 2013b; Devlin et al., 2018]
feature extractors. Specifically, VQA models use information at grid-level [Antol
et al., 2015; Ben-Younes et al., 2017; Yu et al., 2017], object-level [Anderson et al., 2018;
Ben-Younes et al., 2019; Yu et al., 2019] or both [Nam et al., 2016; Farazi and Khan,
2018] to extract visual features in an image without considering the relationships
between them. Some recent models address this problem by identifying the most
relevant object pairs by learning an attention distribution over them with respect to
the question [Cadene et al., 2019a; Li et al., 2019b; Hu et al., 2019]. This kind of
relationship-aware models achieve better performance compared to the ones that do
not consider any kind of relationship. However, as seen in the example shown in
Fig. 6.1, the visual feature representation of teddy bear and pillow remains the same
even though the relationship between them can be different (e.g., on the right, near
to). For higher level reasoning, a visual-semantic model needs to identify these subtle
differences, which can only be achieved if the model considers semantic relationship
features.

While attempting to combine semantic relationship features, a VQA model faces
three major challenges. First, the lack of a visual relationship detector that not only
detects arbitrary relationships between object pairs in an image, but also generates
semantic features for the detected subject-predicate-object triplets for a downstream
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task. Second, the effectiveness of semantic relationship features over the visual rela-
tionship feature in a complex visual-linguistic task such as VQA is not investigated
before. Third, an effective attention mechanism is required to combine rich features
encoding visual, semantic and relationship information to predict the correct answer.
In this chapter, we contribute towards bridging the gap by addressing these three
main challenges. The main contributions of this chapter are:

• We propose a general purpose semantic relationship parser that can be used
for multi-modal visual-linguistic downstream tasks such as Visual Question
Answering.

• We showcase the effectiveness of using semantic relationship features by report-
ing superior performance over models employing similar visual relationship
features. Further, in an oracle setting where ground-truth relationship labels
are available, we obtain a 25% accuracy gain compared to a SOTA model that
only uses visual features.

• We further propose a Mutual and Self Attention (MSA) mechanism that uti-
lizes both mono-modal self-attention and multi-modal mutual-attention using
visual features (from the image) and semantic features (from both question and
relationships), and report superior accuracy on the VQAv2 and GQA datasets.

6.2 Methods

Given an image I and a natural language question Q, the task of a VQA model
is to predict the answer â. Let v and r be the collection of all visual features and
semantic relationship features extracted from the image I, and q be the semantic
feature representation of the question Q. The VQA problem is typically formulated
as a multi-class classification problem:

â = arg max
a∈A

p(a|v, q, r; θ), (6.1)

where θ denotes the parameters of the model and A is a dictionary of candidate
answers.

6.2.1 Question and Image Feature Extraction

The traditional approach [Fukui et al., 2016; Ben-Younes et al., 2017, 2019; Teney et al.,
2018; Yu et al., 2019] for extracting question features for the VQA task is by sourc-
ing pretrained semantic embedding vectors for each question words, concatenating
and passing them through a recurrent neural network. The hidden state of the last
recurrent block is extracted as the question feature. In contrast, we consider the ques-
tion as a whole instead of separate word entities, thereby providing better contextual
modelling. We use Bidirectional Encoder Representations from Transformers (BERT)
[Devlin et al., 2018] where we first tokenize each word of the question and then feed
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the tokenized question into a Transformer model pretrained for language modeling
task. The question feature q ∈ Rm×dq is extracted from the last hidden layer of the
BERT model, where m is the number of tokens identified in the question and dq

denotes the feature dimension.
We represent the visual features of an input image as a set of bounding box

coordinates and corresponding object-specific features. First, the object proposals
are generated using a bottom-up [Anderson et al., 2018] attention approach where
a pretrained Faster-RCNN [Ren et al., 2015b] model is employed the get the region
proposals and extract visual features using a ResNet [He et al., 2016] backbone. Fol-
lowing [Anderson et al., 2018], we use an adaptive threshold to select a range of
region proposals l ∈ [10, 100] for each image. Further, to visually ground each region
proposal we concatenate each region proposal with its bounding box coordinates.
Thus, the visual feature representation v ∈ Rl×(dv+4) of image I consists of features
of its object proposals { f j ∈ Rdv}l

j=1 and corresponding bounding box coordinates
{bj ∈ R4}l

j=1, where dv is the object feature dimension.

6.2.2 Semantic Relationship Parsing

The Semantic Relationship Parser (SRP) module is illustrated in Fig. 6.1. It has three
major components. The first component is a region proposal network that operates
in a similar manner as explained above in Sec. 6.2.1 for visual feature generation.
Based on these object-wise features and box coordinates, a visual relationship detec-
tor is used in the second stage. The visual relationship detector generates subject,
relationship and object1 proposals from the region features which in-turn are used
to generate a semantic relationship triplet set T = {tk}

q
k=1. Each relationship triplet

tk consists of class labels predicted for subject, relationship, and object. In order to
generate a triplet, a set of candidate subject, relationship and object visual features,
denoted by fs, fr and fo respectively, are passed through the visual relationship de-
tector. We follow the framework proposed by [Zhang et al., 2019b], where we assume
a relationship exists only if a subject-object pair exists, not vice versa. Thus the rela-
tionship detector learns two mapping functions from visual feature space to semantic
space, one for subject/object and the other one for relationship embedding.

The relationship feature embedding is generated by passing the concatenated ver-
sion of three visual features fs, fr and fo through a two-layer Multi-layer Perceptron
(MLP) network. The subject and object feature embeddings are generated in parallel
by passing them through the same MLP network. On the other hand, class labels of
subject, object and relationship are first converted to word vectors and then to seman-
tic feature embeddings by passing them through a small MLP network. Three triplet
losses are minimized [Zhang et al., 2019a] to match visual and semantic embedding
for subject, object and relationship respectively. During inference, word vectors of
all subject/object and relationship class labels are passed and a nearest neighbour
search is performed to find the desired relationship labels. In practice, we perform
the visual relationship detection on the input image as a pre-processing step where

1Here, the object refers to the grammatical component of a sentence.
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Figure 6.2: Our proposed Mutual and Self-Attention (MSA) VQA model built on the Se-
mantic Relationship Parser (SRP). The question feature q is used alongside visual v
and relationship r features to generate corresponding mutual and self-attended rep-
resentations. These rich feature representations are then projected into a common

embedding space and sum-pooled to predict the correct answer.

we train the visual relationship detector end-to-end on visual relationship dataset
(i.e., Visual Genome [Krishna et al., 2016], VRD [Lu et al., 2016a]) and then run in-
ference on the input images to generate relationship prediction, which consists of
subject, object and relationship probability.

The third component of the SRP module is the semantic feature extractor which
takes the filtered semantic relationship triplets R, subject bounding box bs and object
bounding box bo coordinates, and generates visually grounded semantic relationship
features as follows,

r = FBERT(R, bs, bo). (6.2)

Here, FBERT denotes the BERT model (similar to the one described in Sec. 6.2.1) for
extracting semantic features from the triplets. First, this function takes all entries
from the set R and adds a period (‘.’) after each element. Each relation triplet tk ∈ R
is now considered a complete sentence which is passed through the BERT model
separately alongside its subject and object proposal coordinates. This generates cor-
responding semantic relationship features r ∈ Rn×dr from image I, where dr is the
dimension of the hidden feature of the BERT model.

Notably, the set R only contains refined relationship triplets obtained after a
two stage thresholding and filtering process. At the first stage, we filter out the
relationship predictions where the probability of the product of subject and object
proposals are higher than a threshold α. This ensures that we only select the high-
confidence relationships between subject-object pairs. In the next stage, from the
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remaining relationship predictions, we select only those whose relation probability
is higher than β. Intuitively, we set α at a higher value compared to β to ensure
that we first get the subject and object instances right, and ask the model to predict
various relationships between them. The values of α and β are set empirically with
the objective to select at least three relationship triplet per image. We further filter out
any duplicate relationships and end up with ‘n’ relationship predictions per image
encoded in refined semantic relationship set R.

6.2.3 Mutual and Self Attention

The Mutual and Self Attention (MSA) module consists of two major components.
The first component focuses on mutual attention where two separate multimodal
fusion operations are performed to learn attention distribution over the input feature
vectors. The second component applies self attention on the pair of input features
and generates attention distribution over the input features themselves. We illustrate
the MSA module in Fig. 6.2. For simplicity lets assume the input to the MSA module
are a two feature embeddings x ∈ Ra×dx and y ∈ Rb×dy , which will undergo mutual
and self attention.

Mutual Attention: To capture the complex interaction between x and y we jointly
embed these features by learning a multimodal embedding function. This is achieved
by first concatenating the input features and then passing them through a 3 layer
MLP network. The MLP model learns to capture the mutual interactions between
the input feature vectors and produces a joint feature embedding. For input combi-
nations (y, x) and (x, y), we have:

zy,x = MLP [y ⊕ x] ∈ R1×b, and zx,y = MLP [x ⊕ y] ∈ R1×a, (6.3)

where ⊕ denotes the concatenation operation of the two vectors. zy,x and zx,y signi-
fies the learned mutual attention distributions over the inputs y and x respectively.
These attention distributions are used to take a weighted sum on the corresponding
input feature vectors to generate mutually attended feature representation ym,yx and
xm,xy,

ym,yx =
b

∑
i=1

(zi
y,x yi) ∈ Rdy , and xm,xy =

a

∑
i=1

(zi
x,y xi) ∈ Rdx , (6.4)

where, xi and yi denote the ith row from the feature embeddings x and y respectively.
Self Attention: For the self attention component, we follow the guided self at-

tention module used in [Yu et al., 2017]. The input feature x is fed to a Transformer
employing multi-head attention [Vaswani et al., 2017] to learn an attention distribu-
tion Ψx. The other input y undergoes a similar multi-head attention like x, except
the query input is replaced with Ψx, which allows the model to learn x-guided self
attention distribution over y, denoted as Ψy,x. Ψx and Ψy,x are passed through sep-
arate fully-connected layers for dimensionality reduction and we get Ψx ∈ Ra and
Ψy,x ∈ Rb. These self attention maps are used to take a weighted sum over the
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corresponding feature representations and generate self attended features ys,yx and
xs,y,

ys,yx =
b

∑
i=1

(Ψi
y,x yi) ∈ Rdy , and xs,y =

a

∑
i=1

(Ψi
x xi) ∈ Rdx . (6.5)

In practice, we employ two MSA modules, where we feed q, v to the first one and
q, r to the other. The intuition behind this is the first MSA module learns to identify
which region of the image, and words of the question are important to answer the
question. Similarly, the second MSA module tries to identify the salient relationship
features and question parts for answering the question. For both MSA blocks, we
pass question features as x which guides the attention learning process of the input.
This is particularly important as the question sets the objective of the task, and the
quality of the learned attention distribution depends more on the question than the
other inputs. Thus the first MSA module outputs vm,vq, qm,qv, vs,vq, qs,v and the second
one outputs rm,rq, qm,qr, rs,rq, qs,r.

6.2.4 Attention Fusion

We perform multimodal attention fusion on the outputs of the MSA blocks. Each
attended feature is projected to an intermediate space through fully connected lay-
ers followed by summation. As the attended features already capture rich feature
description, we only use such a simple linear summation technique to capture their
interaction before making the final answer prediction. The summed feature vector is
then projected to the answer prediction space d|A| through another fully connected
layer where we minimize a cross-entropy loss to predict correct answer from the
candidate answer set.

6.3 Experiments

6.3.1 Dataset

We perform experiments on two large-scale VQA datasets, namely VQAv2 [Goyal
et al., 2017] and GQA [Hudson and Manning, 2019]. The VQAv2 has 200K images
and 1.1M crowed-sourced questions. This is the biggest manually annotated VQA
dataset. Further, GQA contains 11K images and 22M auto-generated questions, mak-
ing it a more challenging evaluation setting.

6.3.2 VQA Model Architecture

The visual feature are extracted using a Faster-RCNN [Ren et al., 2015b] network
with ResNet101 [He et al., 2016] backbone with dv = 2048 dimention for each object.
To extract the semantic features from the question and relationship triplet, we use
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GQA Validation Set

Methods Acc.↑ Binary↑ Open↑ Validity↑ Plaus.↑ Dist.↓
MCAN [Yu et al., 2019] 65.00 82.08 48.98 94.91 91.42 4.21

rvis + q 51.89 69.02 35.83 95.13 91.78 7.34
rsem + q 50.37 63.66 37.91 95.03 91.83 13.06

rvis + v + q 58.62 73.25 44.91 94.95 91.05 12.63
rsem + v + q 65.93 82.35 49.27 94.98 91.57 4.88

roracle + q 68.71 71.84 68.71 94.94 92.99 7.29
roracle + v + q 81.15 85.06 77.48 95.34 94.26 1.08

Table 6.1: On establishing the benefit of semantic relationship parsing for VQA. We note
that using semantic relationship features gives better performance as compared to
the visual relationship features (rows 2-5). To demonstrate the richness of semantic
features, we also report the upper-bound (oracle case in the last two rows), where our
model delivers an absolute gain of ∼16 accuracy points over the MCAN [Yu et al.,
2019] model. v, q represent visual features and question features respectively. rvis,
rsem and roracle represent visual relationship features, semantic relationship features

and Oracle semantic relationship features respectively.

a pretrained bert-large-cased2 model. Since a cased version is used, we do not
convert the question or relationship triplets to lowercase. The extracted semantic
feature dimensions for question and relationship are dq = dr = 1024. We train
the visual relationship detector in the SRP module on VRD dataset with a VGG16
backbone, and use this pretrained model to infer relationship triplets. Following
the recommendation of Vaswani et al. [2017] and Yu et al. [2017], the intermediate
dimensions d of the multi-head attention in transformer module is set to 512 with
8 heads and latent dimension of 64. Adam optimizer [Kingma and Ba, 2014] with
β1 = 0.9 and β2 = 0.98 is used.

6.3.3 Semantic vs. Visual Relationship Feature

In Tab. 6.1, we first establish the benefit of our proposed semantic relationship feature
modeling. To this end, we compare the VQA performance between ‘semantic’ and
‘visual’ relationship features to showcase the comparative advantage on the GQA
validation dataset. To develop the baseline model with visual relationship features,
we train the SRP module (Sec. 6.2.2) on the VRD dataset [Lu et al., 2016a] with 100
objects and 70 predicate categories, and output visual feature of the subject and object
relationship proposal alongwith relationship triplet. The visual feature of the subject
and object proposals are concatenated and considered as visual relationship feature
rvis, and the default semantic relationship features (denoted by rsem) are extracted

2https://huggingface.co/bert-large-cased

https://huggingface.co/bert-large-cased
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from the relationship triplet. The models in Tab. 6.1 employ only the guided self-
attention part of the MSA module for simplicity.

Blind models trained with visual relationship feature perform slightly better. In Tab. 6.1,
we see that a VQA model trained with only visual relationship features (row 2)
performs better than the model trained only with semantic relationship features (row
3). This is because when the visual feature v is not available, the rsem + q model is
blind to the image and the answer prediction is based only on the relationship labels.
On the other hand, the rvis + q model can see the image as a set of the visual feature of
subject-object proposals, thus performs better than the completely blind model (row
3). However, in this extreme setting, the blind model perform reasonably well only
relying on the semantic relationship labels.

Non-blind models trained with semantic relationship feature perform significantly better.
When the visual feature is available, the VQA model with the complementary se-
mantic relationship feature performs significantly better (7.34 ↑) than its counterpart
(rows 4, 5 in Tab. 6.1). This demonstrates the complementary effectiveness of the
semantic relationship features, since both these settings are identical except for the
nature of the relationship feature.

6.3.4 Oracle Setting

We simulate an oracle setting to further evaluate the effectiveness of using semantic
relationships for VQA. We build this setting using scene-graph annotations available
for GQA [Hudson and Manning, 2019] train and validation sets. Each scene-graph
entry consists of ground-truth subject, relationship and object label. We use a scene-
graph parser which converts each scene-graph entry into a list of semantic relation-
ship triplets similar to the output of visual relationship detector of Sec. 6.2.2, and
denote the extracted semantic ground-truth relationship features as roracle.

Both blind and non-blind oracle models significantly outperform the SOTA. The blind
VQA model with a ground-truth relationship label roracle achieves an overall accu-
racy gain of 3.71 ↑ compared to the state-of-the-art MCAN [Yu et al., 2019] model3

which is a non-blind model (comparing rows 6 and 1 of Tab. 6.1). This is an inter-
esting finding showing if good enough semantic relationship label are available, the
VQA model could achieve better performance than SOTA without even looking at the
image. Further, when visual feature of the image is available in the oracle setting,
the model achieves 16.43(∼ 25%) accuracy gain over [Yu et al., 2019].

‘Open-ended’ questions are answered better. Both oracle models report significant
accuracy gain (19.73 ↑ and 28.5 ↑ compared to MCAN) for the challenging ‘Open’
question category. These open-ended questions require diverse and broad reason-
ing ability to answer correctly. This is a significant finding as it sheds light upon
effectiveness of using complementary semantic relationship features as an important
line of research to break the bottleneck of VQA models mostly focusing on learning
better visual representations.

3experimented with mcan-large model from https://github.com/MILVLG/openvqa

https://github.com/MILVLG/openvqa
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VQA-v2 Test-dev GQA Test-dev

Input Attention Acc. Y/N Num. Other Acc. Binary Open

Mutual 44.00 66.48 31.49 27.21 35.90 54.72 19.93
r + q Self 53.35 74.16 35.87 39.46 42.72 64.42 29.38

MSA 53.66 74.71 36.65 39.70 45.53 64.00 29.86

Mutual 45.74 57.18 34.78 29.74 37.20 56.82 20.56
v + q Self 70.14 86.57 51.59 60.28 57.03 76.02 40.76

MSA 70.38 86.78 52.05 60.59 57.45 77.08 40.79

Mutual 48.29 67.17 33.24 35.49 39.24 55.45 25.48
v + r + q Self 70.46 87.14 51.26 60.57 57.72 76.12 40.48

MSA 70.76 87.10 53.21 60.77 58.37 77.70 40.44

Table 6.2: Ablation of MSA model on VQAv2 Test-dev and GQA Test-dev set. v, q and
r represent visual features, question features and semantic relationship features re-

spectively.

6.3.5 Ablation study

We perform extensive ablation on the VQAv2 test-dev and GQA test-dev datasets
and report the results in Tab. 6.2. Our goal here is to identify which input and
attention combination contributes to the overall performance of our model. This
is a comprehensive setup as the VQA dataset and GQA dataset consist of natural
crowed-sourced and auto-generated questions respectively. We use semantic relation
features for all our experiments (i.e., r = rsem).

Semantic relationship features provide accuracy boost when used in complement with vi-
sual features. The blind model which only uses parsed relationship features without
any visual features (rows 1–3) performs worse compared to other models that ex-
plicitly use visual features. However, when used in complement with image and
question features (rows 7–9), it helps models achieve better performance on both
VQA and GQA datasets.

Guided self attention provides rich attention distribution over its inputs compared to mu-
tual attention. For the three input combinations listed in Tab. 6.2, we ablate the MSA
module by only activating mutual or self attention module. We can see that when
only guided self attention module is activated, a better VQA accuracy is achieved in
both the datasets. This is because the self attention module captures rich semantics
over the the input features through its multi-head attention architecture. The mutual
attention component works best in a VQA setting when the attention distribution is
learned on the visual feature, which undergoes a second multimodal fusion with the
question feature [Fukui et al., 2016; Farazi and Khan, 2018; Ben-Younes et al., 2017,
2019]. By design, we want the mutual attention module to capture the multimodal
interaction between the inputs and feed it to the attention fusion module (Sec. 6.2.4)
for combining with other attention distributions. Thus a standalone setup for our
mutual attention module performs sub-par to the guided self attention module.
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VQAv2 Test-Standard

Methods Acc. Y/N Num. Other

Ours 71.1 87.3 53.3 61.1

MCAN [Yu et al., 2019]† 70.9 - - -
ReGAT [Li et al., 2019b]† 70.6 - - -
Ban+Counter [Kim et al., 2018]† 70.4 - - -
MuRel [Cadene et al., 2019a] 68.4 - - -
Counter [Zhang et al., 2018] 68.4 83.6 51.4 59.1
Graph Learner [Norcliffe-Brown et al., 2018] 66.2 82.9 47.1 56.2
Bottom-Up [Anderson et al., 2018] 65.7 82.2 43.9 56.3

Table 6.3: Comparison of our single MSA model trained only on VQAv2 train+val dataset
with other comparable state-of-the-art models on VQAv2 Test-Std dataset. Our approach
performs favorably well against the existing VQA models. † models undergo addi-
tional training on Visual Genome [Krishna et al., 2016] dataset which provides an

additional gain.

MSA module with both mutual and self attention performs best. The full MSA model
with both mutual and self attention modules achieves better performance compared
to when a single block is activated (rows 3,6,7 in Tab. 6.2). The mutual attention
module provides complementary information that helps in cases where self attention
alone is not sufficient.

6.3.6 Comparison with state-of-the-art models

We report the performance of our single MSA model on benchmark VQAv2 Test-
Standard dataset in Tab. 6.3. We show that by leveraging the semantic relationship
features, our model is able to outperform other comparable state-of-the-art models,
even without additional training on Visual Genome dataset [Krishna et al., 2016].
Some recent models resort to ensembling and data augmentation techniques [Yu
et al., 2019], cross-modal pretraining on language and vision tasks [Tan and Bansal,
2019; Li et al., 2019a] to achieve superior performance. However, this is tangential
to the motivation of our paper, so they are not directly comparable to our approach.
[Zhang et al., 2019a; Hu et al., 2019] do not report their performance on the VQAv2
dataset and are thus not included here for comparison.

6.3.7 Qualitative results

We provide some qualitative results in Fig. 6.3 of MSA model on VQAv2 dataset. We
visualize the attention distribution over the region proposals and list two relation-
ship triplet with highest attention for better visualization. For simplicity we do not
visualize the mutual and self attention distribution over the question words. We can
see that the self and mutual attention component provide complementary attention
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distribution over the input features. For example, in the second row, when asked
‘Are they wearing goggles?’ The visual self attention component focuses more on the
sunglass of the person on the left. The mutual attention component looks at the per-
son on the left and the right. Similarly, the self attention component gives more atten-
tion to a relationship triplet with sunglass and person, but further looks at person
wear shirt relationship triplet for getting more semantic context. Such complemen-
tary relationship between various attention components helps VQA model to reason
better over its input feature representations.

6.4 Conclusion

VQA problem demands an in-depth understanding of the visual and semantic do-
mains. Existing approaches generally focus on deriving more discriminative visual
features or modeling the complex multi-modal interactions. In this chapter, we show
that an important missing piece in the existing models is that of enriched semantic
relationship modeling. We demonstrate that under an oracle setting, these seman-
tic relationships can bring the performance on par with human-level accuracy on
VQA task. Further, we propose an automatic semantic relationship parser along-
side a complementary attention mechanism that delivers consistent improvements
on SOTA across two challenging VQA datasets. Our results strongly advocate for
further investigation on better relationship modeling in the semantic domain, a di-
rection less explored so far in the VQA community.



§6.4 Conclusion 91

Q: How many trash 
cans are present? 
A: 1

Q: What is behind the bus?
A: Car
[Correct answer: Building]

Q: Where is the 
pizza? 
A: On table

Q: Are they 
wearing goggles? 
A: Yes

[sink on the right 
of trash can] 
[trash can on the 
left of sink]

[sink on the right 
of trash can] 
[sink near bag]

[person wear 
sunglasses] 
[person wear 
shirt]

[sunglasses on 
person] 
[person wear 
sunglasses]

[pizza on table] 
[pizza on plate]

[glasses next to 
pizza] 
[glasses on table]

[building behind 
bus] 
[truck next to bus]

[tree behind bus] 
[bus has wheel]

Self Attention Component Mutual Attention Component

Figure 6.3: Qualitative results on VQAv2 dataset with semantic relationship parser Pre-
dicted answers and attention distribution over visual features (v) and semantic re-
lationship features (r) employing our MSA model on VQAv2 dataset. We activate
both Self and Mutual Attention module and separately visualize their output atten-
tion distribution over v and r. The attention distribution over the region proposals
are visualized with a heat map and two relationship triplet with highest probability
is reported. For both self and mutual attention component provide complementary

information for predicting the correct answer.
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Chapter 7

Accuracy vs. Complexity
Trade-Offs

As discussed in the earlier chapters, the pivot to existing VQA models is the joint
embedding that is learned by combining the visual features from an image and the
semantic features from a given question. Consequently, a large body of literature has
focused on developing complex joint embedding strategies coupled with visual atten-
tion mechanisms to effectively capture the interplay between these two modalities.
However, modelling the visual and semantic features in a high dimensional (joint
embedding) space is computationally expensive, and more complex models often re-
sult in trivial improvements in the VQA accuracy. In this chapter, we systematically
study the trade-off between the model complexity and the performance on the VQA
task. VQA models have a diverse architecture comprising of pre-processing, feature
extraction, multimodal fusion, attention and final classification stages. We specifi-
cally focus on the effect of multi-modal fusion in VQA models that is typically the
most computationally expensive step in a VQA pipeline. Our thorough experimen-
tal evaluation leads us to two proposals, one optimized for minimal complexity and
the other one optimized for state-of-the-art VQA performance. We hope our findings
help the community build better VQA models as per design requirements.

7.1 Introduction

The Visual Question Answering (VQA) problem aims to a develop a deep under-
standing of both vision and language, and the complex interplay between the two,
such that a machine is able to answer intelligent questions about a visual scene.
The VQA task is inspired by the astounding ability of humans to perceive and pro-
cess information from multiple modalities and draw connections between them. An
AI agent equipped with VQA ability has wide applications in service robots, per-
sonal digital assistants, aids for visually impaired and interactive educational tools,
to name a few [Antol et al., 2015; Gu et al., 2018].

Given the success of deep learning, one common approach to address the VQA
problem is by extracting visual features from an input image or a video using pre-
trained Convolutional Neural Networks (CNNs) eg., VGGNet [Simonyan and Zis-
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serman, 2014], ResNet [He et al., 2016], ResNeXt [Xie et al., 2017]; and representing
language features from the input questions using Recurrent Neural Networks (RNN)
eg., [Antol et al., 2015; Fukui et al., 2016; Kiros et al., 2015]. The automatic and gener-
alized feature learning capability of deep neural networks has paved the way towards
joint processing of multiple modalities in a single framework, leading to dramatic im-
provements on the challenging VQA task [Antol et al., 2015; Krishna et al., 2016; Zhu
et al., 2016].

To effectively capture the interaction between visual and semantic domains, one
must learn a joint representation common between the two domains. Capturing the
multimodal interaction between these two modalities is computationally expensive
(both in terms of compute and memory footprint), especially when the interactions
are learned on high-dimensional visual and language features extracted using deep
neural networks. Different multimodal operations ranging from simple linear sum-
mation and concatenation to complex bilinear pooling and tensor decomposition
have been proposed to effectively model this bi-modal interaction and achieve state-
of-the-art VQA accuracy [Fukui et al., 2016; Ben-Younes et al., 2017, 2019].

In this chapter, we specifically focus on studying the trade-off between the com-
plexity and performance offered by different multi-modal fusion mechanisms in
VQA models. The multi-modal fusion component is often the most computation-
ally expensive part in a VQA pipeline. It is therefore of interest to analyze its impact
on the final performance. Notably, VQA pipelines are often coupled with multi-
level, multi-directional attention mechanisms [Lu et al., 2016b; Yang et al., 2016; Jabri
et al., 2016; Xu et al., 2015; Kim et al., 2018] that allow the VQA model to identify
most salient regions/phrases in the given image/question required to predict a cor-
rect answer. Here, we do not analyse different attention mechanisms since they are
model-specific and therefore less generalizable across models and different tasks re-
quiring multi-modal integration. However, using a simple attention approach, we
demonstrate that attention is helpful in VQA settings across different fusion strate-
gies.

The main contribution of this chapter are as follows:

• We provide a succinct survey of the state-of-the-art VQA models employing
multimodal fusion to learn a joint embedding, and describe how most of the
leading models leverage a similar high-level architecture.

• We establish a VQA baseline that supports the three most popular meta-architectures
(visual features extractor, bilinear fusion and co-attention) and a unified evalu-
ation protocol by varying these meta-architectures (Fig. 7.1).

• We perform an extensive evaluation on three challenging VQA datasets (ie.,
VQAv2, VQA-CPv2 and TDIUC) for different combinations of feature extractor,
bilinear fusion model and attention mechanism to generate an accuracy vs.
complexity trade-off curves.

• Our finding suggests VQA models using visual features obtained by Squeeze-
and-excitation Network (SeNet [Hu et al., 2018]) mostly outperform models
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Figure 7.1: An unified VQA model with three components that co-occur in existing models
(we term them meta-architectures). (1) The feature extraction meta-architecture gen-
erates visual feature v and semantic feature q from the input image and question
respectively. (2) The extracted features are projected to a common-space through
P and jointly embedded into z with a bilinear fusion model Φ. (3) The attention
meta-architecture takes the joint embedding feature z and learn a spatial attention
distribution to generate an attended visual feature representation ṽ. The question
embedding q and ṽ are again jointly embedded and passed to the answer classi-
fier. The joint embedding feature z can be directly passed to the answer classifier
to predict the answer a∗ skipping the co-attention meta-architecture (denoted by the

dashed line). The trainable blocks are color coded yellow.

using widely adopted ResNet [He et al., 2016] features, irrespective of atten-
tion and fusion mechanism. Further, we report that employing MFH fusion
facilitates achieving a superior performance over its counterparts.

• We propose a combination of feature extractor and meta-architecture that achieves
state-of-the-art performance on three most challenging VQA datasets.

7.2 VQA Model Architecture

The VQA task is modeled as a classification task. Since there exists a long tail dis-
tribution of answers in the large-scale VQA datasets, the most frequent answers are
placed in a candidate answer set A. The goal is to predict the best possible answer
a∗ for a natural language question Q about an image I. This can be formulated as:

a∗ = arg max
a∈A

p(a|I, Q; θ) (7.1)

where θ denotes the model parameters.
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Figure 7.2: Visual feature extraction meta-architecture illustrating the pipeline for generating
Image Level(IL), Spatial Grid (SG) and Bottom-Up(BU) from the input image.

7.2.1 Feature Extraction Meta-Architecture

The feature extraction component consists of two parts. First, a visual feature ex-
traction block takes the input image and extracts visual features. Second, a language
embedding block generates a semantic embedding from the input features. As these
two parts require a trained image and language model on large-scale datasets, these
blocks are part of the data pre-processing done before training the VQA model itself.

Visual Feature. To generate discriminative features from images, similar to other
high level visual reasoning tasks (e.g., image captioning, visual dialog and relation-
ship prediction), VQA models employ deep neural networks pretrained for object
recognition and detection. These deep CNN models generate a feature representa-
tion of the image I, denoted as v. It can be formulated as:

v = CNN(I) = {vi, s.t., i ∈ [1, G]}, (7.2)

where vi ∈ Rdv is the feature vector of ith image location and G is the total number
of image locations in a grid. The dimension of dv and G depend on how the features
are extracted using a particular CNN model. The extracted visual features can be
categorized into three main types (see Fig. 7.2):

i) Image Level (IL): These features are extracted from the last pooling layers be-
fore the classification layer (eg., ‘pool5’ layer of ResNet[He et al., 2016]). IL
features are 1× dv dimensional as they represent the features of the whole im-
age (ie., G = 1). When only these features are available, the additional visual
attention (discussed in Sec. 7.2.3) is not used as these features have no spatial
information.

ii) Spatial Grid (SG): The Spatial Grid (SG) features are extracted from the last
convolutional layer (eg., ‘res5c’ if using ResNet-152). The spatial grid feature
is G× dv dimensional where each feature map corresponds to a uniform grid
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location on the input image. While using SG features, an additional attention
mechanism is often used to generate a more refined visual representation based
on the input question (Sec. 7.2.3).

iii) Bottom-Up (BU): Anderson et al. [2018] proposed to use features maps of dif-
ferent object proposals instead of IL or SG features. The object proposals are
obtained by passing each input image through an object detector (eg., Faster–
RCNN [Ren et al., 2015b]) that is pretrained on large-scale object detection
datasets. The extracted features are G × dv dimensional, where G = N is the
number of top object proposals in an image.

Language Feature. The question is first tokenized into words and encoded in
to word embeddings using a pretrained sentence encoder (eg., GLoVe [Pennington
et al., 2014], Skip-thought [Kiros et al., 2015]). The length of the word embedding
is set to l, determined from the question length distribution in the dataset, where
unusually longer question are clipped and short question are zero padded to get a
fixed-sized word embedding wl . The word embeddings are passed through LSTMs
[Hochreiter and Schmidhuber, 1997] (or its variants) to obtain the semantic features
q from the input question:

q = LSTM(wl), (7.3)

where q is the output feature of the last word from the LSTM network and is of
dq dimension. The dimension of the semantic feature embedding is determined by
size of the hidden state of the LSTM unit. In the scope of this work, we use a
fixed language feature extraction meta-architecture for all our experiments since our
goal is to study the trade-off provided by multi-modal fusion strategies. However,
a more advanced word embedding, such as Bidirectional Encoder Representations
from Transformers (BERT) [Devlin et al., 2018] can provide additional performance
gains.

7.2.2 Fusion Model Meta-Architecture

The second meta-architecture (common to VQA models) jointly embeds the extracted
visual and semantic features into a common space. To this end, a multimodal em-
bedding function Φ is learned:

z = Φ(q, v) (7.4)

where z is the learned joint embedding from the input question and image. The
simplest way to project q and v into the same space is by taking Hadamard product
of the inputs, z = v� q. However, this operation requires the inputs to be of equal
dimension and is limited to a linear model.

To fuse visual and semantic features of equal or different dimension and capture
the complex interaction between these two modalities, one can adopt bilinear fusion
models and take the outer product of the two input feature vectors:

z =W [v⊗ q] (7.5)
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where W ∈ Rdv×dq×Ad is the learned fusion model, Ad is the number of entries in
the candidate answers set, while ⊗ and [ ] denote outer product and vectorization
operations, respectively. This operation allows the modelW to learn the interactions
between the inputs in a multiplicative manner. One major limitation of this approach
is W is very high dimensional. For example, if one is using SG features with a
ResNet-152 backbone, LSTM with 2048 hidden dimensions and an answer classifier
with 3000 candidate answers, the leaned model Wi for ith image grid location will
be R2048×2048×3000. As a result, even with a simplistic design, the VQA model will
have over 12 billion learnable parameters which is expensive both computationally
and memory-wise. Several models have been proposed to tackle this problem and in
this chapter we aim to investigate the trade-off between complexity and accuracy of
VQA models by using a variety of bilinear fusion methodologies.

We first establish two simple baseline multi-modal models and then formulate
different bilinear models proposed in the literature in our experimental setting. The
baseline models we experiment with in the scope of this work are as follows.

Linear: Linear Summation is the simplest multi-modal fusion model that we ex-
periment with. It first transforms the input feature vector into an intermediate space
through fully connected layers. The intermediate features are then added together
and projected back to the answer prediction space through another fully connected
layer. This operation only uses a linear operation (ie., summation) in the intermedi-
ate space to capture the interaction between the visual and language features, thus is
dubbed Linear.

C-MLP: The second baseline fusion model is called Concatenation-MLP (C-MLP).
We first concatenate the input features in their native space and pass the resulting
visual-semantic features through a 3 layer Multi-layer Perceptron (MLP). The MLP
model learns to non-linearly encode the concatenated features and produces a joint-
embedding feature in the answer prediction space.

MCB: Multi-modal Compact Bilinear (MCB) pooling [Fukui et al., 2016] intro-
duced the use of bilinear models to perform fusion between visual and semantic
feature vectors in a VQA setting. First, the input feature vectors are approximated
as q′ and v′ by using count-sketch projection [Charikar et al., 2002] and then their
element wise product is taken in the spectral domain. The spectral domain transfor-
mation is achieved via a Fast Fourier Transform (FFT).

z = FFT−1(FFT(v′)� FFT(q′)). (7.6)

This operation leverages the property that convolution in the time domain is equiv-
alent to element-wise product in the frequency domain; and the frequency domain
product is converted back to the original domain by an inverse Fourier transforma-
tion. However, the model is still quite expensive to train as it requires the resultant
joint embedding vector z to be high-dimensional (precisely 16, 000d) to have a supe-
rior VQA accuracy.

MLB: To reduce the dimensions of the output feature vector, Kim etal. [Kim
et al., 2016] proposed Multimodal Low-rank Bilinear Pooling (MLB). MLB uses a
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low-rank factorization of input features vectors during bilinear operation. The input
feature vectors, v and q are projected to a joint embedding space z ∈ Rdz and their
Hadamard product is taken as follows:

z = (PT
v v)⊗ (PT

q q) (7.7)

where Pv and Pq are projection matrices of dimension Rdv×dz and Rdq×dz respectively.
Here, the output joint embedding size dz is set to 1, 000. Generally, the VQA model
thus developed achieves better accuracy than the former MCB approach.

MFB: Even though MLB achieves comparable performance with MCB, it takes
longer to converge. Multi-modal Factorized Bilinear Pooling (MFB) [Yu et al., 2018]
proposed to add a pooling operation on the jointly embedded feature vector. This
process is divided in two stages. First, during the Expand stage, the projection di-
mension is expanded by a factor k and the input visual feature vectors are projected
onto k× dz dimension. Second, during the Squeeze stage, a sum-pooling operation is
performed with size k of non-overlapping windows, which squeezes the joint feature
embedding by the same factor k.

z = Sum-Pool
(
(P̃T

v v)⊗ (P̃T
q q), k

)
(7.8)

where the new projection matrices are denoted by P̃v ∈ Rdv×dz×k and P̃q ∈ Rdq×dz×k.
After sum-pooling over k windows, the joint embedding feature vectors again be-
come dz dimensional. It can be see that setting k = 1, MLB can be considered as
a spacial case of MFB. The inclusion of the sum-pooling operation with a factor k
improves the convergence of the VQA model and provides boost in VQA accuracy
compared to MLB.

MFH: To model a more complex interactions, Multi-modal Factorized High-order
pooling (MFH) [Yu et al., 2018] uses a series of cascading MFB blocks. Each MFB
block takes the input feature vectors and internal feature of the previous MFB block.
The internal feature of ith MFB block among a total of m cascaded MFB blocks can
be formulated as:

zi
int =

{
1⊗

(
(P̃T

v v)⊗ (P̃T
q q)

)
, when i = 1

zi−1
int ⊗

(
(P̃T

v v)⊗ (P̃T
q q)

)
, when i > 1

, (7.9)

where i ∈ [1, m] and 1 is a dz× k dimensional matrix of all ones. zi
int ∈ Rdzk is similar

to the output of the Expand stage of MFB except for the additional input from the
previous MFB block. The output joint embedding of the ith MFB block is formulated
as:

zi = Sum-Pool(zi
int) (7.10)

Finally, the final output of a MFH operation with m MFBs block is obtained by
concatenating the output of each MFB block:

z = [z1, z2, ...zm]. (7.11)
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Here, the output joint embedding vector z ∈ Rdzm. When m = 1, then MFB can be
considered as a spacial case of MFH.

Mutan: Multimodal Tucker Fusion (Mutan) [Ben-Younes et al., 2017] first pro-
posed tensor decomposition techniques to reduce the dimensionality of input visual
and semantic feature vectors, and the output joint feature embedding in a VQA
model. We can re-write Eq. 7.5 to obtain joint embedding vector z with tensor nota-
tion as:

z = (W ×1 v)×2 q, (7.12)

where the operator ×i defines ith mode product between the learned tensor W and
input feature vectors. Following Tucker decomposition [Tucker, 1966], the 3-way
learned model tensor W can be decomposed into a core tensor and three factor
matrices:

W := Tc ×1 Fv ×2 Fq ×3 Fz (7.13)

with the core tensor Tc ∈ Rdpv×dpq×dz , and visual, question and joint embedding factor
matrices are respectively Fv ∈ Rdv×dpv , Fq ∈ Rdq×dpq and Fz ∈ R|A|×dz . The factor
matrices Fv, Fq project the input feature vectors to dpv and dpq dimensional space,
respectively, and the core tensor T models the interaction between the projected
feature vectors and the output joint embedding. Now, to encode the fully bilinear
interaction in the joint embedding space z, we can formulate Eq. 7.12 as:

z = (Tc ×1 FT
v v)×2 FT

q q. (7.14)

Here, the dimensions dpv and dpq directly contribute to the model complexity and
are usually set to ∼ 300 with dz set to ∼ 500. Comparing MLB (Eq. 7.7) and Mutan
(Eq. 7.14), MLB can be considered as a spacial case of Mutan if dpv = dpq = dz and
the core tensor Tc is set to identity. This approach is more efficient compared to MLB
as the rank of the core tensor is constrained which balances the interaction between
the input feature vectors to achieve a higher accuracy.

Block: In Mutan, the multimodal interaction is solely modelled by the core tensor
Tc which captures the rich interaction between the input features but is limited by
the dimensions of the output joint embedding space. This causes the VQA accuracy
to saturate for a given setting of intermediate projection dimension. To overcome this
bottleneck, a block-superdiagonal tensor based decomposition (Block) technique for
VQA was proposed by [Ben-Younes et al., 2019]. The 3-way learned model tensorW
is decomposed in n blocks/chunks as follows:

W = TB ×1 Fv ×2 Fq ×3 Fz, (7.15)

where TB ∈ R(dpvn)×(dpqn)×(dzn) and Fv = [F1
v , F2

v , ..., Fn
v ] (with a similar formulation

for Fq, Fz). Each of the n core tensor blocks represents bilinear interaction between
chunks of input features. Dividing the core tensor and its factor matrices into blocks
allows the model to capture the interaction between several chunks of input feature
vectors that get mapped into the joint embedding space. The joint embedding feature
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output of ith block is:
zi = (T i

b ×1 (Fi
v)

T
vi)×2 (Fi

q)
T

qi, (7.16)

where i ∈ [1, n] and the dimensions of ith core tensor and other factor matrices are
reduced by a factor of n compared to the same variables in Eq. 7.15. The final output
joint embedding feature vector z is computed as the concatenation of n block term
joint embedding features as:

z = [z1, z2, ..., zn] (7.17)

where z ∈ Rdz . If we set, n = 1 in Eq. 7.17, meaning only one core tensor is used to
model the interaction between the input features, block-superdiagonal tensor based
decomposition becomes the Tucker decomposition as in Eq.7.13.

7.2.3 Attention-based Meta-Architecture

Different questions about the same image would require a VQA model to attend to
different spatial regions within an image. An additional attention mechanism allows
the VQA models to identify relevant image regions for answering the question by
learning an attention distribution. As mentioned in Sec. 7.2.1, each location of the SG
and BU features represent a spatial grid location or an object proposal, respectively.
This visual attention can be applied to a Spatial Grid (SG) and/or Bottom-Up (BU)
image features where G > 1, where an attention mechanism learns to identify which
grid locations or object proposals are most relevant in answering the given ques-
tion. This question specific attention generally allows the model to achieve superior
performance.

In the attention meta-architecture, we experiment with co-attention. The co-attention
process consists of two steps each of which requires the model to learn a joint-
embedding feature vector from visual and semantic features (see component (3) in
Fig. 7.2). In the first step, the model learns to generate an attention distribution vector
using the input visual and language features. Irrespective of the bilinear embedding
module used, the model learns an attention probability distribution α ∈ RG for input
visual features with G > 1 spatial/object locations:

α = Softmax
(

Pασ(W [v⊗ q · 1])
)
, (7.18)

where 1 denotes the repeat (tile) operation to make the question feature dq × G di-
mensional, Pα ∈ Rdz×G projects the joint embedding features to G dimensions and
σ is a non-linear activation function (usually tanh or sigmoid). It has been found
([Fukui et al., 2016; Yu et al., 2017]) that learning multiple attention distributions,
commonly termed as glimpse, increases the VQA accuracy. At each glimpse t, the
models learns an attention distribution αt that results in a better probability distribu-
tion.

In the second stage, the attention distribution αt is used to take a weighted sum
of the input visual features in G spatial locations. The attended visual feature for
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glimpse t can be formulated as:

ṽt =
G

∑
g=1

αtv, (7.19)

where ṽt ∈ Rdv . If t > 1, attended visual features over multiple glimpses are con-
catenated as ṽ = [v1, v2, ...vt f ], where t f is the last glimpse. The final attended visual
feature representation undergo a second bilinear embedding with the question fea-
ture:

p(a|ṽ, q; θ) = Softmax
(

P|A|σ(W [v⊗ q])
)
, (7.20)

where P|A| ∈ Rdz×d|A| is a projection matrix to the candidate answer space, p is the
posterior probability distribution in that space and θ denotes the same parameter set
as described in Eq. 7.1.

7.3 An Unified VQA Model

As discussed in the previous section, the VQA model is made of three main compo-
nents. Different state-of-the-art models use different combinations of these meta-
architectures to achieve superior performance. To experiment with different ex-
tracted features and bilinear models, we first establish a modular Unified VQA (U-
VQA) architecture that supports different variations of the meta-architectures.

Visual Feature Extractor: We extract IG and SG visual features using the follow-
ing pre-trained deep CNN models1 for object detection:

• Inception Net [Szegedy et al., 2015]: Several versions of Inception net have been
proposed over the years. In our experiments, we used the InceptionNet-V4 with
dv = 1536 and G = 12× 12. This means the IG features are 1536 dimensional
and SG features are 1536× 12× 12. Compared to other visual features extracted
with pretrained object detectors, Inception features are the lowest dimensional
visual features that we experiment with.

• ResNet [He et al., 2016]: Visual features extracted by ResNet are widely used in
a VQA setting. In our experiment, we use the Facebook implemented version
of ResNet-1522 model, which has a slightly better performance compared to the
original ResNet implementation. IG and SG features extracted with ResNet152
are 2048 and 2048× 14× 14 dimensional, respectively.

• ResNext [Xie et al., 2017]: ResNext reported better performances than the coun-
terpart ResNet architecture on the ImageNet and COCO detection datasets. We
used ResNext101 in our experiments and the extracted IG and SG features have
same dimension as ResNet features.

1https://github.com/Cadene/pretrained-models.pytorch
2https://github.com/facebookarchive/fb.resnet.torch
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• SeNet [Hu et al., 2018]: In complement to spatial features, SeNet adaptively re-
calibrates the channel-wise features to achieve a higher accuracy om ImageNet
dataset. We use the SeNet154 model in our experiments which also has the
same IG and SG feature dimensions as ResNet152 and ResNext101.

• PolyNet [Zhang et al., 2017b]: We use PolyNet to extract IG and SG features
which are 2048 and 2048× 12× 12 dimensional, respectively. The dv dimension
of PolyNet features are equal to ResNet, ResNext and SeNet, but it has fewer
spatial grid locations compared to the former models.

We use the BU features[Anderson et al., 2018] made available by their official
online repository3. The BU features are extracted by using a Faster-RCNN model
with a ResNet-101 backbone for the top N object proposals for each image. N can be
adaptive (top 10 to 100 proposals) or fixed (top 36 proposals). For our experiments
we use the BU features with N = 36.

Language Feature Embedding: Similar to Ben-Younes et al. [2019], we use a
pretrained Skip-thought [Kiros et al., 2015] vectors and GRUs to encode the language
features. The language feature embedding is set to dq = 2400 for all our experiments.

Multi-modal Fusion Models: To embed the multi-modal features into a joint
embedding space, we experiment with fusion models discussed in Sec. 7.2.2 and two
additional baseline fusion models, namely ‘Linear’ and ‘C-MLP’. Following are the
hyper parameters settings that we use for experimenting with these fusion models:

• Linear: The intermediate dimension where the visual and semantic features
are projected is set to 1000. The 1000 dimensional features are summed and
projected to the candidate answer space.

• C-MLP: The visual and question features are concatenated and passed through
a MLP layer with 1600 hidden dimensions. The output dimension of the MLP
is set to the dimension of the candidate answer space.

• MCB: We set the joint embedding size to 16, 000 following the original imple-
mentation details reported in [Fukui et al., 2016].

• MLB: The joint embedding size dz is set to 1200 following the original imple-
mentation details reported in [Kim et al., 2016].

• MFB: Following the notation in Sec. 7.2.2, k is set to 5 and dz is set to 1000
following the original implementation.

• MFH: For MFH, we keep the values of k and dz same as the values used in the
MFB implementation, and cascade size is set m = 2 MFB blocks.

• Mutan: Following the notation described in Sec. 7.2.2, we restrict the rank Tc to
10 and dz is set to 700.

3https://github.com/peteanderson80/bottom-up-attention
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• Block: The rank of block core tensor TB is set to 15, dz is set to 1600 and the
number of blocks/chunks n is set to 18 following the original implementation.

In our experiments, we use the official implementation of Mutan and Block, and
PyTorch implementation of MCB from Block4. We re-implement MLB, MFB and
MFH bilinear models in our unified VQA architecture in PyTorch[Paszke et al., 2019].

Co-Attention Mechanism: We learn an attention distribution map on the SG or
BU features by using a co-attention mechanism. The learned attention probability
distribution α indicates which spatial grid locations (for SG features) or object pro-
posals (for BU features) are more important for answering the input question. For all
our experiments, we use two glimpse, which means for a given image-question pair,
two different α are generated. These attention distribution maps are applied on the
input visual features separately and the resulting visual representation is concate-
nated to a vector of size 2× dv.

7.4 Datasets

We perform extensive evaluation on three VQA benchmark datasets, namely VQAv2
[Goyal et al., 2017], VQA-CPv2 [Agrawal et al., 2018] and TDIUC [Kafle and Kanan,
2017]. The first dataset we experiment on is VQAv2 [Goyal et al., 2017]. This dataset
is a refined version of the VQAv1 [Antol et al., 2015] dataset as it introduces comple-
mentary image-question pairs to mitigate the language bias present in the original
dataset. The VQAv2 dataset contains over 204K images from the MSCOCO dataset
[Lin et al., 2014] and 1.1M open-ended questions paired with these images (an aver-
age of 6 questions per image). Each question has 10 ground-truth answers sourced
from crowd-workers for the open-ended questions. The evaluation on the VQAv2
test-set can only be done by submitting the evaluation file in their online evaluation
server, and offline evaluation can be done by training the model on train split and
evaluating the models performance on the validation split. For this reason, we report
validation scores on Tab. 7.1 and the best test-standard scores in Tab. 7.5.

Further, we experiment on the Visual Question Answering under Changing Priors
(VQA-CP) dataset. The VQA-CPv2 dataset is re-purposed from the training and
validation sets of the VQAv2 dataset. Similar Image-Question-Answer(IQA) triplets
of the training and validation splits of the VQAv2 dataset are grouped together and
then re-distributed into train and test sets in a way that questions within the same
question type (eg., ‘what color’, ‘how many’ etc.) and similar ground-truth answers
are not repeated in test and train splits. This makes it harder for any VQA model to
leverage the language bias to artificially achieve a higher accuracy.

Finally, we perform experiments on the Task Directed Image Understanding Chal-
lenge (TDIUC) dataset. The TDIUC dataset divides the VQA paradigm into 12 dif-
ferent task directed question types. These include questions that require a simpler
task (e.g., object presence, color attribute) and more complex tasks (e.g., counting,
positional reasoning). The IQA triplets are sourced from train and validation set of

4https://github.com/Cadene/block.bootstrap.pytorch

https://github.com/Cadene/block.bootstrap.pytorch
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VQA dataset and Visual Genome [Krishna et al., 2016] dataset, but undergo some
automatic and manual annotations to generate the ground-truth.

Evaluation Metric: While experimenting on the VQA and VQA-CP dataset, we
report VQA accuracy following the standard protocol [Antol et al., 2015; Goyal et al.,
2017; Krishna et al., 2016]. The accuracy of a predicted answer a∗ is:

VQA Accuracy = min
(

# of humans answered a∗

3
, 1
)

(7.21)

which means if the predicted answer a∗ is given by at least 3 human annotators out
of 10, then it will be considered correct. We report overall accuracy on the dataset for
all question types along with ‘Yes/No’, ‘Number’ and ‘Other’ question types.

When evaluating on the TDIUC dataset, we report accuracy for each of the 12
question types defined in the dataset. It allows us to further evaluate the capacity of
a fusion model to answer diverse types of questions that require different reasoning
capabilities. As the VQA datasets are crowd-sourced, they have an inherent bias
due to a skewed question distribution. Along with the individual accuracy, we also
report arithmetic and harmonic means across all per-question-type accuracy, dubbed
arithmetic mean-per-type (Arithmetic MPT) and harmonic mean-per-type accuracy
(Harmonic MPT). Arithmetic MPT reflects the models ability to score equally across
all question categories, and Harmonic MPT measures the models’ ability to have
high scores across for harder (low-scoring) question-types. Further, we also report
the normalized arithmetic and harmonic MPT, along with traditional overall VQA
accuracy.

Answer Encoding: The VQA task is formulated as a classification problem fol-
lowing the benchmark practices [Antol et al., 2015; Goyal et al., 2017; Krishna et al.,
2016] where a candidate answer set is created for the most frequent answers in the
dataset. This is because VQA datasets have a very long tailed distribution and the
least frequent answers account for a fraction of the IQA pairs in the dataset. For
experimenting on VQAv2 and VQA-CPv2 datasets, we select the most frequent 3000
answers and for TDIUC we select 1460 for the candidate answer set A.

7.5 Experiments and Results:

We perform evaluation on the VQAv2, VQA-CPv2 and TDIUC datasets in the scope
of this work and group the core experiments into four main categories.

• The Effect of Visual Features: We vary the input visual feature meta-architecture
to evaluate the effect on VQA complexity while using different level of visual
feature.

• The Effect of Fusion Meta-architecture: We vary the fusion meta-architecture to
evaluate different so-far proposed strategies and to analyze their complexity-
accuracy trade-off while using simpler to complex joint embedding models.
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• The Effect of Attention Model: We further study the effect of additional attention
mechanisms on the complexity accuracy trade-off.

• Proposed Meta-architecture: Finally, we find the most effective meta-architecture
combination and report state-of-the-art performance on VQAv2, VQA-CPv2
and TDIUC using the recommended meta-architecture combination.

Visual Feature

Bilinear InceptionV4 ResNet152 ResNext101 SeNet154 PolyNet
Model ↓ IL SG IL SG IL SG IL SG IL SG

Linear 35.04 36.97 39.26 39.56 37.88 38.90 37.32 38.18 40.22 38.14
C-MLP 52.34 54.89 53.37 58.50 53.28 57.90 54.06 57.96 52.78 56.68
MCB 52.83 53.44 54.91 58.15 55.04 57.94 55.34 58.23 55.85 57.29
MLB 52.66 52.53 53.79 57.16 53.77 56.31 54.69 56.34 54.91 57.02
Mutan 53.35 53.97 55.60 58.94 55.67 57.21 55.41 58.11 55.97 58.75
MFB 53.88 53.55 55.47 58.31 55.45 57.63 56.16 57.51 57.69 57.93
Block 55.08 55.89 56.85 60.49 56.87 59.67 57.36 59.67 58.12 60.54
MFH 54.86 55.28 57.07 60.53 57.06 59.89 57.16 59.64 57.59 60.53

Table 7.1: Evaluation on VQAv2 [Goyal et al., 2017] validation set with visual features
extracted using different CNN models.

We quantify the complexity of a VQA model based on the number of trainable pa-
rameters, FLOPS (floating point operations per second) and computation time (both
CPU and GPU). The visual features are extracted as a pre-processing step for VQA
models; thus pre-training the models on the ImageNet dataset or similar object detec-
tion dataset does not directly contribute to the complexity of a VQA model. However,
the BU features require training an additional object detector on another large scale
dataset (i.e., Visual Genome [Krishna et al., 2016]). Thus we offset the FLOPS and
trainable parameters with the additional training cost for performing experiments
with BU features, and plot VQA accuracy versus trainable parameter and FLOPS. As
our goal is to determine the optimal meta-architecture configuration for highest VQA
accuracy, we draw an imaginary maximum efficiency line on the accuracy vs. training
parameter and accuracy vs. FLOPS plots, that helps us study the overall trends.

7.5.1 Varying the level of Visual Features

In Tab. 7.1 we report validation scores on the VQAv2 dataset and in Tab. 7.2 we
report the test scores on the VQA-CPv2 dataset, using Image Level (IL) and Spatial
Grid (SG) features across eight different fusion models. Our main insights are as
follows:

Setting visual feature dimension closer to language feature embedding im-
proves VQA performance. It can be seen from Tab. 7.1 and 7.2 that the VQA mod-
els based on InceptionV4 features perform significantly worse (about ∼ 5.0 ↓) than
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Visual Feature

Bilinear InceptionV4 ResNet152 ResNext101 SeNet154 PolyNet
Model ↓ IL SG IL SG IL SG IL SG IL SG

Linear 17.61 17.77 17.58 19.7 18.09 19.93 17.97 29.11 18.6 25.11
C-MPL 27.0 29.23 27.27 31.38 27.32 30.23 28.6 32.31 26.65 29.35
MCB 27.2 28.15 28.43 30.87 27.25 29.11 30.19 31.28 30.25 31.71
MLB 26.1 27.70 24.61 31.52 26.13 30.79 27.87 32.33 27.6 31.96
Mutan 28.25 28.02 29.27 31.32 29.64 28.97 30.75 31.74 31.04 32.04
MFB 27.51 28.69 28.44 33.05 28.9 32.38 30.39 33.61 29.90 33.32
Block 28.45 29.73 29.17 34.45 29.41 33.18 31.0 35.16 30.71 35.11
MFH 28.27 30.07 29.1 34.6 29.7 34.3 31.63 35.9 31.06 35.48

Table 7.2: Evaluation on VQA-CPv2 [Agrawal et al., 2018] test set with visual features
extracted using different CNN models.

similar models while using IL features instead of SG features (for different CNN
backbones). The main reason is that for all our experiments we kept the language
feature embedding at 2400, which is similar to feature dimensions dv = 2048 of
other feature extractors. InceptionV4 features have a significantly smaller dimension
dv = 1536 than the language feature embedding. While a bilinear fusion model tries
to learn a joint feature embedding, the smaller visual feature dimension affects the
model’s ability to equally capture the visual-semantic relationships, thereby deterio-
rating VQA accuracy.

One can use a projection layer to make the visual features high-dimensional (ie.,
closer to the dimension of language feature embedding), however, it is generally
not recommended. Projecting the visual features to a higher dimension through
learned layers introduces a higher complexity and results in over-fitting on a specific
dataset. Consequently, the pretrained model does not generalize well to held-out
test sets. Another way to make to Inception visual features high dimensional is
by increasing the input image size. This approach has practical limitations as we are
using a pre-trained feature extraction model with a fixed architecture. In practice, one
should not make the visual feature high dimensional to match the language feature
embedding, rather one should modify the LSTM architecture to make the semantic
feature dimension similar to the visual feature. As the language feature embedding
is extracted from the last LSTM cell and is related to the hidden dimension of the
cell, it is relatively easy to modify the hidden dimensions to obtain an arbitrary sized
language feature embedding.

PolyNet features with smaller grid size perform surprisingly well. Expect for
InceptionV4 and PolyNet, all the other feature extractors we experiment with have
14× 14 = 196 grid locations. Having more grid locations allows a model to learn
to identify salient image locations in a higher resolution. However, more grid lo-
cations introduce a higher complexity in the VQA models. Surprisingly, PolyNet
features with 12× 12 = 144 grid locations, which translates to a ∼ 106k reduction
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in visual feature dimension compared to ResNet152 features, achieves the highest
VQAv2 validation accuracy while using Block and MFH fusion models (Tab. 7.1)
with SG features. Also, on a more challenging VQA-CPv2 dataset, it performs better
then ResNet152 features (0.7 ↑ and 0.9 ↑ for Block and MFH models, respectively,
with SG features). This means that visual features extracted by PolyNet are highly
discriminative and can perform on par with higher resolution visual features in a
similar VQA setting.

Resnet152 features have the largest performance boost when using SG instead
of IL features. In Tab. 7.1 and 7.2, we perform experiments using both IL and SG
features. While using the SG features, we employ the co-attention mechanism (see
component (3) in Fig. 7.1). Naturally, using SG features instead of IL features ex-
tracted using the same visual feature extraction meta-architecture results in a sig-
nificant performance boost. However, the highest improvement is achieved when
ResNet152 SG features are used instead of ResNet152 IG features. The average VQA
accuracy boost across all fusion models (expect for Linear) is 3.72 for ResNet152 com-
pared to 0.65, 2.48, 2.47 and 2.26 for InceptionV4, ResNext101, SeNet154 and PolyNet,
respectively, on the VQAv2 dataset (Tab. 7.1). The accuracy gain using SG features
is more with ResNet152 when we experimented on the VQA-CPv2 dataset; 4.42 for
ResNet152 and 1.25, 2.94, 3.41 and 3.11 for InceptionV4, ResNext101, SeNet154 and
PolyNet features, respectively.

SeNet154 features perf0rm better on datasets with less language bias. The
VQA-CPv2 dataset allows a more challenging evaluation benchmark for VQA mod-
els as its test split has a different schematic data distribution compared to its training
counterpart. This prevents a VQA model from cheating by learning the language bias
to score higher. In this challenging setting, models using SeNet154 features achieve
higher accuracy compared to their performance on the VQAv2 dataset. For exam-
ple, in Tab. 7.1, the MFH-SG model with ResNet152 features achieves 60.53 whereas
with SeNet154 it achieves 59.64. This trend reverses when evaluated on VQA-CPv2
dataset; MFH-SG model with ResNet152 features scores significantly lower (1.3 ↓)
than MFH-SG models using SeNet154 features. This trend is also true for models
using SeNet154 IL features. One possible reason is that SeNet154 has an additional
channel attention module that comes in handy when language bias is smaller and
the model has to rely on better visual features.

Using Bottom-Up features provides a consistent accuracy gain. Instead of Spa-
tial Grid features, most state-of-the art VQA models use bottom-up features [An-
derson et al., 2018]. In this case, the whole image is represented as a collection of
region-based visual features instead of visual features from a fixed grid for every
image. As humans naturally tend to ask questions about the objects present in an
image, localizing different regions containing objects and their parts allows a VQA
model to jump-start the visual attention process and identify which object regions are
more important to answer the question. Meanwhile, for a model that takes a uniform
grid representation and is required to identify arbitrary image regions relevant to the
question. We use the bottom-up features provided by [Anderson et al., 2018] for our
experiments which uses a ResNet-101 backbone for feature extraction. We compare
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Figure 7.3: Comparing VQAv2 validation accuracy of Co-Attention and No-Attention ver-
sion of our Unified VQA model, using ResNet152 Spatial Grid (SG) and Bottom-Up (BU)

features.

similar VQA models using BU features with Resnet152 IL and SG features on VQAv2
(Tab. 7.3) and VQA-CPv2(Tab. 7.4) datasets. We generate Image Level (IL) BU fea-
tures by average pooling the visual features across the number of objects-proposals
to generate dv = 2048 dimensional features. While using no-attention models, we use
the image-level features and for co-attention model we use spatial-grid/object-level
features. Form Fig. 7.3 and Fig. 7.4 we see that:

– VQA models using BU features perform consistently better than models using ResNet152
features. On both VQAv2 (Tab. 7.3) and VQA-CPv2 (Tab. 7.4) datasets, we see that
the models using BU features (solid lines) achieve a higher accuracy than the mod-
els using ResNet152 features (dashed lines) in all cases. This is because the bottom-
features undergo an additional attention step (during top-N object ROI pooling,
See Fig. 7.2) compared to the conventional ResNet features. The no-attention mod-
els with BU features have less accuracy gain compared the co-attention models
using BU features. This is because the original BU features have 2048-d visual
feature representation for each distinct object, but when they undergo pooling op-
erations, some spatial information pertaining to a single object and its parts is lost.
However, when the co-attention models use the BU features, the models learn to
generate an attention map over the collection of object proposals which results in
a higher accuracy VQA accuracy gain compared to the ResNet152 features.
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Figure 7.4: Comparing VQA-CPv2 test accuracy of Co-Attention and No-Attention ver-
sion of our Unified VQA model, using ResNet152 Spatial Grid (SG) and Bottom-Up (BU)

features.

– BU features provide greater accuracy boost in datasets with less language bias. Compar-
ing Fig. 7.3 and Fig. 7.4, we can see that the accuracy gain from using BU features
is greater on the VQA-CPv2 dataset compared to the VQAv2 dataset. The no-
attention models on the VQAv2 dataset have an average accuracy gain of 1.3 when
using BU features instead of ResNet features across all fusion models, whereas the
gain is 1.8 on the VQA-CPv2 dataset (Fig. 7.3). This average gain in accuracy is
even higher when using the co-attention model, 2.7 on VQAv2 and 4.1 on VQA-
CPv2 dataset. This is because the BU features encode an additional attention in
the form of object proposals whereas ResNet152 or other SG features only provide
features uniformly distributed over the spatial grid. The VQA-CPv2 dataset com-
pared to the VQAv2 dataset has less language bias, thus BU features provide a
higher accuracy boost in a more challenging setting.

Even though using BU features instead of ResNet or other SG features improve the
VQA accuracy, there is a significant training cost associated with generating BU fea-
tures which is discussed in more details in the following section (Sec. 7.5.2).

VQA models are less sensitive to change in batch size. In Fig. 7.5 we report
the VQA accuracy of our co-attention model using Block fusion using different CNN
extracted SG features and BU features by varying the training batch size from 2 to
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Figure 7.5: Batch Size vs. VQA accuracy using different CNN backbones used to extract SG
features employing Block fusion on VQAv2 validation set.

128. We used a single GPU configuration to perform these experiments for a more
robust evaluation and fairer comparison. We see that except for the choice of smallest
batch size of 2, the VQA accuracy saturate between 8 to 128. For almost all visual
feature types, we found the optimal batch size to be 64. Furthermore, the choice
of batch size also depends GPU memory. One can choose a larger batch size and
distribute the computational load across multiple GPUs.

7.5.2 Employing different fusion models

In our analysis, we evaluate the complexity of a VQA model in terms of number
of trainable parameters, FLOPS and computation time (both CPU and GPU). The
number of trainable parameters in a VQA models mostly depends on the type of
fusion models, size of the input visual feature embedding and the candidate answer
space. We keep the language feature embedding size and the dimension of candi-
date answer size fixed for our experiments. The visual feature size varies depending
feature extraction meta-architecture which is predefined, and does not contribute to
the calculations of trainable parameters or FLOPS except when using BU features.
The main variation in the complexity and accuracy calculation comes from the bi-
linear fusion used in the VQA model. In this section we investigate these VQA
accuracy vs. complexity relations by varying the fusion meta-architectures in the
VQAv2 and VQA-CPv2 dataset. In this part of the analysis we do not include MCB
fusion mechanism as its original implementation was in Caffe [Jia et al., 2014] which
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Linear C-MLP MCB MLB Mutan MFB Block MFH

Scene 51.0 92.9 93.0 92.6 92.3 92.2 92.8 92.9
Sport 19.0 93.8 92.8 93.5 93.1 93.5 93.6 93.8
Color Att. 55.7 68.5 68.5 68.6 66.3 67.8 68.7 67.0
Other Att. 0.1 56.4 56.7 56.4 52.1 57.2 58.0 55.9
Activity 0.0 52.4 52.4 49.0 49.6 52.7 53.2 51.8
Position 7.28 32.2 35.4 33.5 29.4 32.8 36.1 34.7
Sub-Obj 23.9 86.1 85.4 85.8 85.8 85.9 86.3 86.1
Absurd 90.3 92.5 84.4 90.3 90.0 93.5 90.7 93.3
Utility 15.2 26.3 35.0 31.6 27.5 31.6 34.5 35.7
Presence 93.5 94.4 93.6 93.7 93.9 93.7 94.2 94.1
Counting 50.1 53.1 51.0 51.1 51.3 51.2 52.2 50.7
Sentiment 56.3 65.8 66.3 64.0 63.3 65.3 66.1 63.3

AMPT 38.5 67.9 67.9 67.5 66.2 68.1 68.9 68.3
HMPT 0.0 57.4 60.5 58.7 55.8 59.2 61.1 60.3
N-AMPT 29.8 53.8 42.5 65.3 53.6 53.4 54.8 55.6
N-HMPT 0.0 28.5 27.3 32.2 32.6 30.2 34.2 38.6

Accuracy 73.0 84.0 81.9 83.1 82.7 83.6 83.6 84.3

Table 7.3: Evaluation on the testset of TDIUC [Kafle and Kanan, 2017] dataset with Spa-
tial Grid (SG) ResNet152 features. The first 12 rows report the unnormalized accuracy for
each question-type. We report Arithmetic MPT (AMPT) and Harmonic MPT (HMPT) of
accuracy scores for all question types alongwith their normalized counterparts N-AMPT and

N-HMPT. We also report the traditional VQA accuracy in the last row.

was incompatible our with trainable parameters and FLOPS calculation method.

Baseline C-MLP model achieves comparable VQA accuracy in TDIUC and
VQAv2 dataset. For performing evaluation on contemporary VQA datasets, we es-
tablish two simple baseline models, namely Linear Summation (Linear) and Concate-
nation MLP (C-MLP), for a more robust comparison with the state-of-the-art meth-
ods. Surprisingly, the simplistic C-MLP model achieves the second highest overall
VQA accuracy in the TDIUC testset (Tab. 7.3) after MFH. It also performs reasonably
well in VQAv2 dataset and achieves better VQA accuracy then several state-of-the-
art bilinear fusion models. However, in the more challenging VQA-CPv2 dataset,
C-MLP performs worse than most of the fusion models. Also, in the TDIUC dataset,
the harmonic MPT of C-MLP is less than than other fusion models, because harmonic
MPT is skewed towards the question type that has less accuracy. The C-MLP models
learns a very high dimensional representation of the image and question distribu-
tion through MLP, thus achieves reasonably well in terms of VQA accuracy, but is
less generalizable. This means that C-MLP models finds it harder to answer ques-
tions requiring superior reasoning capability (eg., object Utility, relative position), but
can easily and more accurately answer question levereging language cues (eg., color
attribute, scene recognition).
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Figure 7.6: The trade-off between VQAv2 validation accuracy vs. the number of trainable
parameters.

MFH fusion achieved highest VQA accuracy across all datasets in all settings.
MFH achieves the highest VQA accuracy compared to other fusion models on the
VQAv2 validation set, VQA-CPv2 testset and TDIUC dataset. MFH is also consis-
tent when different CNN extracted IL or SG features and BU features are provided.
For example, MFH achieves 0.74 ↑ higher accuracy compared to second best fu-
sion model Block while using SeNet154 features on the VQA-CPv2 dataset (Tab. 7.2).
Further, it achieved the highest normalized HMPT (N-HMPT) score among all fusion
models which means that the MFH bilinear fusion generalizes well across different
question types (Tab. 7.3).

7.5.2.1 Training parameters vs. VQA accuracy

In Fig. 7.6 and Fig. 7.7 we compare VQA accuracy vs. model complexity (number
of trainable parameters) respectively on the VQAv2 validation and VQAv2-CP test
datasets. Each point in these figures represents a VQA model that was trained on the
training set and evaluated on the respective validation/test set. Models employing
different visual features are color coded and different fusion strategies are repre-
sented by different shapes. The VQA models using a no-attention mechanism are
represented with small-sized shapes whereas the models with co-attention mecha-
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Figure 7.7: The trade-off between VQA-CPv2 test accuracy vs. the number of trainable
parameters.

nism are represented with a larger shape size. Further, in both of the figures, we plot
an imaginary efficiency line that infers how much better accuracy can be achieved at
what additional computational cost.

Models using BU features are mostly on the maximum efficiency line at an
additional complexity cost. The VQA models employing superior fusion mecha-
nisms while using BU features achieve the highest accuracy and sit on the max-
imum efficiency line. Generating the BU features has an additional training cost
where a Faster-RCNN [Ren et al., 2015b] model pretrained on the ImageNet dataset
is again retrained on the Visual Genome dataset [Krishna et al., 2016] with a 1600
object and 400 attribute classes. To calculate the additional training cost for generat-
ing bottom-up attention, we modified the PyTorch implementation of Faster-RCNN5

with the additional object and attribute classes, because the original implementation
of BU[Anderson et al., 2018] was on a legacy version6 of Caffe[Jia et al., 2014], in-
compatible with our complexity calculation method. This was done in an effort to
simulate a realistic training pipeline to estimate the additional training cost. Based on
our estimation, we offset the number of trainable parameters of VQA models using
BU features by 65.65M for a more fairer comparison. Further, as discussed earlier,

5https://github.com/jwyang/faster-rcnn.pytorch
6https://github.com/peteanderson80/bottom-up-attention

https://github.com/jwyang/faster-rcnn.pytorch
https://github.com/peteanderson80/bottom-up-attention
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one can select the N top objects and their 2048-d visual features as BU features. In
our experiments we use N = 36, but the original BU features have up to 100 object
proposals per image, making the visual feature dimensions even higher which in
turn can further increase the number of trainable parameters.

VQA models employing the same bilinear fusion are clustered together. In the
VQA accuracy vs. trainable parameters plot we can see the models employing the
same fusion mechanism are clustered together and the MFH model has the highest
number of trainable parameters. Compared to MFH with BU features, the Block
bilinear fusion also performs closer to MFH both on VQAv2 and VQA-CPv2 dataset.
Interestingly, we see that the Block model performs significantly worse when using
visual features other than BU features compared to similar models using MFH.

Models using co-attention achieve a higher VQA accuracy with an added com-
plexity. As illustrated in Fig. 7.1, the co-attention mechanism has a second bilinear
fusion that adds to the overall complexity of the model. However, all the better per-
forming models include the additional a co-attention mechanism, and in VQA-CPv2
(Fig.7.7) the effect of attention is even more prominent than on the VQAv2 dataset
(Fig. 7.6) with the same number of additional trainable parameters.

7.5.2.2 FLOPS vs. VQA accuracy

In Fig. 7.8 and Fig. 7.9 we compare VQA accuracy vs. FLOPS (FLoating point OPera-
tions per Second) respectively on the VQAv2 validation and VQAv2-CP test dataset.
We use Thop7 to calculate the number of FLOPS. Similar to offsetting the number
of trainable parameters while using BU features, we include an offset of 687 Giga-
FLOPS to generate 36 object proposals and the associated BU features. Below, we
summarize the key findings.

Processing SG features requires more FLOPS compared to BU features. For our
experiments, the BU features are 36× 2048 dimensional and the SG features, such as
from ResNet152, are 196× 2048 dimensional. The visual feature dimension is directly
proportional to the FLOPS. Specifically, as the visual feature dimension increases, the
FLOPS count increases exponentially.

MFH model requires the highest number of FLOPS. As expected given the
higher number of training parameters, the MFH bilinear fusion based VQA mod-
els require the largest number of FLOPS compared to other joint embedding models.
The second highest FLOPS count is that of MFB fusion approach followed by the
Block. Simplistic fusion strategies such as Linear and C-MLP require the least num-
ber of FLOPS.

7.5.2.3 Computation time vs. VQA accuracy

We use torch.autograd.profile8 to report the CPU and GPU times. We use a
no-attention model in this experiment because we only want to know which joint

7https://github.com/Lyken17/pytorch-OpCounter
8https://pytorch.org/docs/stable/autograd.html

https://github.com/Lyken17/pytorch-OpCounter
https://pytorch.org/docs/stable/autograd.html
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Figure 7.8: The trade-off between VQAv2 validation accuracy vs. FLOPS.

embedding model is faster/slower in a comparable setting and the trend we find
stays applicable for the co-attention based models. We set the batch size at 64 with
one Tesla P100 SXM2 16GB GPU and report the average computation time of 10
mini-batches, each containing 10 Image-Question-Answer (IQA) triplets during the
training time. We perform the evaluation on the VQAv2 validation dataset using
ResNet152 features (dv = 2048× 14× 14) and report our findings in Fig. 7.10. The
left x-axis of Fig. 7.10 represent the VQA accuracy and the right x-axis represents
the computation time in micro-seconds (µS). We do not factor the time for I/O
operations as it might vary arbitrarily depending on the system configuration. We
use the same system configuration for all our experiments so that the result is not
biased by the I/O operation.

Block fusion model takes a significantly longer time than other fusion models.
The Block fusion model achieves second-best VQA accuracy but requires a signifi-
cantly longer time than other fusion models. This is because the Block model decom-
poses the core tensor into multiple blocks/chunks which separately embed a fraction
of the input feature representation in the joint embedding space, and the computa-
tional time exponentially increases when the number of blocks increase. On the other
hand, even though MFH has more trainable parameters, it achieves a higher VQA



§7.5 Experiments and Results: 117

Figure 7.9: The trade-off between VQA-CPv2 test accuracy vs. FLOPS.

accuracy with a fraction of CPU and GPU time compared to Block model.

7.5.3 Effect of Co-attention meta-architecture

Adding Co-attention results in more VQA accuracy gain on the challenging VQAv2-
CP dataset. Throughout our experiments we found that co-attention mechanism im-
proves VQA accuracy at the cost of some additional complexity. With the co-attention
mechanism, a VQA model is able to learn a question-specific attention distribution
over the image and its parts, which is more important when experimenting on the
VQA-CPv2 dataset. From Tab. 7.1 and Tab. 7.2, we see that across all fusion models
(except for Linear) and visual features, the average accuracy gain with co-attention
mechanism on the VQAv2 validation set is 2.32 and on the VQA-CPv2 test set the
gain is 3.02. This suggests that a superior attention mechanism is a necessary req-
uisite when the experimentation dataset is more challenging and requires intelligent
reasoning.

Linear model with co-attention achieves 11× accuracy gain on the VQA-CPv2
dataset, compared to the VQAv2 dataset with SeNet154 features. With the Linear
baseline model, we simply sum up the linear projections of the input feature and
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Figure 7.10: Computation time (CPU and GPU) while employing ResNet152 image-level
(IL) features with different fusion models.

project them back to the answer embedding space. Interestingly, when the Linear
model is used with co-attention, the accuracy gain is very low (0.4 across all CNN
extracted features) on the VQAv2 validation dataset compared to other fusion mod-
els, even sometimes negative. For example, with the Linear model using PolyNet
features, the accuracy drops by 2.08 when co-attention is used (Tab. 7.1). On the
other hand, when experimenting on the VQA-CPv2 dataset, Linear models with co-
attention report high VQA accuracy gain, 11.14 and 6.51 while using SeNet154 fea-
tures and PolyNet features respectively, with an average accuracy gain of 4.5 (more
than 11× increase) across all CNN extracted visual features (Tab. 7.2).

7.5.4 Proposed meta-architecture recommendation

We did an extensive evaluation of different meta-architectures to study the accuracy
vs. complexity trade-off for VQA models. We recommend two settings based on our
evaluation. First, a less computationally expensive setting that achieves reasonable
performance with faster training and inference time. Further, we recommend a second
setting, that achieves state-of-the-art performance on VQAv2, VQA-CPv2 and TDIUC
datasets.
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7.5.4.1 Low complexity setting

From our analysis, we see that using BU features yield a better VQA accuracy but
have significant additional training cost. Further, incorporating BU features in an
end-to-end setting can be challenging and is less generalizable. Thus, for a low com-
plexity setting we recommend using CNN extracted SG features with co-attention,
specifically the SeNet features. SeNet encodes additional channel attention, thereby
the visual features are more discriminative and have the same feature dimension as
popular ResNet features. For the fusion model, we recommend to use the C-MLP
model because it performs very close to the state-of-the-art on three benchmark VQA
datasets and is lightweight. Further, C-MLP is comparatively easy to implement
and can be modified to increase or decrease the complexity of the model by simply
changing the hidden dimensions of the MLP layers. This would allow a practical
VQA setup flexibility with reasonable VQA performance.

7.5.4.2 High VQA accuracy setting

For a VQA model to achieve the best accuracy, we recommend using pre-processed
BU features with attention and the MFH bilinear model to jointly embed visual and
semantic features. Our dataset-wise results are given below.

TDIUC dataset: Without modifying our Unified VQA model (as in Fig. 7.1), using
MFH with BU features and co-attention, we achieved state-of-the-art performance on
the TDIUC dataset. We report the accuracy of our U-VQA model against other state-
of-the-art methods in Tab. 7.4

Model Accuracy AMPT HMPT N-AMPT N-HMPT

NMN [Andreas et al., 2016] 79.56 62.59 51.87 34.00 16.67
MCB [Fukui et al., 2016] 81.86 67.90 60.47 42.24 27.28
RAU [Noh and Han, 2016] 84.26 67.81 59.99 41.04 23.99
QAS [Shi et al., 2018] 85.03 69.11 60.08 - -
Block [Ben-Younes et al., 2019] 85.96 71.84 65.52 58.36 39.44

Ours(U-VQA+MFH) 86.33 81.54 65.81 58.80 41.76

Table 7.4: Comparison with state-of-the-art methods on TDIUC [Kafle and Kanan, 2017]
testset.

VQAv2 dataset: MCAN [Yu et al., 2019] currently achieves the state-of-the-art
performance on VQAv2 dataset by employing a deep modular co-attention mecha-
nism. Throughout our experiments, we found out that an additional attention mech-
anism can help VQA models achieve better accuracy. For achieving higher accuracy
than MCAN on VQAv2 dataset, we adopt their implementation of deep modular co-
attention9. They use a linear multimodal fusion operation to jointly embed attended
image and question features before the classification layer. As we found MFH to be a

9https://github.com/MILVLG/openvqa/tree/master/openvqa/models/mcan
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superior bilinear fusion model, we replace the linear fusion operation with MFH and
use BU features for our experiments. Even though, MCAN is a highly engineered
setup that achieves state-of-the-art performance on the saturated VQAv2 dataset,
following our meta-architecture recommendations, we report overall VQA accuracy
improvements of 0.13 and 0.18 respectively on VQAv2 test-dev and test-std datasets
(Tab. 7.5).

Test-dev Test-std

Model Overall Y/N Number Other Overall

MCB[Fukui et al., 2016] 62.27 78.46 38.28 57.80 53.36
BU [Anderson et al., 2018] 65.32 81.82 44.21 56.05 65.67
Mutan[Ben-Younes et al., 2017]† 66.01 82.88 44.54 56.50 66.38
MLB[Kim et al., 2016]† 66.27 83.58 44.92 56.34 66.62
RAF[Farazi and Khan, 2018] 67.20 84.10 44.90 57.80 67.40
Block[Ben-Younes et al., 2019] 67.58 83.60 47.33 58.51 67.92
MuRel[Cadene et al., 2019a] 68.03 84.77 49.84 57.85 68.41
Counter[Zhang et al., 2018] 68.09 83.14 51.62 58.97 68.41
MFH [Yu et al., 2018] 68.76 84.27 49.56 59.89 -
BAN[Kim et al., 2018] 69.52 85.31 50.93 60.26 -
BAN+Counter[Kim et al., 2018] 70.04 85.42 54.04 60.52 70.35
MCAN[Yu et al., 2019] 70.63 86.82 53.26 60.72 70.90

Ours (MCAN+MFH) 70.76 87.1 53.21 60.77 71.08

Table 7.5: Comparison with state-of-the-art methods on VQAv2 [Agrawal et al., 2018] test-
dev and test-std dataset. (†) reported from [Cadene et al., 2019a].

Model Overall Y/N Number Other

VQA [Antol et al., 2015] 19.73 34.25 11.39 14.41
NMN [Andreas et al., 2016] 27.47 38.94 11.92 25.72
MCB [Fukui et al., 2016] 36.33 41.01 11.96 40.57
GVQA [Agrawal et al., 2018] 31.30 57.99 13.68 22.14
MuRel [Cadene et al., 2019a] 39.54 42.85 13.17 45.04
Q-Adv [Ramakrishnan et al., 2018] 41.71 64.49 15.48 35.48
RUBi [Cadene et al., 2019b] 47.11 68.65 20.28 43.18

Ours (RUBi+MFH) 48.44 73.04 21.43 43.44

Table 7.6: Comparison with state-of-the-art methods on VQA-CPv2 [Agrawal et al., 2018]
testset.

VQA-CPv2 dataset: Similar to our approach on the VQAv2 dataset, we found
that RUBi [Cadene et al., 2019b] currently achieves that state-of-the-art performance
by adding an additional question only branch that reduces the language bias inherent
to the dataset. This approach is particularly useful on the VQA-CPv2 dataset since
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by its design the train and test splits have different semantic distribution. In their
baseline architecture, they use a Block fusion model to jointly embed visual and
semantic features. We replace the Block fusion model in their baseline architecture10

with MFH and report a 1.33 accuracy gain over the current state-of-the-art (Tab. 7.6).

7.6 Conclusion

Visual question answering (VQA) is a challenging problem that is actively under in-
vestigation. A range of existing approaches exist in the literature, all developed with
different ingredients, that makes it difficult to make a fair comparison between them.
In this chapter, we systematically study the influence of key components commonly
used within VQA models on the efficiency and final performance. We performed
extensive evaluation on three benchmark VQA datasets by varying the VQA meta-
architecture. Based on our extensive experiments, we provide two recommendations
for meta-architecture selection. One focuses on achieving reasonable VQA accuracy
with a simple and light weight architecture, while the other focuses on achieving
the state-of-the-art accuracy on VQAv2, VQA-CPv2 and TDIUC datasets. Our find-
ing suggests VQA models using visual features obtained by Squeeze-and-excitation
Network (SeNet [Hu et al., 2018]) mostly outperform models using widely adopted
ResNet [He et al., 2016] features, irrespective of attention and fusion mechanism.
Further, we report that employing MFH fusion facilitates achieving a superior perfor-
mance over its counterparts. We hope that our findings and recommendations will
help researchers to find optimum design choices for VQA and other multi-modal
tasks based on vision and language inputs.

10https://github.com/cdancette/rubi.bootstrap.pytorch
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Chapter 8

Conclusion and Future Directions

The development of intelligent systems that can answer complex natural language
questions about visual data can help enhance visual reasoning capability of AI agents.
In this dissertation, we introduced multi-level visual attention, exemplar based learn-
ing and semantic relationship modelling to improve visual reasoning. However, for
an AI-complete task such as VQA, there exist several future challenges that need to
be addressed for building human-level artificial intelligence system. In this chap-
ter, we summarize the contributions of this dissertation which bridges some of the
knowledge gaps and identify future challenges in this line of research.

8.1 Summary

Drawing inspiration from human visual perception, we develop visual question an-
swering models that can comprehend holistic understanding of the scene by mod-
elling multi-modal interaction between visual and linguistic cues, incorporating dif-
ferent levels of visual and/or semantic attention, making use of transfer learning to
reason about the unknown objects and concepts, and generating semantic relation-
ship labels to infer about the subtle interactions between objects. Here we summarize
the key contributions of this thesis chapter-wise:

• Chapter 3 proposes a reciprocal attention mechanism that incorporates both
image and object level visual features.

• Chapter 4 proposes a question agnostic attention mechanism which leverages
visual cues that are not learned with respect to the question, rather obtained
from object instances.

• Chapter 5 reformulates VQA in a transfer learning framework and proposes
an exemplar based approach for reasoning about the unknown objects and
concepts.

• Chapter 6 instigates the use of semantic relationship features to achieve higher
level visual reasoning ability for a VQA model.

• Chapter 7 serves as a guide to effectively navigate the complexity vs. accuracy
trade-off for developing visual and language models.
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Who is pictured? 

Father 

and 

Daughter

Two 

People

Figure 8.1: An example depicting future challenges in Visual Question Answering. Exam-
ple sourced from Visual Genome dataset [Krishna et al., 2016]

8.2 Challenges and Future Directions

VQA is an AI-complete task and is far from being solved by existing vision and
language models. The recent approaches to solve the vision-language problem are
mostly vision heavy. What this means is that VQA algorithms are primarily focused
on extracting more discriminative visual feature representations from an image and
identifying salient regions in it with respect to the questions asked. This trend is true
for other vision and language tasks like image captioning [Anderson et al., 2016],
visual dialogue [Das et al., 2017b], visual storytelling [Huang et al., 2016], video
summarizing [Otani et al., 2016], to name a few. If we compare such vision heavy
system with an infant learning to interact with the real word, the infant would be
in its the early developmental stages, where the infant excels at vision tasks, such
as identifying objects, realizing their attributes and functionality, and begins to an-
swer questions about everyday object it sees. Recent, vision systems achieved near
human accuracy in object detection, recognition, attribute classification and several
other vision task on benchmark datasets. However, similar to the infant’s learning, it
takes more effort and time to learn and comprehend the functionality, features and
usability of objects around us. To this end, in the first part of this dissertation, the
contribution is mostly around the vision part of the problem, in later parts we focus
more on improving semantic understanding of the image contents.

Fig. 8.1 illustrates some of the open challenges for developing visual question
answering models. If a VQA models is asked ‘Who is pictured?’ showing the image
in Fig. 8.1, a VQA model that can identify two persons in the image, might answer
‘Two people’. However, the ground truth answer from the human annotators of Vi-
sual Genome dataset [Krishna et al., 2016] for this image-question pair is ‘Father and
Daughter’. How does a VQA model go from answering ‘Two people’ to ‘Father and
daughter’ is a major challenge which vision and language models need to address.
To answer the question like a human, first, the VQA models should solve the vision
problem by detecting two person and two sets of water skis in the image, and identi-
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fying attributes that one person is an adult male and another is a little girl. Second,
the VQA model is required to gain a higher-level understating of the scene by picking
up subtle visual and semantic cues e.g., the adult male is holding the handle of the
ski rope with one hand and holding the young girl with the other. Using these cues
the model should deduce two possible relationships, <adult male> - <holding> - <little
girl> or <adult male> - <helping> - <little girl>, both of which are correct but the latter
encapsulates much richer scene understanding. Third, with a richer understating of
the visual scene, the VQA models would be able to identify the relationship between
the adult male and the little girl as ‘helping’ rather than merely ‘holding’. Fourth,
combining all of these together the model should gain a holistic understanding of
the scene and identify two most plausible answer to the question as ‘Ski instructor
and trainee’ and ‘Father and daughter’, and choosing the latter. For a VQA model to
predict that latter would require it to look at many similar examples of father help-
ing his daughter doing an activity, their facial expressions and other salient visual
and semantic cues. There is no way to be certain only by looking at an image that
they are indeed father and daughter, but like humans, an AI agent must be able to
make an educated guess. In Chapter 5 and 6, we make contributions that enable
VQA models to transfer knowledge from previously seen examples and make use of
high-level semantic relations. However, following are some of the future directions
that would need to be explored to help VQA models achieve such enhanced human-
level reasoning capabilities.

• Long tail answer distribution: VQA is traditionally framed as a multi-class
classification problem due to the long tail nature of the answer distribution in
large-scale VQA datasets. For example, only choosing 3000 most frequent an-
swers from 1.1M image-question pairs in VQAv2 dataset [Krishna et al., 2016]
covers ∼ 99% of the answers distribution. This setting works well for develop-
ing systems that can predict answers from the fixed set of candidate answers,
but cannot predict answer that are not in the dataset or in the long tail. One
approach is to solve this problem through meta-learning [Finn et al., 2017] or
few-shot learning [Snell et al., 2017] approach. In this setup, the model can
be trained with fixed set of candidate answers selected from the dataset and
can have an arbitrary sized candidate answer set containing entries from the
long tail during testing. The model would perform a small training on com-
plementary image-question pairs with the novel answers sourced from external
knowledge base to fine-tune learned weights to adapt to a different candidate
answer set. This approach would also work for other vision and language
datasets with long-tail distribution.

• VQA evaluation metric: The evaluation metric for VQA is based on the ground
truth annotations provided by the human annotator and the measured accuracy
is uniform across all question types. A predicted answer is considered accu-
rate if 3 out of 10 ground truth annotations match the predicted answer. This
evaluation approach has two major limitations. First, human annotators often
cannot come to a consensus and answer the question correctly. For example,
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Q: What is the time now? 

A: 2

Q: How many teddy bears are there? 

A: Three

Q: What color are the bananas?

A: Yellow

Q: Where is the oven located?

A: Kitchen

Figure 8.2: Examples of ‘natural’ bias in the VQA dataset. An AI agent produces incor-
rect answers when subjected to image and question pairs with strong natural bias.

human annotators can provide synonymous answers given a simple question.
If the predicted answer is ‘sad’ instead of ‘unhappy’ it will be marked incorrect
even though they have similar meaning. Second, the evaluation metrics treat
all questions the same irrespective of their difficulty level, but in reality, some
questions are easier to answer than others. This difficulty mostly depends on
the reasoning task that the model needs to perform in order to predict the cor-
rect answer. If a VQA model is asked ‘What color is the water in the picture?’
for the image in Fig. 8.1, the models only need to learn the color of sea-water,
and can answer ‘Blue’. On the other hand, a much harder question would be
‘What is the relationship between the man and the little girl in the image?’.
Answering this question would require much higher level reasoning. However,
same reward/penalty is applied if a the answer provided by the VQA models
is correct/incorrect. An adaptive evaluation metric is necessary where it will
penalize the model for predicting wrong answer for easy questions and give
more reward for being able to answer a hard question correctly.

• ‘Natural’ bias: The questions asked about a natural image inherently have a
‘natural’ bias. For example, in Fig. 8.2, while answering the question ‘What is
the color of the banana?’, a natural image dataset will have more examples of
‘Yellow’ bananas than ‘Green’ ones. This knowledge about the natural distri-
bution of banana colours could help the model make an educated guess. This
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is particularly useful when the model is operating in an open-world scenario.
Meanwhile, if not careful, VQA models learn to cheat using this bias which
make the model less generalizable across reasoning tasks. In VQA v1 dataset
[Antol et al., 2015], the most common answers for the question ‘How many’
are ‘Two’ and ‘Three’. A model trained on this dataset will learn to answer
correctly for most of the counting questions without even learning to count.
The bias in the dataset should be controlled in a way that models cannot take
advantage of such bias and natural distribution of information is intact which
the model can use as common-sense knowledge.

• Life-long learning: VQA model should be immune to catastrophic forgetting
[McCloskey and Cohen, 1989] which would enable VQA models to accumulate
and refine their reasoning skills and knowledge base over time. VQA models
learn to perform several reasoning tasks which are required to answer differ-
ent types of question (e.g., counting, positional reasoning, usability and so on).
Often when learning a new task, deep neural network can forget the models
learned (i.e., weights, states) for the previous tasks. For example, if a model
specifically trained to answer binary questions is fine-tuned to answer counting
questions, its accuracy would decrease on the former task (i.e., binary question
answering). However, VQA models should be able to incorporate new rea-
soning skills to support life-long learning. This would allow multiple models
trained on several different tasks to learn from each other and achieve better
reasoning skills.

• Interactive agent: An interactive agent is a system that can make sense of
the physical environment through perception, communicate with other agents
and/or humans, and execute any instruction provided. Such interactive agents
can not only see but also act. Visual question answering is the first step towards
enabling intelligent agents to interact with humans or with other agents. For
example, if an agent is asked ‘Do I need to buy milk?’, the agent first needs
to understand the question and devise a plan for answering the question. The
plan can be either to navigate to the fridge and checking on the inventory, or
communicating to another intelligent agent that does the inventory manage-
ment (i.e., smart fridge) to determine the answer to the question. Developing
such interactive agents would require computer vision, NLP, internet of things
and robotics to seamlessly work together and achieve near human reasoning
capability.
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