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Abstract— In deep learning, application of Convolutional  
Neural Network (CNN) is prolific in image recognition. CNN 
assumes that large amount of samples are available in the 
dataset in order to implement an effective CNN model. 
However, this assumption may not be practical or possible in 
some real world applications. It is commonly known that 
training a CNN model under limited samples available often 
leads to overfitting and inability to generalize. Data 
augmentation, batch normalization and dropout techniques 
have been suggested to mitigate such problems. This work 
studies the effect of overfitting and generalization in image 
recognition of intentionally contracted CIFAR-10 dataset. 
Application of these techniques and their combination are 
considered as well as injection of data augmentation at different 
epochs. The result of this work reveals that utilizing injection at 
30 epoch in the application of width and height shift data 
augmentation together with dropout yields the best 
performance and can overcome the overfitting effect best. 
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I. INTRODUCTION 
Deep Learning, especially Convolutional Neural Network 

(CNN), has become one of the most popular tool image 
classification and recognition. Nevertheless, training CNN 
usually requires large number of samples for satisfactory 
outcome [1]. In practice, however, obtaining sufficient 
number of samples may not be possible or even undesirable. 
For example, having sufficiently high number of images of 
defected components in implementing a recognition system 
implies that the quality control is unacceptable. This is also 
problematic particularly in some medical fields, for example 
classification of tumour [2], [3]. Therefore, implementing 
image recognition using CNN under relatively limited 
samples available receives a lot of attention recently. 

Data Augmentation, a well known technique in deep 
learning, has been invented to compensate the training under 
small size dataset by generating artificial images from 
existing images [4]. These artificial images are created in 
several ways, such as shifting, altering of width and height, 
etc. of original images. Another drawback of training under 
limited samples available is the effect of what is commonly 
known as overfitting [5]. 

While the data augmentation technique increases the 
quantity of dataset and also reduces the overfitting, it 
unintentionally introduces another drawback that the CNN 
implemented is unable to generalize the recognition process 
and hence is unable to recognize unencountered images well. 

In order to overcome this, techniques known as dropout and 
batch normalization have been introduce to improve the 
generalization ability of CNN [6]. 

This work is concerned with the studies of utilizing data 
augmentation, dropout and batch normalization techniques in 
training CNN in image recognition of a well known dataset 
available in a public domain website [7]. The number of 
images are intentionally reduced in order to create sitauation 
where number of samples is imited and insufficient. The work 
introduces an approach to mitigate such situation by 
suggesting suitable combination of data augmentation and 
dropout techniques as well as suggests a suitable epoch to 
inject data augmentation. 

II. LITERATURE REVIEW 
Convolutional Neural Network (CNN) is widely used for 

image recognition and classification due to its ability to 
automatically extract useful and particular features. The CNN 
architecture known as ResNet-34 [8] was implemented in 
classification of old polish cars with the highest accuracy of 
99.18%. CNN has also been applied in medical field, an 
example of which includes the classification of breast cancer 
[9] with 97% accuracy. 

In attempt to overcome the limited samples available, 
several approaches had been applied. The work in [10] simply 
duplicated samples in the limited category to increase the 
sample size. A more technical approach is the Generative 
Adversarial Networks (GAN) where more samples are 
increased by having a generative model which is capable of 
learning from input samples [11]. GAN-Based data 
augmentation was further implemented by considering bias 
of a fake data. This allowed both distributions of the existing 
data and the generating data to be similar [12]. 

Application of data augmentation in training CNN is 
plentiful due to the importance of overcoming both limited 
samples available as well as overfitting. In recognition of 
hand writing digits and images [13], the differential data 
augmentation techniques implemented managed to improve 
accuracy with different degrees of success in each type of 
augmentation. Similar work which adopted the random eraser 
technique was carried out on the image dataset mentioned 
[14]. Data augmentation was also applied in other procedure, 
the work in [15] proposed the way to improve accuracy by 
learning from random images in mini batch and then apply 
the data augmentation technique with the rest, this resulted in 
an error rate reduction of 0.6%. 



Dropout [16] is another popular technique to regularize 
the model by random omitting some hidden unit within each 
layer during the training. The objective of the dropout is train 
the network so that the output is not dominated by some 
hidden units, an hence alleviates the overfitting. Several 
dropout approaches also exist. A popular dropout technique 
is the regularization based approach [17], the approach 
dropped the hidden unit ruled by finding the correlation of 
each other hidden unit. It was proven superior to the 
traditional dropout. [18] and [19], have advanced the studies 
of dropout technique and were able to regularize the model, 
which in turn, reduced the overfitting. However, there have 
been studies which suggested that dropout ought not be used 
together with data augmentation [20]. 

Batch Normalization [20] is a technique to conduct the 
covariate shift in neural network due to the change of 
parameter during the training. The objective is to ensure a 
stable distribution of the layer by normalizing the set of 
activation in mini-batch. It also has another effect in speeding 
up the training to propel a convergence. Batch normalization 
was proven to control stability in the neural network training 
process better than the conventional weight normalization 
[21]. In classification using CNN, apart from the accuracy, 
another important aspect is the generalization ability (i.e. the 
ability to correctly identify unseen images) [22]. This ability 
was emphasized and has been used in assessing deep learning 
model in [23]. This was also be demonstrated by means of the 
learning curve in [24]. 

In most previous applications, CNNs were implemented 
with specific objectives, while several researches have also 
come up with new and novel techniques to overcome 
drawbacks of CNN from different perspectives. This work is 
an attempt to studies existing techniques that intended to 
overcome drawbacks originated from insufficient number of 
samples available in training CNN to recognize images, by 
utilizing existing techniques together. 

III. METHODOLOGY 
In this study, the probably most popular dataset available 

in the public domain known as CIFAR-10 dataset [7] is 
selected. This dataset is widely used in experimentation in 
image processing, not just in deep learning and CNN. One 
factor that attributes to its popularity is the large quantity of 
samples within the dataset. CIFAR-10 is a collection of 
images, where each image comprises 32 by 32 pixels. The 
dataset contains 10 classes; airplane, automobile, bird, cat, 
deer, dog, frog, horse, ship, and truck. There are 6,000 images 
in each class (5,000 are set aside for training set and another 
1,000 for testing set). Samples in CIFAR-10 were also 
thoroughly processed where duplicated images and 
incomplete images (i.e. containing some white pixels) are 
eliminated. 

As the objective of this study is to overcome the 
insufficient samples available for training the CNN. Five 
datasets are created, they are contracted version of the 
original CIFAR-10. Each new dataset contains 10% of 
samples in the original. Hence, 600 samples of each class are 
randomly selected (500 from training set and 100 from test 
set) to form a 10-category 6,000 sample dataset. 

In order to investigate the effect of different data 
augmentation, dropout and batch normalization techniques to 
the classification improvement, a CNN model is 
implemented and trained under limited number of samples as 
stated earlier. It comprises 5 layers. Input layer consists of x1 
to x3072 (32 by 32 (number of pixels in an image)) by 3 (for 
channels red, green and blue colours)). Output layer consists 
of y1 to y10 representing probabilities of the input image 
belonging to each category. There are 3 hidden layers, the 
first 2 layers are a combination of convolution and max. 
pooling for extracting useful features in an image. The last 
hidden layer is a fully connected layer with 256 nodes. Fig. 1 
depicts the model of the CNN architecture in this work. 

Fig. 1. The architecture of the implemented CNN model 

For validity of the work, the five datasets created are used 
for training and testing the CNN model, each is carried out 
for 150 epochs. As expected, the classification accuracy 
obtained is rather low with the average test accuracy of 
49.8%. Overfitting is also apparent, this is described and 
depicted in Section IV. The following Sub-Sections describe 
the utilization of different techniques and their combination 
in this work.  
 

A. Applying a Combination of Data Augmentation 
Techniques to CNN 
Numerous types of data augmentation techniques exist. 

This work follows the four types of data augmentation as 
suggested in [14]. These are summarized as follows:  

• Rotation in range of 25 degrees 
• Width and height shift in range of 0.225 degrees  
• Shear in range of 0.2 degrees 
• Random eraser at 0.5 degrees of each image 

 Once the CNN model is identified, applications of a single 
data augmentation and all possible combinations are then 
studied. The application of width and height shift 
augmentation yields the best result while the application of 
random erase yields the poorest. Their training, validation 
and test accuracies (average values obtained from using the 5 
datasets) are shown in Fig. 2 in Section IV where results from 
all studies are included for ease of comparison. 

B. Utilizing a Combination of Data Augmentation 
Techniques together with Dropout in training the CNN 

 While the range of omitting rate (i.e. the probability for 
omitting the hidden unit) is 0 to 1 in theory, the values too 
close to 0 or 1 are seldom used. Popular range for omitting 
rate is between 0.5 to 0.8 [16]. This work had investigated 
several omitting rates within this range. The results reveal an 



interesting fact. The omitting rate of 0.5 achieves the best 
generalization to the CNN model, while the omitting rate of 
0.7 is the best value for reducing the overfitting effect. Fig. 3 
in Section IV illustrates the training, validation and test 
accuracies (average values obtained from using the 5 
datasets) in this study. 

C. Utilizing a Combination of Data Augmentation 
Techniques together with Batch Normalization in training 
the CNN 

 The application of batch normalization is to normalize the 
activation in the hidden layer as well as to regularize the 
model. The technique enables the mean value of the input 
close to zero and variance close to one. This process 
corresponds with two steps that is to subtract the output of a 
previous activation layer by batch mean value and divide by 
the batch standard deviation. In this work, the normalizing 
layer is adopted before non-linear activation function. This 
technique is applied in the training of the CNN model in order 
to improve the generalization. Fig. 4 in Section IV illustrates 
the training, validation and test accuracies (average values 
obtained from using the 5 datasets) in this study. 

 It is worth mentioning here that the work in [20] is quite 
significant to this work, it concludes that batch normalization 
and dropout ought not be applied simultaneously in training 
a CNN as their results were detrimental rather than beneficial 
to the improvement of the classification accuracy. Therefore, 
this work avoids application of the combination of these two 
techniques accordingly. 

D. Utilizing a Combination of Data Augmentation 
Techniques together with Batch Normalization and Data 
Augmentation Techniques together with Dropout by 
Injecting During Training of the CNN 

 It had been suggested at application of data augmentation 
techniques are a lot more effective if they are injected during 
the training instead of at the initial stage. This work follows 
the work in [14] where injections were investigated at 30, 60, 
and 90 epoch. The above studies (Sections III C and III D) 
are adapted so data augmentations are injected at different 
epochs as stated above. The results reconfirm the work in [14] 
that injecting data augmentation at 30 epoch during the 
training is the most effective. Figs. 5 and 6 in Section IV 
illustrate the training, validation and test accuracies (average 
values obtained from using the 5 datasets) in this two part of 
studies. 

IV. RESULT 
This Section shows all results in the studies. All accuracy 

values are the average obtained from using the 5 datasets. 
From CNN perspective, the overfitting effect can be observed 
from the discrepancy between the percentage of training loss 
and the percentage of validation loss. Examples of overfitting 
and the discussion are in the next Section. The most 
commonly used for performance verification of a CNN is the 
test accuracy. 

With respect to the application of data augmentation 
techniques and their combination, this study has carried out 
every possible combinations of the three data augmentations. 
The training, validation and test accuracies are shown in Fig 
2. 

 

Fig. 2. Comparison of Different Combination of Data Augmentation 
Techniques with CNN 

 
Referring to Fig. 2, the application of width and height 

shift yields the best improvement with the test accuracy of 
57.5%. while random erase yields the lowest. Replacing 
several pixels in the original image with non informative 
colour rather than their actual in colour random erase 
augmentation may lead to significant loss of important 
feature(s). The fact that limited samples are available, this 
may amplify this further. The application of this 
augmentation has, nevertheless, improved the test accuracy 
marginally. As stated earlier, dropout and batch 
normalization are applied together with all four types of data 
augmentation. However, result of any combination with 
random eraser yields rather poor performance. For simplicity 
and clarity in comparison, result of any combination with 
random eraser is omitted.  

The application of data augmentation together with 
dropout results in better overall performance. The best 
performance is the combination of width and height shift and 
shear augmentations with the test accuracy of 58.8%. This 
indicates the advantage in utilizing dropout. Results of the 
application of this combination are shown in Fig. 3. 

 

 
Fig. 3. Comparison of Different Combination of Data Augmentation 
Techniques with CNN together with Dropout 

The application of data augmentation together with batch 
normalization shows marginal improvement in some data 
augmentation. The best performance is the combination of 



width and height shift and rotation augmentations with the 
test accuracy of 58.3%. Results of the application of this 
combination are shown in Fig. 4. 
 

 

Fig. 4. Comparison of Different Combination of Data Augmentation 
Techniques with CNN together with Batch Normalization 

As mentioned in Section III D, the best results were 
obtained with injection at 30 epoch, hence results and further 
discussion are focused to the performance achieved from 
injecting at 30 epoch due to limited space available and also 
avoiding confusion from unsubstantial results. 

Utilization of injecting at 30 epoch with the application of 
data augmentation together with batch normalization does not 
improve the overall performance. This is, by no means, a 
contrast to the advantage of batch normalization as reported 
in [20] and [21], as previous work were not under limited 
number of samples and the objective of the works were not 
about overcoming the overfitting. Results of utilization of 
injecting at 30 epoch and the application of this combination 
are shown in Fig. 5. 
 

 

Fig. 5. Comparison of Different Combination of Data Augmentation 
Techniques by Injecting at 30 Epoch to CNN together with Batch 
Normalization 

Utilization of injecting at 30 epoch with the application of 
data augmentation together with dropout yields the best 
overall performance improvement, when compared with 
results in Fig. 2. The best performance in the utilization of 
injecting happens with the application of width and height 

shift augmentation alone with the test accuracy of 61.5%. The 
results suggest that injecting at 30 epoch is beneficial, 
especially in the application of width and height shift 
augmentation together with dropout. Results of utilization of 
injecting at 30 epoch and the application of this combination 
are shown in Fig. 6. 
 

 
 

Fig. 6. Comparison of Different Combination of Data Augmentation 
Techniques by Injecting at 30 Epoch to CNN together with Dropout 

V. REDUCTION OF OVERFITTING AND IMPROVEMENT OF 
GENERALIZATION 

In deep learning using CNN, there usually exists a ‘loss 
function’ in order to updated the weight for the further 
training. The term loss, refers to a summation of an error is 
determined by the difference between the predicted value 
from the model and the actual value. Hence training loss and 
validation loss represent summation of errors using training 
set and validation set respectively. A low discrepancy 
between satisfactory training accuracy and test accuracy is a 
good indication of a good generalization. As stated earlier, 
overfitting can then be observed by noting the discrepancy 
between the training loss and validation loss. This 
discrepancy also reflects the generalization ability too. 

It is impractical to display these two effects of each 
combination investigated in this work. Apart from occupying 
too much space, the main message of the work may not be 
apparent too. Therefore, the best result of the data 
augmentation technique (i.e. application of width and height 
shift) is selected to for the discussion. Figs. 7 to 12 depict 
overfitting and generalization in the six studies in this work. 
They represent overfitting and level of generalization in 
application of CNN alone, application of data augmentation 
with CNN, application of data augmentation with CNN 
together with batch normalization, application of data 
augmentation with CNN together with dropout, utilization of 
injecting at 30 epoch and the application of data 
augmentation with CNN together with batch normalization 
and utilization of injecting at 30 epoch and the application of 
data augmentation with CNN together with dropout 
respectively. 



 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7. Overfitting and Low Generalization in CNN Alone 

 
 
 
 
 
 
 
 
 
 
 

 
Fig. 8. Reduction of Overfitting and Improvement of Generalization in 
application of width and height shift with CNN 

 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 9. Reduction of Overfitting and Improvement of Generalization in 
application of width and height shift with CNN together with batch 
normalization  

 
 
 
 
 
 
 
 
 
 
 

 
Fig. 10. Reduction of Overfitting and Improvement of Generalization in 
application of width and height shift with CNN together with dropout 

 

 
 
 
 
 
 
 
 
 
 
 

Fig. 11. Reduction of Overfitting and Improvement of Generalization in 
utilization of injecting at 30 epoch and the application of width and height 
shift with CNN together with batch normalization 

 
 
 
 
 
 
 
 
 
 

 
 
Fig. 12. Reduction of Overfitting and Improvement of Generalization in 
utilization of injecting at 30 epoch and the application of width and height 
shift with CNN together with dropout 

 
The heights of y-axis in Figs. 7 to 12 are kept the same for 

ease of comparison. As can be expected, the effect of 
overfitting is very apparent in CNN alone. The application of 
data augmentation manages to reduce the overfitting quite 
significantly. Introduction of batch normalization seems to 
introduce more instability while dropout is beneficial in this 
application. The best performance is the utilization of 
injecting at 30 epoch and the application of data 
augmentation with CNN together with dropout with least 
overfitting effect as shown in Fig. 12. This also reaffirms the 
work in [14] which recommended injecting at 30 epoch. 

VI. CONCLUSION 
If accuracy is the metric of this work, then it may seem less 

satisfactory as the best test accuracy is about 61.5%. 
However, it must be re-emphasized that the main objective of 
this work is to investigate the existing techniques and identify 
a strategy to overcome overfitting effect in training CNN 
model in image recognition under insufficient samples 
available. This work suggests that using width and height 
shift data augmentation by injecting at 30 epoch together with 
dropout is a promising approach which mitigates the 
overfitting and generalization. While it is arguable that 
suitable model configuration and characteristic of the dataset 
have important role in dealing with CNN training under 
limited samples. This finding in this work ought to be 
applicable in similar image recognition problems. 
Nevertheless, it ought not be seen as a panacea to this unique 
problem. In a situation where too few samples are available, 



implementing a CNN model with any level of satisfactory 
performance may not be possible at all. 

VII. FUTURE WORK 
Future work can be carried out in several directions. A 

good candidate is to apply this approach to other image 
datasets available in public websites. Other domain such as 
signal processing or natural language understanding deserves 
a similar study. The test function to determine errors in a 
CNN may be fine tuned for an optimal CNN performance. 

The structure of a suitable CNN is also vital to satisfactory 
performance. This is an area where this work can further 
explore. A very recent study [25] may pave way to 
implementing of an even more efficient CNN. Also Recurrent 
Neural Network should not be overlooked for in this type of 
problem too. 
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