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Abstract. With the continued advancement of autonomous vehicles 
and their implementation in public roads, accurate detection of vulner-
able road users (VRUs) is vital for ensuring safety. To provide higher 
levels of safety for these VRUs, an effective detection system should be 
employed that can correctly identify VRUs in all types of environments 
(e.g. VRU appearance, crowded scenes) and conditions (e.g. fog, rain, 
night-time). This paper presents optimal methods of sensor fusion for 
pedestrian and cyclist detection using Deep Neural Networks (DNNs) 
for higher levels of feature abstraction. Typically, visible sensors have 
been utilised for this purpose. Recently, thermal sensors system or com-
bination of visual and thermal sensors have been employed for pedes-
trian detection with advanced detection algorithm. DNNs have provided 
promising results for improving the accuracy of pedestrian and cyclist 
detection. This is because they are able to extract features at higher 
levels than typical hand-crafted detectors. Previous studies have shown 
that amongst the several sensor fusion techniques that exist, Halfway 
Fusion has provided the best results in terms of accuracy and robust-
ness. Although sensor fusion and DNN implementation have been used 
for pedestrian detection, there is considerably less research undertaken 
for cyclist detection. 
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1 Introduction 

Recently, there has been a strong research focus on protecting vulnerable road 
users (VRUs), such as pedestrians, cyclists and motorcyclists [22]. This is because 
approximately half of the deaths on road accidents involve VRUs [34]. Of these 
VRUs, pedestrians and cyclists are at most risk as they do not have any form 
of special protection. And, although pedestrian detection techniques have been 
widely studied, cyclist detection has not received the same attention [10, 29]. This 
can be viewed as a concern as cyclists are also a part of the VRUs group, and can 
are just as susceptible to road traffic-related accidents. Also, it should be noted 
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that cyclists typically travel with higher speeds than pedestrians, which can 
lead to increased chances of road traffic-related incidents [29]. Therefore, when 
designing a detection system, both pedestrians and cyclists should be considered. 

A number of approaches have been proposed for increasing the safety of 
pedestrians and cyclists. These approaches are becoming more relevant and nec-
essary as autonomous vehicles are being used and tested on public roads. A 
major motivation for the development and advancement of autonomous vehi-
cles has been to reduce the number of traffic accidents and thereby increase the 
safety of other road users [18]. To achieve this, various aspects of the design of 
the autonomous vehicle is being researched. One area that is being studied is 
sensor fusion. This is because the sensors are a vital part of the autonomous 
vehicle. They provide information, allowing the vehicle to sense its environment 
and detect objects within that environment. Using the information collected by 
the sensors, the vehicle is able to react and manoeuvre in an optimal and safe 
fashion [18]. By increasing the number of sensors, the perception of the vehicle 
can be increased in reliability and robustness. 

Autonomous vehicles use various sensors, typically visual/thermal cameras, 
RADAR and LIDAR to sense its surrounding. For pedestrian and cyclist detec-
tion, visual sensors (i.e. cameras) are used as they produce high-resolution scene 
data [11]. Visual sensors have already been successfully applied for traffic sign 
detection and lane detection and are low cost to implement [21]. 

Pedestrian and cyclist detection have been a computer vision problem that 
has been widely explored due to its applications in autonomous vehicles, surveil-
lance and tracking. Although there has been significant improvements made in 
the field of pedestrian/cyclist detection, it is yet to reach the levels to that 
of human perception [1, 24, 39]. The challenges that hinder the performance of 
these vision-based systems include occlusion, cluttered backgrounds and low-
resolution images. Current detector designs use visual light spectrum cameras, 
which can provide high-resolution images in good lighting conditions. However, 
the quality of the images can be significantly reduced in poor lighting situations 
(i.e. night-time, evening) [24], decreasing the overall performance of the system. 
Visual (VS) and thermal-infrared (TIR) images have been fused for pedestrian 
detection to increase the robustness of the detection system [14, 24, 33]. 

Deep Neural Networks (DNNs) were implemented to further improve the 
effectiveness of general object detection, proving the effectiveness of DNNs for 
pedestrian detection [13, 24]. For example, a DNN-based detection technique 
yielded a mean average precision (mAP) of 53.7% when evaluated on PASCAL 
VOC 2010 in [13]. In a similar detection technique was proposed in [31], how-
ever, without the use of DNNs. The technique achieved an overall 35.1% mAP. 
However, it is still unclear which method(s) of fusion of sensor data that will 
provide the optimal results for pedestrian and cyclist detection using DNNs. 

The primary purpose of this paper is determining the optimal method of 
sensor information fusion for pedestrian and cyclist detection based on DNNs. 
Although research in the field has been undertaken for pedestrian detection, 
there are relatively fewer studies for cyclist detection. Therefore, there is still a 
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need to study sensor fusion for cyclist detection as well as pedestrian detection. 
Based on previous works, DNNs should be able to provide more accurate results 
when compared to traditional methods of detection. The DNN is trained using 
multispectral data so that it can successfully extract features from both visible 
and infrared spectrums. This will aid in designing a detector that is more robust 
and accurate than the ones that currently exist for both pedestrian and cyclist 
detection. This will ultimately be a part of the prediction system for anticipating 
the behaviours of the pedestrian/cyclist for collision avoidance. 

2 Pedestrian and Cyclist Detection 

Although vision sensors have been widely researched for pedestrian detection in 
recent years, it remains a challenging problem that needs to be solved before 
human-like detection level is reached. The challenges are caused by the unpre-
dictability of appearance of pedestrians due to occlusion, cluttered environment 
and pose. The cyclist detection problems are further complicated by multiple 
viewpoints of cyclist [22]. That is because cyclists, unlike pedestrians, can be 
perceived in a number of orientations. This causes difficulties as each orien-
tation would have a different aspect ratio. The similarity between pedestrian 
and cyclists also poses another challenge. To overcome some of these challenges, 
a technique is proposed for detecting both pedestrians and cyclists [22]. The 
method uses the upper bodies (UB), which is similar for both pedestrians and 
cyclists. 

3 Detection Systems for Autonomous Vehicles 

It is vital that autonomous vehicles have a detection system that provides high 
levels of reliability while also being robust under various conditions (e.g. during 
both day and night, weather conditions). This is crucial to address safety con-
cerns as more than 50% of accidents involving pedestrians occurs during night-
time [2, 9]. To reduce this figure, thermal infrared (TIR) sensor-based cameras 
have been employed. Unlike visual (VS) light spectrum-based cameras, the TIR 
camera is not dependent on an external light source, rather it uses heat signa-
tures of objects for detection and localisation. This makes TIR more effective at 
low light conditions, such as at night-time [2]. Both VS and TIR sensors will be 
discussed in the next sections. Whether using VS and TIR images together or 
independently, the process used for detection consists of at least feature extrac-
tion and classification. Some features that are collected during the daytime can 
be used for detection at night-time [2]. This is true when using the local binary 
pattern (LBP) technique, which was introduced for use with VS cameras. Fea-
tures extracted using the LBP method only provide pixel intensity, which is the 
only channel of information for TIR cameras. 

A common technique for feature extraction for pedestrian detection is the 
histogram of oriented gradient (HOG) [7]. The HOG technique extracts the 
gradient information for colour images and does not include information for the 
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intensity channel. HOG is widely used as it is robust. Considerable research 
was undertaken resulting in many variations of the approach. Thermal position 
intensity HOG (TPIHOG) works for the intensity information obtained via TIR 
sensors [2]. 

Once features are extracted, they are classified into classes. A commonly 
implemented classifier is the linear support vector machine (SVM) due to its 
decent performance and speed [37, 3, 28]. Several variations of SVM also exist. 
However, more recently, deep learning techniques have been used for general 
object detection as well as pedestrian detection. Classifiers based deep learning 
require large annotated datasets to be trained, which takes a longer time than 
other methods of classification [4]. However, deep learning improves accuracy and 
speed. The convolutional neural network (CNN) has also been widely adopted 
for pedestrian and cyclist detection. 

4 Sensors 

The detection of objects such as pedestrians, cyclists and vehicles are achieved 
through sensors. Sensors such as VS, IR, LIDAR and RADAR sensors, allow 
the autonomous vehicle to recognise objects in its environment. A single type of 
sensor approach cannot provide necessary levels of performance required of such 
a crucial and integral part of an autonomous vehicle [19] and therefore, sensor 
fusion can provide improved information. The focus of this study is fusion of VS 
and TIR sensors (i.e. cameras) used for pedestrians and cyclist detections. 

4.1 Visible Light Sensors 

Vision-based object detection has been widely studied, in particular pedestrian 
detection, but still remains a challenging task. VS cameras have been used with 
various methods of detection such as histograms of oriented gradient (HOG) 
with support vector machines (SVM) and adaptive boosting (AdaBoost) [32, 25, 
7, 22, 30, 21]. The main concern using a VS-based pedestrian/cyclist detection 
is the performance susceptible to environmental conditions such as shadowing, 
uneven illumination, the decline in performance during low-light conditions (e.g. 
night-time, evening) and sensitivity to abrupt changes in illumination (e.g. go-
ing through a tunnel). They are also less effective due to occlusions caused by 
cluttered backgrounds or shape, size and pose of a pedestrian/cyclist. For this 
reason, multispectral (i.e. combined VS and TIR) data for sensor fusion have 
been introduced to overcome the shortcomings of the visible camera. 

Even with these drawbacks of VS-based pedestrian detection, the majority of 
the research that has been undertaken has been based in the visible spectrum. 
This is due in part that the large datasets available are based on the visible 
spectrum [1]. These datasets are required for training DNNs to detecting desired 
objects. 
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4.2 Thermal Infrared Sensors 

The spectral band of the TIR does not require an external light source, allowing 
it to overcome the shortcomings of the VS sensor. The far infrared (FIR) is 
the typical TIR sensor that is used for pedestrian detection [2]. The emitted 
radiation of human peaks in the FIR spectrum, making it an ideal TIR for 
pedestrian detection [40]. The images produced with FIR sensors are unaffected 
by variation in illumination. However, the performance of the thermal camera 
is affected by the high temperature [19]. For example, it is more difficult to 
detect a pedestrian or cyclist during hot days, as the background temperatures 
affect its resolution. Pedestrians and cyclists may also appear brighter or darker, 
depending on the outdoor temperatures [15]. It should be noted that FIR images 
include only one channel of information, which is intensity. This means that the 
images do not possess the same level of information provided though VS sensor 
cameras. 

Thermal cameras have been successfully implemented for pedestrian detec-
tion [12, 20, 26, 27] with various detection methods such as HOG [20, 26, 23, 5]; 
shape and appearance-based detection [6] and contour saliency map (CSM) [8]. 

Visual and thermal data have been shown to be complementary [24], result-
ing in improved performance of the detection system in terms of accuracy and 
working conditions (i.e. different times of the day and under various weather con-
ditions). To achieve an effective system, exploration of the ideal sensor fusion 
techniques is required. 

4.3 Dual Sensor System 

Combing two sensors could provide improved results whilst overcoming their 
individual drawbacks. With the effectiveness of TIR cameras for low-light con-
ditions (i.e. night-time, evening) and the high level information provided by the 
visible cameras for well-illuminated environments. 

A visible and thermal camera were combined for human tracking in an indoor 
environment [17]. The experiments, however, does not demonstrate the effects 
of outdoor influences, such as uneven lighting and shadowing. Night time pedes-
trian by combining visible and thermal cameras was demonstrated in [38]. This 
study, however, does not demonstrate the effects of high day temperatures on 
the thermal camera. A dual camera based on visible and thermal cameras for 
pedestrian detection that can function under various environmental conditions 
and during all times of the day was demonstrated in [19]. 

5 Sensor Fusion 

Development of sensor fusion techniques for automotive purposes has been on the 
rise in recent years. This is because these techniques have been able to provide 
a higher level of accuracy in detection [35]. Multispectral pedestrian and cyclist 
detection can be one of three categories: pixel-level (Early Fusion) (see Fig. 1 
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(a)), feature-level (Halfway-Fusion) or decision-level (Late Fusion) (Fig. 1 (b)). 
Halfway Fusion is achieved by fusing the information after Early Fusion stage 
but before the Late Fusion stage. The categories are abstraction levels based on 
the layers of the DNN (typically a CNN-based approach) [33]. 

Fig. 1. Sensor Fusion using DNNs (a) Early Fusion (b) Late Fusion 

Large amounts of labelled data is required for training of DNNs, which has 
been limited due to the costs associated with generating these large datasets. 
Therefore, pre-training using a large auxiliary dataset (such as ImageNet) has 
become rather popular [33]. This is because there is limited combined visible and 
thermal image datasets. Therefore, existing visible data was used for pre-training 
of the DNNs. In [2], the fusion techniques (with and without pre-training) is 
compared with ACF+T+THOG technique, a state-of-the-art solution for use 
of multispectral (visible and thermal) data [16] as a baseline. The LateFu-
sion+PreTraining approach has shown to outperform the ACF+T+THOG base-
line as well as the other fusion methods [33], see Fig.2. LateFusion+PreTraining 
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improved by approximately 6% and approximately 10% when compared to the 
baseline. Further, it illustrates that pre-training results in higher performance. It 
was also observed that the Early Fusion architecture was unable to improve on 
the baseline. It was speculated that it could be due to limited data in the KAIST 
dataset for the Early Fusion architecture without pre-training [33]. Overall, this 
means that Early Fusion approaches may not have learned meaningful features. 

Fig. 2. Performance comparison of fusion techniques with ACF+T+THOG as a basline 
and log-average miss rate during various times of the day (a) miss rate (b) log-average 
miss rate [33] 

According to [24], the detector using fused data typically has enhanced per-
formance when compared to a detectors based single sensor data. The single 
sensor approach, for example, vision sensors, may perform well during certain 
hours of the day, but that performance decreases as illumination decreases to-
wards the evening and night-time. This is the case with some of the single sensor 
approaches in Fig. 3. (e.g. FasterRCNN-C and FasterRCNN-T). 
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Fig. 3. Detection Results (MR/false positives per image) comparison with average of 
daytime and night-time (left), daytime (middle) and night-time (right) [24] 

For the fusion models, a CNN-based was implemented for comparison of the 
performance of fused data and single data approaches (see Fig. 3). Four sensor 
fusion techniques were employed, Early Fusion, Late Fusion, Halfway Fusion and 
Score Fusion, in which Halfway fusion was the most effective technique. It had the 
lowest miss-rate (MR) (37%), 3.5% lower when compared with the other fusion 
methods. It is speculated that the Halfway Fusion technique was most effective 
as the various levels of the DNN is able to extract the most useful information 
from both VS and TIR data without reducing the high quality from the VS 
data [24]. This is not the case with Early Fusion (pixel-level), where low-level 
features are fused, features that may be irrelevant. Late Fusion and Score fusion 
meanwhile fuses only high-level features and confidence scores, respectively. This 
could make it difficult for the model to eliminate noise created during the fusion. 

Overall the Halfway fusion outperformed the single sensor approaches, reduc-
ing the overall MR by approximately 11%. The approach is also more effective 
in low-light conditions and created fewer false alarms [24]. The experiment used 
the KAIST for evaluation, a dataset for pedestrian detection consisting of both 
visible and thermal spectra. 

The study in [36], proposes the use of two DNNs for pedestrian detection 
based on visual and thermal data, the Cross-Modality Transfer CNN (CMT-
CNN). The first DNN is used to learn the relationship between the RGB and 
thermal images. These learned relationships are then transferred to a second 
DNN for detection using RGB images only. This novel approach means that 
thermal data is not required for detection and is suitable for various illumination 
conditions. This method was compared to state-of-the-art pedestrian detection 
techniques on both the KAIST and the Caltech datasets. 

As seen in Fig. 4, the CMT-CNN architectures performance is better than 
that of the best baseline (ACF-RGBT+HOG) for the KAIST dataset by approx-
imately 5%. It should be noted that the CMT-CNN architecture only requires 
the RGB images, whereas the ACF-RGBT+HOG uses both RGB and thermal 
images. The approach also demonstrates that the approach would be very effec-
tive under low-light conditions. 
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Fig. 4. Detection Results (MR/false positives per image) comparison with average of 
daytime and night-time (left), daytime (middle) and night-time (right) [36] 

6 Conclusions 

Although there has been an significant increase in research conducted for pedes-
trian detection using multispectral data, there is an considerable lack of work 
undertaken for cyclist detection using multispectral data. Sensor fusion is a chal-
lenge that has yet to be overcome for both pedestrian and cyclist detection. 
Therefore, future works should focus on sensor fusion for concurrent pedestrian 
and cyclist detection based on DNNs. 

Majority of the research discussed in this paper found that the Halfway 
fusion technique provided the most effective empirical results when compared 
to a baseline detector. A state-of-the-art solution, ACF+T+THOG, has been 
used as a baseline to measure the performance of the sensor fusion techniques 
employed. 

The Faster R-CNN seems to be used for pedestrian/cyclist detection due 
to its speed and reliability. Therefore, it would sensible to use this architecture 
to evaluating sensor fusion techniques for pedestrian and cyclist detection. The 
KAIST dataset was utilised as it encompasses a large number of colour and 
thermal images in varying times throughout the day. It was also shown that an 
approach of pre-training a late fusion model can significantly outperform the 
baseline. However, early fusion fails in producing comparable results with the 
baseline. A reason for this failure could be that the approach could not learn 
significant abstract features from the multispectral data. 
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