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#### Abstract

In the oil and gas industry, failure due to vibration-induced fatigue is considered as an important cause of loss of integrity. There have been increasing incidents of vibrationinduced fatigue in pipelines both in offshore and onshore petrochemical plants. To mitigate this problem, a Structural Health Monitoring (SHM) method using Acoustic Emission (AE) was developed, using specific damage identification strategies. A number of contributions are highlighted in this research work, which includes the fundamental understanding of wave propagation in thick and thin structures. The application of Rayleigh waves and Lamb waves is important in damage identification, being demonstrated in experimental works and finite element analysis (FEA). The identification of damage by vibration-induced fatigue crack demands a dedicated instrumentation and signal processing techniques. A novel method using Bayesian estimation of the effective coefficient (EC) was introduced, which measure the uncertainties of the located events measured by AE technique, calibrated using the information derived from pencil lead break tests. The EC was formulated in such a way the AE signals from each sensor were cross-correlated and the calculated coefficients were corrected taking into account the minimum coefficients from each sensor combination. Cross-correlation was then used to improve the identification of Lamb waves generated by the crack development. The calculated time difference between the fundamental wave modes increases the accuracy of the located events using a Single Sensor Modal Analysis Localization technique (SSMAL). Using a similar approach, the ratio of symmetric (S0) and asymmetric waves (A0) amplitudes was determined and used for damage extent assessments. In summary the AE is shown to be a very effective method for SHM of vibration-induced fatigue damage.
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## ACRONYMS

| AE | Acoustic Emission |
| :---: | :---: |
| BMA | Bayesian Model Averaging |
| BN | Bayesian Network |
| CWT | Continuous Wavelet Transform |
| DWT | Discrete Wavelet Transform |
| EC | Effective Coefficient |
| EI | Energy Institute |
| FRF | Frequency Response Function |
| HCR | Hydrocarbon Release |
| HSE | Health and Safety Executive |
| IQR | Interquartile Range |
| LOF | Likelihood of Failure |
| MAE | Modal Acoustic Emission |
| MFC | Micro Fibre Composite |
| MCMC | Markov chain Monte Carlo |
| NDE | Non-Destructive Evaluation |
| NDT | Non-Destructive Testing |
| PLB | Pencil Lead Break |
| POD | Probability of Detection |
| PVDF | Polyvinylidene Fluoride |
| QRA | Quantified Risk Assessment |
| RMS | Root Mean Square |
| SIF | Stress Intensity Factor |
| SBC | Small Bore Connection |
| SHM | Structural Health Monitoring |
| SG | Strain Gauge |
| SSMAL | Single Sensor Modal Analysis |

TOA Time of Arrival
TWI Technology Welding Institute
WT Wavelet Transform

## NOMENCLATURE

| V | Wave speed [m/s] |
| :---: | :---: |
| $\theta$ | Angle [ ${ }^{\circ}$ ] |
| $d t i$ | The arrival time difference [s] |
| $v_{g}$ | Group velocity [m/s] |
| $\mathrm{N}^{\prime}$ | AE count rate [AE count/cycle] |
| $\mathrm{a}^{\prime}$ | Crack growth rate [ mm/cycle] |
| $\Delta \mathrm{K}$ | Stress intensity factor [MPa $\sqrt{\mathrm{m}}]$ |
| $\rho_{0}$ | Material density [ $\mathrm{kg} / \mathrm{m}^{3}$ ] |
| $a_{i}$ | Acceleration of infinitesimal cubic element [ $\mathrm{m} / \mathrm{s}^{2}$ ] |
| $u_{i}$ | Displacement of infinitesimal cubic element [m] |
| $x_{j}$ | Principal coordinate system |
| $\sigma_{i j}$ | Stress tensor |
| $c_{i j k l}$ | Elastic tensor |
| $\varepsilon_{i j}$ | Strain tensor |
| $k$ | Wave number $\left[\mathrm{m}^{-1}\right]$ |
| $\omega$ | Angular frequency [rad/s] |
| $m$ | Axial nodal pattern |
| $n$ | Circumferential nodal pattern |
| g | Gravity [ $\mathrm{m} / \mathrm{s}^{2}$ ] |
| $t$ | Discrete time of the signals [ s ] |
| $f$ | Wave frequency $\left[\mathrm{s}^{-1}\right]$ |
| $\sigma$ | Standard deviation |
| $\phi_{x y}$ | The correlation function |
| $\psi_{a, b}$ | Wavelet basis function |
| $\tau$ | Time lag [s] |
| $\bar{\phi}_{i, j}$ | Cross correlation coefficient of signals $i$ and $j$ |
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## CHAPTER 1

## INTRODUCTION

In the oil and gas industry, failure due to vibration-induced fatigue has recently been identified as a potential threat. There have been increasing incidents of vibration-induced fatigue in piping systems both in offshore and onshore petrochemical plants. The Health and Safety Executive (HSE) reported that $21 \%$ of the hydrocarbon releases in terms of "immediate cause" for offshore process plants in the North Sea were caused by vibrationinduced fatigue [1]. Figure 1-1 shows historical data for number of incidents associated with hydrocarbon releases reported by the HSE [2].


Figure 1-1 Shows histogram of hydrocarbon releases (HCR) database reported by the HSE [2].

Process piping is normally designed on the basis of static analysis without taking into account operational condition. Mitigation of vibration problems is normally considered on ad-hoc basis by reactive action following fatigue failure [3,4]. Incidents related to vibration are usually unforeseen; long-span onshore and subsea pipelines for example suffer fatigue without giving information about the impending failures [5-7]. A solution to this problem is to have a continuous monitoring system that can monitor critical
equipment over time. However, the implementation in operational conditions being complex and difficult, measurements being affected by noise, variations of environmental conditions, these aspects affecting the reliability of any SHM system.

### 1.1 Motivation

The common causes of pipe vibration can be either direct or indirect. The direct mechanism is usually caused by internal or external fluid flows such as flow turbulence. The indirect mechanism is caused by transmission of vibration energy through pipe supports $[3,4]$. The main factors that contribute to fatigue failure are improper piping design such as unsupported small bore pipes and poor sizing [3], causing failure at pipe connections. Figure 1-2 shows an example of fatigue crack at pipe connection resulted from acoustic-induced vibration.


Figure 1-2 Fatigue crack due to acoustic induced vibration [8]

Fatigue failure is usually associated with repeated loadings. The impending failure is usually unpredictable such as the incident of Alexander Kielland platform located in the North Sea. The floating drill platform suffered from a fractured cross-brace securing the column, which resulted in overloading of the main column attachment. As a consequence, the column was broken apart from the main structures which caused the platform to collapse. The investigation discovered fractured braces resulting from small
weld cracks in the hydrophone attachment during fabrication. These caused the cracks to propagate gradually under wave loadings.


Figure 1-3 Alexander Kielland platform disaster in 1980 [9]

The consequence of vibration-induced fatigue failure in process piping can be catastrophic. Undetected hydrocarbon leaks may cause fire and explosion. Many factors need to be understood in order to predict fatigue failure. The prediction becomes more complex without knowing the loading condition, anticipated residual stresses, inclusion or defects. Baker and Descamps [10] suggested there should be an economical approach to account for a small probability of fatigue during service life, and continuously minimizing the likelihood of the undetected cracks. This effort requires continuous information over time which is not possible for scheduled inspection.

### 1.2 Aims and ObJECTIVES

The aim of this research work is to develop a structural health monitoring (SHM) technique for the assessment of damage caused by vibration-induced fatigue. The following three main objectives are considered in this project:

- Development of a Structural Health Monitoring method for detection and localization of damage caused by vibration induced fatigue.
- Development of robust approaches for Level 1 and 2 in SHM through signal processing methods taking into account the effect of environmental noise.
- Development of a technique for prediction of damage extent (Level 3, 4 of a SHM system).


### 1.3 Research OUtLines \& Chapters summary

This thesis is structured as follows;

Chapter 2 reviews the past research works on damage identification methods. The theory and principle of fracture mechanics, structural health monitoring, elastic waves and acoustic emission technique for diagnostic and prognostic were studied.

Chapter 3 describes wave propagation in thin and thick structures by experimental approach. This chapter highlights the importance of Rayleigh wave and Lamb waves for detection and localization. The analysis involves wavelet transformation and cross correlation for wave modes decomposition. Linear and planar localization methods for locating acoustic emission sources were studied.

Chapter 4 demonstrates acoustic emission monitoring a resonant fatigue experiment of a pipe. The Acoustic Emission technique was used for detection and localization of fatigue cracks. The assessment involves comparison of Acoustic Emission features derived from with strain and vibration data. Uncertainties associated with localization errors were evaluated using Bayesian estimation. This chapter highlights the novelty of using Bayesian estimation to quantify source localization.

Chapter 5 demonstrates the design of an experiment of fatigue tests for plates and the use of a hybrid approach which involves vibration testing, crack modelling, and wave propagation analysis using Finite Element models for damage detection. The novelty of this approach is the development of a qualitative method for estimation of the damage extent using the analysis of Lamb waves. The damage extent is quantified by comparison
of the dynamics of a calibrated FE model with the experimental data measured for a set of damaged specimens at various crack depths.

Chapter 6 provides the conclusions and proposed future works.

## CHAPTER 2

## LITERATURE REVIEW

### 2.1 INTRODUCTION

This chapter provides a literature review and fundamental aspects supporting the current research. The main references used in this work are discussed together with pointers to the theoretical elements allowing understanding of these results.

### 2.2 Structural Damage Mechanisms

Structural failure due to fatigue can be described from the theory of fracture mechanics. In general, there are three crack separation modes depending on the loading condition as illustrated in Figure 2-1.


Mode I - Opening mode


Mode II - Sliding mode


Mode III -Tearing mode

Figure 2-1 Basic crack modes

In most engineering problems, failure due to cracks is not limited to the three independent modes. Often cracks propagate due to combination of modes (i.e. the so called mixed mode). However, mode I crack is considered the most dangerous, where crack can propagate rapidly and trigger brittle fracture. Therefore mode I has been
studied extensively in the published literature. The crack propagation is usually unpredictable and difficult to be detected.

### 2.3 Vibration Techniques for Damage

## IDENTIFICATION

Vibration-based condition monitoring is commonly used for damage detection associated with vibration problems. In recent years, the demand for more accurate techniques to detect structural defects has been considerably increased due to the associated risk and consequences of structural failures in complex industrial systems. For this reason, early detection of damage is crucial to ensure safe, continuous and reliable operations. Typical vibration method evaluates structural condition through physical properties such as mass, stiffness and damping, or dynamic characteristics such as natural frequency, modal damping and mode shapes. These characteristics are measured by an array of sensors distributed over the structure. However to detect cracks, where the scale of damage is very small compared to the overall physical dimensions, can be difficult since the change of dynamic characteristics is insignificant. Variability in operating condition can also lead to measurement errors. There are number of guidelines and best practices available for the assessment of vibration in pipework. The most applicable for the oil and gas industry was published by the Energy Institute [3]. This guideline focuses on "through life" management that provides assistance for operators to develop their own management systems. The publication [4] was published in response to the growing number of pipework failure resulted from the greater use of thin pipework in new designed offshore and onshore installations. This guideline also provides a mathematical approach used to estimate the Likelihood of Failure (LOF) for mainline and small bore connection for screening purposes in proactive based assessment. The LOF can be determined using process parameters such as fluid density, flow rate etc. However, when such information is not available, the LOF is evaluated based on judgement which can be overly conservative. It shall be noted that LOF is not an absolute probability of failure. The process flow of the assessment is illustrated in Figure 2-2.


Figure 2-2 Process flow of vibration assessment [3]. The LOF is calculated under qualitative and quantitative assessment (highlighted in red).

The criteria for vibration assessment are defined differently according to each different measurement technique. The accuracy varies from visual inspection technique to highly accurate specialist technique. The basic measurement technique measures vibration velocity but limited to low frequency vibration problems. The assessment criteria for basic measurement are shown in Figure 2-3.


Figure 2-3 Vibration assessment criteria [3].

The major disadvantage of this measurement approach is that the fatigue failure is difficult to be predicted with confidence. The proposed solution to this problem is to measure the dynamic strain, but this can be insensitive to crack propagation if the scale of damage is small compared to the overall size of the structure. Therefore the course of action recommended by these guidelines is to develop specialised measurement and analysis methods allowing to robustly evaluating the severity of damage and the LOF.

### 2.4 Structural Health Monitoring (SHM)

In general, a Structural Health Monitoring (SHM) system focuses on damage identification and prediction through observation over time. The structural condition is evaluated using damage sensitive features derived from measurement with applications in all industrial fields; the aerospace industry, civil engineering, nuclear industry, and oil and gas. The use of SHM to detect damage is paramount as the technology becomes more advanced and cost effective. Example of their advantages in management of operational risk is illustrated by the following diagram which highlights the following elements:


Figure 2-4 Benefits of system development and operation that can be realized using health and monitoring technology [11]

1) Reduced initial risk to operators and structural system using more systematic and accurate assessment
2) Performance optimisation through prognostics-driven control (e.g. smart system technology)
3) Reduced risk through life-extending operation and control based on the use of health monitoring information such early detection of crack
4) Reduced cost for servicing structural systems and logistics due to proper maintenance scheduling
5) Lower risk for after maintenance actions are taken (i.e. increase reliability)
6) Reduced design conservatism (i.e. reduce overall cost)

In the early 70 's, SHM was considered very advanced and costly. However as the technology evolved, hardware and software are becoming more cost-effective, which makes SHM application viable. The state-of-the-art sensor technology such as wireless sensor embedded in laminated structures (i.e. smart system ${ }^{1}$ ) has become applicable to

[^0]many industries. The integration of such system with advanced digital signal processing, telemetry and computational algorithms provides unprecedented information about structural condition throughout their service life. One of the practical benefits of SHM over conventional non-destructive evaluation (NDE) techniques is that, SHM does not suffer from operation intervention that may lead to production loss. Detection can be achieved through systematic data collection and analysis by permanently installed sensor network. However an inherent associated problem is that each type of damage may have unique characteristics and hence interpretation of data requires a dedicated signal processing analysis and damage identification method in order to obtain meaningful results. NDE can be used for verification purposes when the location of damage is known, which complements the SHM techniques.

### 2.4.1 Overview of SHM

The research in structural health monitoring is very broad. A comprehensive review of damage identification and structural health monitoring from year 1968 to 1997 was presented by Doebling et al [12,13]. Sohn et al [14] continued the survey from 1996 2001. Carden and Fanning [15] reviewed until 2003. Fan and Qiao [16] made a comparative study in this research development until 2009. To date, there are many published papers in this research field presenting the development of state-of-the-art systems with extensive improvement in SHM reliability based on integration of statistical tools for probability of flaw detection etc. However to date there is no specific standard established for the SHM applications.

### 2.4.1.1 Local and Global Damage Identification

In general, the Structural Health Monitoring applications focus on "local" and "global" damage identification. "Local" in this context is meant by damage assessment from predetermined locations. In contrast, "global" considers assessment of an entire system but the response is less sensitive to local changes. "Damage" is a comparison between two different states of a system: the initial (healthy) condition and the damaged condition [12]. Worden [17] emphasis on definition of damage taxonomically into fault, damage
and defect. A fault is regarded when a structure can no longer operate satisfactorily, damage is when a structure can no longer operate in ideal condition but still can function satisfactorily. Defect is inherent within materials. In practice, damage identification is carried out in conjunction with various methods which include SHM, condition monitoring and non-destructive evaluation. Doebling et al [12] classified structural damages into linear and non-linear, where for linear damage, a structure remains linearelastic after damage occurs and the response can be modelled linearly. Non-linear damage is when linear-elastic becomes non-linear after damage is introduced. This problem is usually associated with fracture mechanics.

### 2.4.1.2 Feature Extraction

Generally, the features providing information on the state of the structures, can be categorized as parametric-based and signal-based [18]. For signal-based features, dedicated signal processing techniques are used which acquire parameters directly from a signal in time, frequency or time-frequency domain. These methods have been used by many researchers for linear and non-linear problems such as Auto-Regressive Model (AR) model and Auto-Regressive Moving Average (ARMA) model. The parametricbased uses explicit physical-dynamic parameters to evaluate the structural condition. Due to the large number of variables in analysis, statistical methods are considered the best option over deterministic approach allowing the quantification of uncertainty in measured data.

### 2.4.1.3 Model Updating based on Statistical methods

The principle behind model updating is minimizing errors between the predicted result and measured data [19]. Model updating is useful to predict structural response to disturbances. Updating model parameters are crucial and must be validated physically. Invalidated model with uncertainties in physical data, loading information, environment and operating conditions may result in modelling errors. Prediction by only a single calibration of model parameters does not provide high confidence level [20]. Therefore, the variability of parameters can be assessed by statistical framework either based on frequency or degree of belief [20]. The frequency approach is based upon maximum
likelihood or maximum conditional probability of the parameters with known random output, while the basis of degree of belief i.e. Bayesian theorem, is based on prior belief and this approach will be discussed in detail in the following sections.

### 2.4.2 Statistical Pattern Recognition

Statistical pattern recognition receives great attention owing to its suitability to account for large uncertainties and non-linearity of measurement data. According to Farrar et al [21], statistical pattern recognition consists of supervised and unsupervised learning. Supervised learning requires both the undamaged and damaged states to be known. The extracted features can be studied by classification or regression analysis. In unsupervised learning, the damage condition is unknown and hence the outliers of measurement have to be studied. This is useful to compare the current and past measurements. Statistical pattern recognition study involves operational evaluation, data condensation and cleansing. The method is actively used in damage detection, which involves assessment of features using different classes of patterns. Sohn et al [22] used statistical process control or known as "X-bar Control Chart", which provides a framework to identify the inconsistency of measurements i.e. damage sensitive features of the current and past measurements. The authors used the Auto Regressive (AR) technique to fit the measurements, a range of AR coefficients describing the initial state being compared with calculated AR coefficients. When outliers occur, a change of state is registered. Sohn et al [23], later extended the technique to take into account a two-stage time history prediction model, combining an auto-regressive (AR) model and an autoregressive with exogenous inputs (ARX) model. The sensitive features leading to residual errors were calculated between the current and predicted signals. The standard deviation of residual errors determines the proximity of damage location showing increased values for those sensors located near the damage locations. Sohn et al [24] also combined the AR - ARX model with neural network for data normalization to distinguish the effect of damage and environment upon the extracted features.

### 2.4.2.1 Bayesian Estimation

Bayes's theorem can be used for updating inspection data such as predicting flaw size overcoming the limitation of NDT devices [25]. In theory, Bayes's theorem is used to determine the posterior ${ }^{2}$ distribution from a known prior distribution. The observed data or evidence is used to update the prior distribution. The prior such as crack density is updated as more data is collected. An example of distribution of detected cracks out of all cracks from a sample (i.e. crack density against flaw size) is illustrated in Figure 2-5. The general equation of Bayesian theorem is given as follows;

$$
\begin{equation*}
p(H \mid D)=\frac{p(D \mid H) p(H)}{p(D)} \tag{2-1}
\end{equation*}
$$

$p(H)$-Probability of the hypothesis before the data is seen, called prior $P(H \mid D)$-Probability of the the hypothesis after the data is seen, called posterior $p(D)$ - Probability of data, called normalizing constant, to ensure $\sum p(H \mid D)=1$ $P(D \mid H)$ - Probability of the data under hypothesis, called likelihood


Figure 2-5 Comparison of crack depth distribution for the detected crack sample against the actual cracks [25]

[^1]In SHM, the Bayesian theorem is considered a promising tool for damage identification. Many random variables can be used in joint networks e.g. Bayesian Networks (BN) or finding the best model to represent the data by joint probability distributions over many hypotheses e.g. Bayesian Model Averaging (BMA). The advantage of Bayesian estimation is that it can alleviate diagnosis problems having large uncertainties of data and unwanted information such as noise from environment and hence, only the relevant signals are used for assessment. This method can prevent the two common diagnostic problems in damage identification i.e. False Positive and False Negative [21]. False Positive is defined when a system incorrectly identifies the structures to be damaged although it is actually healthy and hence leads to unnecessary follow up inspection or repairs. False Negative is when detection of damage is missed due to system error and hence, misses the subsequent damage developments. .

### 2.4.3 Structural Health Monitoring applications

For Piping or pipelines monitoring, an array of sensors are deployed at various locations along pipe axis. The sensors array must be arranged such that it covers critical locations. Piping configurations are usually consisting of many elements attached to main line such as fitting, valves, small bore connection (SBC), flanged and welded joints. Different materials or structures may have inherent flaws or defects that are not obvious prior to commission. Throughout the time, piping may experience various forms of damage such as fatigue or corrosion. These types of damage are usually accumulated for a long time period. Therefore monitoring of these pipes may not be feasible. However, damage could also occur in a relatively short time period such as sudden rupture during hydrostatic test ${ }^{3}$. Thus, continuous monitoring of these assets is more suitable. Thien et al [26] investigated coupled impedance-based and Lamb waves propagation methods for overall pipeline health monitoring. The authors adopted electromechanical coupling effects of

[^2]piezoelectric-based active sensor i.e. macro fibre composite (MFC) to identify cracks and corrosion along the surface and through thickness. Self-sensing impedance was used to evaluate defects at the welded joints. Dezfouli and Zabihollah [27] developed a framework for SHM of buried polyethylene pipelines under static dislocation and vibration by means of the smart structure concept. The concept uses information from different stages of pipeline lifecycle. The Polyvinylidene fluoride (PVDF) (i.e. pressure sensor) was used to evaluate the relationship between the applied loads and the generated voltage. Out et al [28] made a comparative study of a few inspection methods for flexible pipe monitoring. The authors acknowledged that AE is a useful technique for online monitoring based on their evaluation from full-scale test riser. However the authors highlighted that the technique needs significant development since AE were directly responding to variable loads and suffered from signal attenuation. Jacques et al [29] experimented full dynamic loading test on 6 meters long section of flexible riser with end connectors. The authors used a combination of NDT techniques to identify rupture of wires. Fibre Bragg grating was used to validate AE signals during full-scale dynamic loading tests. Fibre Bragg grating is deployed in an optical fibre where a small amount of light signals is reflected under Bragg condition. The wavelength of these signals is called Bragg wavelength that will change according to physical conditions such as strain or temperature. The author highlighted the advantage of using AE with optimum sensor distribution at areas prone to damage occurrence. Clarke et al [30] employed different combinations of measurement techniques on the same wires used by Jacques et al [29] to observe the relationship between torsional angle variation and axial displacement with AE. Although AE provided strong indication of damage the received AE signals were affected by the induced load variation. The authors discarded the usage of AE as a sole monitoring technique.

### 2.5 ACOUSTIC Emission Testing

Acoustic emission (AE) is a passive ${ }^{4}$ NDT technique. It is related to energy dissipation due to rapid change of stress state within a material such crack initiation or crack extension resulting from fatigue. The energy is released in the form of transient elastic waves [31]. The elastic waves travel randomly within a structure in microscopic displacement and are detected by AE sensors. These sensors are transducers that convert mechanical waves into electrical signals. Therefore, AE monitoring is the only NDT technique that is able to detect damage at the same time it occurs. The benefit of using AE is that it is able to detect structural damage in the early stage, which provides a great advantage for structural integrity assessment. The AE technique was developed by Kaiser [32] over sixty years ago during a tensile test, using [33] piezoelectric crystal microphone from quartz and Rochelle salt crystals to record waves generated from cracks. His great effort contributed to the profound discovery i.e. Kaiser effect ${ }^{5}$. Drouillard [34] provides an exhaustive review of many early experimental works and history of AE prior to 1996. The information includes information about AE such as past research works, technology and collaboration of acoustic emission working groups.

### 2.5.1 Acoustic Emission Source

In metallic structures, AE sources consist of continuous and burst signals [35]. Continuous emission signals are usually generated during plastic deformation in metals and alloys. The signals associated with this mechanism usually exhibit random distribution and are regarded as noise, while burst AE signals are generated from a distinct failure process such as cracks occurrence. The burst signal can be characterized by Green's function [36]. The examination of AE signals in time domain is important in

[^3]understanding the nature of AE sources, eliminating false interpretations. The relationship between AE sources and the acquired signals has been studied extensively in the past and can be summarized in a two-step process; first, the creation of damage, which can be related to the stress-strain relationship (i.e. AE source generation) and second, the dynamic behaviour of the waves resulting from damage (i.e. wave propagation).

### 2.5.2 Acoustic Emission Source Localization

In practice, there are many standards for AE inspection techniques such as American Society for Testing and Materials (ASTM) [37,38]. The general guidelines for acoustic emission test, such as determination of time of arrival (TOA) for source localization in most commercial AE software are described in [39]. Acoustic emission localization is an inverse technique locating AE sources using TOA. The AE events are classified according to TOA and the source location is calculated using linear or planar localization algorithms. The general assumptions of these algorithms are as follow:

1) The material is isotropic.
2) The wave velocity is homogenous (otherwise location error can occur)
3) The wave propagation is undisturbed (the wave has a direct path without obstacles)

### 2.5.2.1 Linear Localization

The Linear localization method is used in linear structures such as pipe or slender bar as illustrated in Figure 2-6. The source locations are estimated using pre-defined wave velocity and relative time difference between two sensors. The limitation of this technique is that it is only suitable for one-dimensional cases such as a long/small diameter pipe or narrow plate/beam where AE sensors are placed linearly along direct path of wave propagation. However, this technique fails to estimate source localization on a large structure where the third dimension is important. The equation for linear localization is described as follows;

$$
\begin{equation*}
d=\frac{1}{2}\left(D-\Delta t_{1,2} V\right) \tag{2-2}
\end{equation*}
$$

$D$-Distance between sensor 1 and 2
$d$-Distance between sensor 1 and AE source
$V-$ Wave speed
$\Delta t_{1,2}$-Time difference between sensor 1 and 2


Figure 2-6 Linear localization method

### 2.5.2.2 Planar Localization

The time of arrival (TOA) between two signals is used to locate AE sources using the intersection of hyperbolae. At least 3 sensors are required to explicitly determine the acoustic emission source for each sensor pair (i.e. 1-2, 2-3, 1-3). The formula for planar localization can be mathematically described using the following equations;

$$
\begin{align*}
& \Delta t_{1,2} V=R_{1}-R_{2} \\
& Z=R_{2} \sin \theta \\
& R_{1}^{2}=Z^{2}+\left(D-R_{2} \cos \theta\right)^{2} \\
& R_{1}^{2}=R_{2}^{2} \sin ^{2} \theta+D^{2}-2 D R_{2} \cos \theta+R_{2}^{2} \cos ^{2} \theta \\
& \left(\Delta t_{1,2} V+R_{2}\right)^{2}=D^{2}-2 D R_{2} \cos \theta+R_{2}^{2} \\
& \Delta t_{1,2}^{2} V^{2}+2 R_{2} \Delta t_{1,2} V=D^{2}-2 D R_{2} \cos \theta \\
& 2 R_{2}\left(\Delta t_{1,2} V+D \cos \theta\right)=D^{2}-\Delta t_{1,2}^{2} V^{2} \\
& R_{2}=\frac{1}{2}\left(\frac{D^{2}-\Delta t_{1,2}^{2} V^{2}}{\Delta t_{1,2} V+D \cos \theta}\right) \tag{2-3}
\end{align*}
$$

$D$-Distance between sensor 1 and 2
$R_{1}$-Distance between sensor 1 and AE source
$R_{2}$-Distance between sensor 2 and AE source
$\Delta t_{1,2}$-Time difference between sensor 1 and 2
$\theta$ - Angle between lines $R_{2}$ and $D$
$Z$-Line perpendicular to $D$
V -Wave speed

The intersection of hyperbolae represents the source point as illustrated in Figure 2-7.


Figure 2-7 Planar localization method

Equation (2-3) is solved by numerical approaches using time difference and distance between sensors. Only a constant wave velocity can be set in any commercial AE acquisition system. Lamb waves are dispersive in nature hence causing error for locating the source if proper calibration is not carried out. The linear and planar localization methods are commercially available and embedded in many AE acquisition systems.

### 2.5.2.3 Other Source Localization Methods

Single Sensor Modal Analysis Location (SSMAL) technique [40] is an alternative to TOA, but is limited to simple geometries. SSMAL exploits Lamb waves by manipulating the time delay of symmetric wave mode $\mathrm{S}_{0}$ and asymmetric wave mode $\mathrm{A}_{0}$. The identification of $S_{0}$ and $A_{0}$ is known as Modal Acoustic Emission (MAE). The inherent problem associate with this method is the discrimination of signals into distinct modes. The wave decomposition into symmetric wave mode (extensional) and asymmetric wave
mode (flexural) is detailed in [41,42]. Holford et al [40], examined Lamb waves propagation using SSMAL to predict the locations of $\mathrm{H}-\mathrm{N}$ sources using a single sensor. Baxter et al [43] established a novel technique "Delta T" which utilizes an artificial source that records the time difference information at a number of locations i.e. grids. This method does not require sensor locations or wave speed to be known prior to the test and hence can be used effectively over a large structure. Although various localization techniques are available the evaluation of uncertainties associated with source localization received less attention in many industrial applications. One of the methods for evaluation of uncertainties in source localization is "Lucy" [44] which is commercially available from Vallen Systeme [44]. "Lucy" is a standard deviation of the measured distances to the calculated distances of the sources which is described as follows;

$$
\begin{align*}
& \text { Lucy }=\left\{\left(\frac{1}{[n-1]}\right) \times\left[\sum_{i=2}^{n}\left(D_{i}-P_{i}\right)^{2}\right]\right\}^{1 / 2} \\
& D_{i}=d t i \times v \\
& P_{i}=R_{i}-R_{1} \tag{2-4}
\end{align*}
$$

where;
$d t i$ is the arrival time difference $v$ is the group velocity
$P_{i}$ is radial distance from the trigger sensor
$R_{i}$ is the distance from the calculated source to each sensor
$n$ is the number of sensors hit for each source event
"Lucy" is only valid if the system of equations is overdetermined (many sensors). The method relies on the arrival wave modes which is threshold dependent. For planar localization, at least four sensors are required for "Lucy" to be valid, although only three sensors are required for planar localization.

### 2.5.3 Acoustic Emission Application in Fatigue Analysis

AE signals are usually studied according to a particular damage mechanism such as micro/macro fractures, crack initiation, plastic deformation and crack growth in metals or delamination and fibre breakage in composite materials. There are also mixtures of signals due to noise from the environment. Therefore, discrimination of signals is crucial. Damage associate with fatigue in a structure usually occur before yielding, caused by cyclic loadings. During this process, a structure undergoes plastic deformation, crack initiation and extension [45]. In theory crack extension leads to sudden drop in stress from a maximum value at crack tip, the stress diminishing when the crack propagates. The stress unloading time depends on material strength. The unloading time decreases in brittle structure [46]. Heiple and Carpenter [47] provided extensive review of AE sources production during deformation of metals in the late 80 's. The review covers many aspects of deformations such as dislocation motion, deformation twinning, and inclusion. Lindley et al [48] studied AE signals near the peak load of fatigue cycle and separated the AE signals from those occurring near the minimum load by using a gating ${ }^{6}$ technique. The peak and minimum loads were attributed to crack extension and crack closure respectively. The authors concluded that for low strength material, the peak load emission is mostly related to deformation and fracture within the crack tip plastic zone rather than during crack extension, whereas for high strength material, the peak load emission is observed in both events. Similar gating techniques for high cycle fatigue problem have been studied earlier by Smith and Morton [49]. They have remarkably eliminated extraneous noises and discriminated acoustic emission signals from crack extension and closure with correlation methods of the arrival signals. The conventional features used in AE techniques can provide some information about the potential damage. Ai et la [50] used AE signals to monitor leaks caused by fatigue crack induced by hydraulic pressure to simulate active defect evolvement. The energy and amplitude of the AE signals help to forecast potential failure.

[^4]
### 2.5.4 Damage Characterization

Damage characterization is essential in Non-Destructive Testing (NDT). The conventional NDT techniques such as ultrasonic testing, dye penetrant, electric inspection, radiography and AE [51] are normally used for structural condition assessment as well as damage characterization. These methods are very effective but require detection and localization of damage in prior. Damage characterization using AE is useful by means of observable parameters of AE signals such as AE counts (i.e. number of times a signal crosses the pre-set threshold amplitude). Early work by Dunegan [52] studied the relationship of AE count rate with stress intensity factor ( $\Delta \mathrm{K}$ ) which leads to the equation;

$$
\begin{equation*}
\mathrm{N}^{\prime}=\mathrm{A} \Delta \mathrm{~K}^{\mathrm{n}} \tag{2-5}
\end{equation*}
$$

where $\mathrm{N}^{\prime}$ is AE count rate, A and n are constants which depends on the type of materials. The above equation was derived from linear elastic fracture mechanics (LEFM) [53] with assumptions;

1) AE occurs primarily at the crack tip in plastic region between the yield and ultimate tensile stress
2) AE count rate is proportional to the variation of volume of material
3) The strain at crack tip varies with $r^{-\frac{1}{2}}$, where $r$ is the radial distance from the crack tip

The AE signal characteristics provide useful information about structural condition. In composite structures, AE generated in laminated plates under tension provides indication of a specific failure type. Prosser [54] studied AE generated in composite coupons where he demonstrated that large amplitudes of extensional wave mode correspond to matrix cracking while large amplitudes of flexural wave mode are associated with grip damage. The author highlighted that modal AE can provide information about damage signatures. Damage characterization can be deduced from AE signals rise time (RT) as illustrated in the Figure 2-8. The image shows an example of AE signal generated during tensile event.

The rise time is the time between arrival time and the maximum peak. AE signals with shorter rise time indicate domination of symmetric waves. Longer rise time indicate domination of asymmetric waves. The study shows that without knowing sensor coordinates and distance from the source, symmetric waves may be mistaken for asymmetric waves.


Figure 2-8 Signal rise time (RT). Cracking modes (top) and its corresponding signals (bottom), typically consist of symmetric and anti-symmetric modes of AE signals [55]

Crack growth rate is another useful parameter in fracture mechanics to measure crack propagation rate. Paris et al [56] established a notable relationship of crack propagation rate and crack intensity factor as follows;

$$
\begin{equation*}
\mathrm{a}^{\prime}=\mathrm{C} \Delta \mathrm{~K}^{\mathrm{m}} \tag{2-6}
\end{equation*}
$$

where $\mathrm{a}^{\prime}$ is crack propagation rate, C and m are constants which depends on material type. Equation (2-5) and (2-6) provide a relationship of AE count rates and crack propagation rates. Bassim et al [57] established the condition for both equations, such that $n=m$ or $n=m+2$ depending on the load ratio, R i.e. $\left(\mathrm{R}=\frac{\mathrm{F}_{\min }}{\mathrm{F}_{\max }}\right)$. The former is
used for high load ratio such as large mean stress. Roberts and Talebzadeh [58,59] also conducted experiments on steel specimens with various load ratios and correlate crack propagation rates and AE count rates. The authors concluded that AE monitoring is able to predict remaining life of fatigue damaged structures. Since AE count rate is time dependent as the load near the peak load and hence, further integration of this parameter with time would determine the life of a structure.

### 2.5.5 Fatigue Damage Prognosis

Fatigue damage prognosis ${ }^{7}$ by means of probabilistic approach can be useful for fatigue life prediction and damage characterization. Farrar [60] summarized the elements of the damage prognosis process as illustrated in Figure 2-9.


Figure 2-9 General component of a damage prognosis [60]

The theoretical relationship between AE features and fracture mechanics makes the probabilistic approach attractive [61]. The underlying concept of damage prognosis is

[^5]based on detection and characterization of damage determined using measurement data coupled with failure mechanics such as damage growth model. The physical parameters that associate with crack growth are subjected to various uncertainties. The probabilistic approach to estimate crack growth with various uncertainties in crack model, measurement data and physical variability is found effective. Carpinteri et al [62] used fragmentation fractal analysis to predict damage evolution and time to failure. Their proposed technique was to evaluate the energy dissipation detected by AE in fractal domain. Ling and Mahadevan [63] integrated fatigue damage with SHM data, taking into account various sources of uncertainty and errors by means of probabilistic framework i.e. Bayesian network. Zárate et al [64] used Bayesian inference to account for various uncertainties. The authors incorporated model updating to build probability distribution of the unknown parameters. These parameters distributions were used to estimate the stress intensity factor range from the experimental data using multivariable distributions.

### 2.6 Concluding Remarks

In this chapter, an overview of damage identification methods and their practical application was carried out. It is learnt that the application of Structural Health Monitoring (SHM) for diagnostic and prognostic to assess fatigue crack problem in process piping requires further research. Guidelines have been published by the Energy Institute which focuses on "through life" management and provides assistance for operators to develop their own management system. Prognosis using likelihood of failure (LOF) scoring method is provided in the guidelines. However, LOF is not the absolute probability of failure. It only provides initial evaluation for follow up inspection and detail assessment. One of the recommended approaches is to use specialist measurement techniques to quantify the damage. However, the guidelines do not explicitly define the requirement and methodology of any relevant technique. Based on this gap, the current research expands the niche in continuous monitoring using vibration and acoustic emission for damage identification. The main element which is considered crucial in damage identification is the predictive technique where type 1 error or False Negative
can be eliminated. Damage identification process in this thesis follows the strategies adopted by Rytter [17,65] which includes;

- Level 1 - Damage detection and signals discrimination
- Level 2 - Damage localization
- Level 3 - Damage extent assessment

The above strategies are generally used in conjunction with structural health monitoring (SHM) for diagnostic and prognostic. It is learnt that acoustic emission (AE) is commonly generated in response to structural degradation. AE is considered useful for the current research since it is highly sensitive to structural degradation. However the technique may not be feasible in extreme environment due to susceptibility to noises. Many sources of signals could contribute to false detection. Therefore, the current research must evaluate the usefulness of AE techniques to monitor vibration-induced fatigue problem in extreme environment. AE is highly sensitive to damage evolution, but using AE to detect inclusion or crack initiation in the early stage of damage is difficult. To achieve this, a dedicated experimental setup is proposed using the vibration analysis to discriminate the signals from these events. There are numerous standards and guidelines suggest best practices in conducting AE testing. However, AE application for continuous monitoring must be developed in a robust manner due to uncertainties in AE signals. Bayesian theorem is useful in parameter estimation and measures their uncertainties, and hence is considered promising for the current research. Bayesian estimation has already been used for detection, however it is learnt that a non-informative prior was used. The use of prior distribution from similar damage state can further improve estimation. Therefore, further research will be conducted in this area. Many types of waves exist in mechanical structures which could originate from damage or operational noise. The elastic waves generated from local defects may be converted into different forms of signals. In this approach the signal classification is important for damage identification. In the current research the waves under study are:

- Rayleigh wave, which travels in elliptical motion across geometric surface. Rayleigh wave velocity is approximately $90 \%$ of the shear wave velocity and the
wavelength is approximately equal or smaller than the structural thickness which is generally observed in thick structures such as thick pipes
- Lamb waves, which is important in plate-like structures or thin pipes where the thickness is less than the wavelength.

These important characteristics of waves can be observed in many types of pipework of different thickness. One of the problems associated with incorrect wave mode identification is source localization error due to incorrect time of arrival (TOA). It is learnt from the literature that many source localization techniques are available. However less attention is given to the evaluation of uncertainties associated source localization. It is expected that a large number of calculated events will be recorded during continuous monitoring hence errors in source localization is imminent. Bayesian estimation is believed useful to overcome this problem. The theorem could provide high likelihood of predicted damage locations given prior knowledge about a particular damage mechanism. Hence, a new method shall be developed rather than solely relying on the standard acoustic emission features.

## CHAPTER 3

EXPERIMENTAL STUDY OF RAYLEIGH AND LAMB WAVES IN THICK AND THIN STRUCTURES

### 3.1 BACKGROUND

In the previous chapter, theoretical aspects of acoustic emission (AE) and their practical application have been discussed. However, implementation of the technique for structural health monitoring (SHM) can be difficult since AE signals are susceptible to noise; large amount of unusable data may be recorded. Therefore it is important to understand different aspects of waves observed in AE testing. In this chapter, waves generated by artificial crack using standard lead breakage (ASTM - E569-97) often known as HsuNielsen (H-N) ${ }^{8}$ and Gaussian pulses generated by AE sensors were studied. The specimens comprised of a defect free aluminium plate and carbon steel pipe. The idea in this chapter, apart from understanding the typical waves observed in AE wave analysis, is to observe near-field and far-field effects. Similar studies have been carried out extensively by Hamstad et al [66-69] although the works were only done on thick plates. It has been noted that Rayleigh wave is particularly important in thick structures. Therefore, in this chapter, it is of interest to understand Rayleigh waves and Lamb waves observed in different structures. The outcome from this study provides fundamental understanding of AE technique and early investigation prior to their implementation for continuous monitoring.

[^6]
### 3.2 Elastic Waves

Waves theory was developed in the $18^{\text {th }}$ century upon discovery of dynamical equations of waves in solids by Cauchy [70]. The theory was limited to linear approximation of stress and strain such that the deformation is small and the stress states do not produce yielding. The theory evolved from longitudinal and transverse waves into many type of waves such as Rayleigh, Lamb and Love waves. The formulation of elastic waves propagation was derived from the theory of elasticity. Elastic wave propagation is also known as elasto-dynamics. The equations of motion of elastic waves are based on Newton's second law. Using an infinitesimal cubic element with respect to the reference state ${ }^{9}$, the mathematical formulation can be written as follows;

$$
\begin{equation*}
\rho_{0} a_{i}=\rho_{0} \frac{\partial^{2} u_{i}}{\partial t^{2}}=\frac{\partial \sigma_{i j}}{\partial x_{j}} \tag{3-1}
\end{equation*}
$$

Where $\rho_{0}$ is the material density at the reference state, $a_{i}$ is the acceleration, $u_{i}$ is the displacement, $t$ is time, $x_{j}$ is the principal coordinate system (as shown in Figure 3-1) and $\sigma_{i j}$ is the stress tensor.


Figure 3-1 Principal axes of stress components

[^7]The relationship can be written in three dimensional axes as follows;

$$
\begin{align*}
& \rho_{0} \frac{\partial^{2} u_{1}}{\partial t^{2}}=\frac{\partial \sigma_{11}}{\partial x_{1}}+\frac{\partial \sigma_{12}}{\partial x_{2}}+\frac{\partial \sigma_{13}}{\partial x_{3}} \\
& \rho_{0} \frac{\partial^{2} u_{2}}{\partial t^{2}}=\frac{\partial \sigma_{21}}{\partial x_{1}}+\frac{\partial \sigma_{22}}{\partial x_{2}}+\frac{\partial \sigma_{23}}{\partial x_{3}} \\
& \rho_{0} \frac{\partial^{2} u_{3}}{\partial t^{2}}=\frac{\partial \sigma_{31}}{\partial x_{1}}+\frac{\partial \sigma_{32}}{\partial x_{2}}+\frac{\partial \sigma_{33}}{\partial x_{3}} \tag{3-2}
\end{align*}
$$

The stress at any point in time will depend on the strain at that time which is given as follows;

$$
\begin{equation*}
\sigma_{i j}=c_{i j k l} \varepsilon_{i j} \tag{3-3}
\end{equation*}
$$

Here $\varepsilon_{i j}$ is linear strain tensor derived from Langrangian strain tensor that corresponds to material deformation relative to the reference state and $c_{i j k l}$ is the stiffness or elastic tensor. The linear strain tensor can also be represented in terms of displacement;

$$
\begin{equation*}
\varepsilon_{i j}=\frac{1}{2}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right) \tag{3-4}
\end{equation*}
$$

The above equation consists of nine components of strain as follows;

$$
\left[\begin{array}{ccc}
\varepsilon_{11} & \varepsilon_{12} & \varepsilon_{13}  \tag{3-5}\\
\varepsilon_{21} & \varepsilon_{22} & \varepsilon_{23} \\
\varepsilon_{31} & \varepsilon_{32} & \varepsilon_{22}
\end{array}\right]=\left[\begin{array}{ccc}
\frac{\partial u_{1}}{\partial x_{1}} & \frac{1}{2}\left(\frac{\partial u_{1}}{\partial x_{2}}+\frac{\partial u_{2}}{\partial x_{1}}\right) & \frac{1}{2}\left(\frac{\partial u_{1}}{\partial x_{3}}+\frac{\partial u_{3}}{\partial x_{1}}\right) \\
\frac{1}{2}\left(\frac{\partial u_{2}}{\partial x_{1}}+\frac{\partial u_{1}}{\partial x_{2}}\right) & \frac{\partial u_{2}}{\partial x_{2}} & \frac{1}{2}\left(\frac{\partial u_{2}}{\partial x_{3}}+\frac{\partial u_{3}}{\partial x_{2}}\right) \\
\frac{1}{2}\left(\frac{\partial u_{3}}{\partial x_{1}}+\frac{\partial u_{1}}{\partial x_{3}}\right) & \frac{1}{2}\left(\frac{\partial u_{3}}{\partial x_{2}}+\frac{\partial u_{2}}{\partial x_{3}}\right) & \frac{\partial u_{3}}{\partial x_{3}}
\end{array}\right]
$$

For homogenous and isotropic materials, the relation given by equation (3-3) can be simplified using Lamé parameters with two independent components of elastic tensor such that [71];

$$
\begin{equation*}
c_{i j k l}=\lambda \delta_{i j} \delta_{k l}+\mu\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right) \tag{3-6}
\end{equation*}
$$

and for strain tensor;

$$
\begin{equation*}
\varepsilon_{i j}=\lambda \delta_{i j} \varepsilon_{k k}+2 \mu \varepsilon_{i j} \tag{3-7}
\end{equation*}
$$

Where $\lambda$ and $\mu$ are the Lamé constants and $\varepsilon_{k k}$ is the trace of the strain tensor i.e. volumetric change of the element. $\delta_{i j}, \delta_{k l}$ etc. is kronecker delta such that $\delta_{i j}=0$ if $i \neq j$ or $\delta_{i j}=1$ if $i=j$. Equation (3-7) can be written $\lambda \delta_{i j} \varepsilon_{k k}=\lambda\left(\varepsilon_{11}+\varepsilon_{22}+\varepsilon_{33}\right)=$ $\lambda \Delta$ when $i=j$. The relationship of the stress and strain then becomes;

$$
\begin{array}{lll}
\sigma_{11}=\lambda \Delta+2 \mu \varepsilon_{11} & \sigma_{22}=\lambda \Delta+2 \mu \varepsilon_{22} & \sigma_{33}=\lambda \Delta+2 \mu \varepsilon_{33} \\
\sigma_{12}=\mu \varepsilon_{12} & \sigma_{23}=\mu \varepsilon_{23} & \sigma_{13}=\mu \varepsilon_{13} \tag{3-8}
\end{array}
$$

By substituting the relation of the stiffness tensor and (3-8) into (3-1) gives;

$$
\begin{equation*}
\rho_{0} \frac{\partial^{2} \boldsymbol{u}}{\partial t^{2}}=(\lambda+\mu) \nabla(\nabla \cdot \boldsymbol{u})+\mu \nabla^{2} \boldsymbol{u} \tag{3-9}
\end{equation*}
$$

where,

$$
\begin{align*}
& \nabla=\partial / \partial x_{1}+\partial / \partial x_{2}+\partial / \partial x_{3}, \\
& \nabla^{2}=\partial^{2} / \partial x_{1}^{2}+\partial^{2} / \partial x_{2}^{2}+\partial^{2} / \partial x_{3}^{2} \tag{3-10}
\end{align*}
$$

Equation (3-9) is the equation of motion for isotropic elastic medium [71]. The second term in RHS of (3-9) is the Laplacian term of $\boldsymbol{u}$ which can also be represented as follows;

$$
\begin{equation*}
\nabla^{2} \boldsymbol{u}=\nabla(\nabla \cdot \boldsymbol{u})-\nabla \times(\nabla \times \boldsymbol{u}) \tag{3-11}
\end{equation*}
$$

Therefore;

$$
\begin{equation*}
\rho_{0} \frac{\partial^{2} \boldsymbol{u}}{\partial t^{2}}=(\lambda+2 \mu) \nabla(\nabla \cdot \boldsymbol{u})-\mu(\nabla \times(\nabla \times \boldsymbol{u})) \tag{3-12}
\end{equation*}
$$

These equations are called equation of motion in scalar and vector notations. The displacement field $\boldsymbol{u}$ can be expressed in terms of the sum of the gradient of scalar potential $\phi$ and the curl of vector potential $\vec{\psi}$ by Hemholtz decomposition, such that;

$$
\begin{equation*}
\boldsymbol{u}=\nabla \phi+\nabla \times \vec{\psi} \tag{3-13}
\end{equation*}
$$

By substituting equation (3-13) into (3-12), the equation can be grouped as follows;

$$
\begin{equation*}
\nabla\left[\rho_{0} \frac{\partial^{2} \phi}{\partial t^{2}}-(\lambda+2 \mu) \nabla^{2} \phi\right]+\nabla \times\left[\rho_{0} \frac{\partial^{2} \vec{\psi}}{\partial t^{2}}-\mu \nabla^{2} \vec{\psi}\right]=0 \tag{3-14}
\end{equation*}
$$

Treating div and curl operators in equation (3-14) independently leads to the following equations;

$$
\begin{align*}
& \frac{\partial^{2} \phi}{\partial t^{2}}=V_{L}^{2} \nabla^{2} \phi  \tag{3-15}\\
& V_{L}=\sqrt{\left(\frac{\lambda+2 \mu}{\rho_{0}}\right)}  \tag{3-16}\\
& \frac{\partial^{2} \vec{\psi}}{\partial t^{2}}=V_{T}^{2} \nabla^{2} \vec{\psi}  \tag{3-17}\\
& V_{T}=\sqrt{\frac{\mu}{\rho_{0}}} \tag{3-18}
\end{align*}
$$

Therefore, for isotropic and homogenous media, $V_{L}$ and $V_{T}$ are the longitudinal (P-wave) and transverse wave (S-wave) velocities respectively. The displacements of P-Wave and S-Wave are illustrated in Figure 3-2.


Figure 3-2 Displacements of P-waves (top) and S-waves (bottom); image taken from [71] page 57.

Both the Lamé constants in equation (3-16) and (3-18) can be replaced by the Young's modulus and Poisson ratio; thus, the equations can be written in the form;

$$
\begin{align*}
& V_{L}=\sqrt{\frac{E(1-v)}{\rho_{0}(1+v)(1-2 v)}}  \tag{3-19}\\
& V_{T}=\sqrt{\frac{E}{2 \rho_{0}(1+v)}} \tag{3-20}
\end{align*}
$$

In semi-infinite space, the surface wave is known as "Rayleigh wave" discovered by Lord Rayleigh [72]. The wave exhibit elliptic motion as illustrated in Figure 3-3.


Figure 3-3 Displacement vector elliptical particle motion with depth; image taken from [73] page 112. Line $a$ denotes the reversal of particle rotation. Line $b$ represents the one wavelength of the Rayleigh wave.

Waves in a finite body such as thin plates, where the wavelength is larger than thickness, exhibit so-called Lamb wave[74]. In general there are two fundamental wave modes, symmetry and asymmetry about the plate mid-plane. The characteristic equation can be represented by the following equations;

$$
\begin{align*}
& \frac{\tan (\beta d / 2)}{\tan (\alpha d / 2)}=-\frac{4 \alpha \beta k^{2}}{\left(k^{2}-\beta^{2}\right)^{2}}  \tag{3-21}\\
& \frac{\tan (\beta d / 2)}{\tan (\alpha d / 2)}=-\frac{\left(k^{2}-\beta^{2}\right)^{2}}{4 \alpha \beta k^{2}} \tag{3-22}
\end{align*}
$$

where,
$\alpha^{2}=\frac{\omega^{2}}{V_{L}^{2}}-k^{2}$
$\beta^{2}=\frac{\omega^{2}}{V_{T}^{2}}-k^{2}$

The velocities are no longer constant (i.e. non-linear relation) as in the infinite medium but dependent on wave frequencies. These waves are dispersive in nature and represented graphically by the phase and group velocities, commonly regarded as dispersion curves. The relationship of phase velocity $V_{p}$ and group velocity $V_{g}$ are given as follows;

$$
\begin{align*}
& V_{p}=\frac{\omega(k)}{k}  \tag{3-23}\\
& V_{g}=\frac{\partial \omega(k)}{\partial k} \tag{3-24}
\end{align*}
$$

Example of dispersion curves and wave modes are illustrated in Figure 3-4 and Figure 3-5 respectively. At higher frequencies, a number of wave modes exist. The fundamental waves travel at constant velocity which is referred to as Rayleigh waves. These waves are important for the analysis of wave propagation in thick structure.


Figure 3-4 (a) Phase velocity (b) group velocity in steel plate [44]


Figure 3-5 Example of Lamb wave modes of different wavelength $(\lambda)$ that is submultiple of plate length, $L$ [75]

The wave modes illustrated in Figure 3-5 shows physical significance of symmetrical ( $S$ ) and asymmetrical ( $A$ ) waves. In general, Lamb waves are guided by structural boundaries having finite thickness. Waves in tubes have a larger number of modes compared to waves in plates, such as waves which propagate in the circumference direction. The common wave modes consist of axisymmetric longitudinal wave/axial $\mathrm{L}(0, m)$, non-axisymmetric flexural wave/radial $\mathrm{F}(n, m)$ and circumferential wave/torsional $\mathrm{T}(0, m)[76,77]$. The $m$ and $n$ are the axial nodal pattern and circumferential nodal pattern respectively. Example of such wave modes are illustrated in Figure 3-6. Silk and Bainton [78] investigated ultrasonic wave propagation in metal tube. They concluded that The $\mathrm{L}(0, m)$ corresponds to all Lamb waves in plates including symmetric and asymmetric wave modes.


Figure 3-6 Example of longitudinal, torsional and flexural wave modes [75]. Wave number $(m, n)$ of axial nodal pattern $(m)$ and circumferential nodal pattern $(n)$.

The application of wave propagation in structures is very wide such as guided wave inspection technique (GW) [79-81]. In this technique specific types of waves are generated using actuators/piezoelectric sensors [82]. The reflection of signals provides information about the location of defects. The basis of wave propagation can be understood by the interaction of interconnecting springs and masses. The speed of propagation increases as the stiffness and mass increases, or vice versa.

### 3.2.1 Dispersion Extraction by DISPERSE Code

The use of Lamb waves for damage detection was first studied by Worlton [83]. One of the main challenges using Lamb waves is to identify wave modes for damage detection; thus, knowledge of dispersion curves is essential. Depending on material properties and geometry complexity, dispersion curves may be obtained by analytical methods from theory of elasticity $[70,84]$ or using the finite element method. The analytical methods have limitation in that for higher order wave modes the solution can be inherently
complex. Numerical approach such as superposition of bulk wave (SPBW), which uses matrix based method developed by Lowe [85] or semi-analytical finite elements (SAFE) are used for generating dispersion curves. SAFE uses geometry cross section element mesh and calculates displacement along the wave direction using exponential functions. This method can be used for many geometry cross sections [86]. Another simple approach is to use standard finite element model with periodic boundaries formulation [87] that is available in many commercial softwares such as ANSYS [75] or Abaqus FEA [88]. In the current work, DISPERSE code, based on analytical methods developed by Pavlakovic [89], was used to generate dispersion curves for plate and pipe geometries. The calculated dispersion curves are shown in Figure 3-7 to Figure 3-10 based on the geometry properties provided in Table 3-1. The width of the plate is not necessary for dispersion curves extraction assuming that the plate is two dimensions. However for wave propagation analysis the effect of the side boundaries are discussed in the subsequent section. It is learnt that $\mathrm{L}(0, m)$ family modes consist of all Lamb waves in plate including the fundamental symmetric and asymmetric wave modes [78]. Some flexural waves (i.e. non-axial symmetry) have similar wave velocities with the extensional waves [75] as can be seen in Figure 3-7 and Figure 3-8.

| Geometry | Pipe | Plate |
| :---: | :---: | :---: |
| length (m) | 7.2 | 1 |
| Width (mm) | - | 50 |
| Outside diameter (mm) | 381 | - |
| Thickness (mm) | 50 | 3 |
| Poisson ratio | 0.29 | 0.33 |
| Density (kg/m ${ }^{3}$ ) | 7850 | 2700 |
| Young's modulus (GPa) | 210 | 70 |

Table 3-1 Pipe and plate physical properties


Figure 3-7 Phase velocities against frequencies of various wave modes in pipe; solid line represents extensional wave mode; markers represent flexural wave mode [90].


Figure 3-8 Group velocities against frequencies of various wave modes in pipe; solid line represents extensional wave mode; markers represent flexural wave mode [90].


Figure 3-9 Phase velocities against frequencies of various wave modes in plate; solid line represents symmetry wave mode; markers represent asymmetry wave mode [90].


Figure 3-10 Group velocities against frequencies of various wave modes in plate; solid line represents extensional wave mode; markers represent flexural wave mode [90]

### 3.2.2 Waves Attenuation

Acoustic emission signals generated from crack damage usually present a broad range of frequencies. However only low frequencies waves are able to travel farther and are captured by AE sensors, due to the fact that higher frequency waves experience higher attenuation. Attenuation is commonly understood as an exponential decay of wave amplitudes with distance. Attenuation is caused by many factors such as geometric scattering, spreading, dispersion and dissipation to adjacent media. These effects are dependent on geometry and material properties. Attenuation is significant for less ductile material. Prosser [54] observed that the peak amplitude of flexural waves (i.e. asymmetric waves) suffered large attenuation due to geometric spreading compared to symmetric waves. Pollock [91] demonstrated that the geometric spreading was the major contributing factor for attenuation in the near field close to the sources.

### 3.3 Analysis Procedures

In the current research, a signal based analysis was carried out to observe wave modes directly from transient signals. The signals were transformed into time and frequency domain using wavelet transformation (WT) to enhance the identification of wave modes. WT provides good resolution in time and frequency domain [92]. In practical application, WT decomposes signals into various frequency components which are then analysed using different scale of resolution. Wavelets adopt a basis function so-called "mother wavelet". WT uses scaled-varying functions of various window sizes as shown in Figure 3-11.



frequency


Figure 3-11 The wavelet basis function and time-frequencies tiles (WT)[93].

The function can be scaled to accommodate a range of signal frequencies through division of the signal domain [94]. A short-scaled basis function (a contracted form of wavelet) is useful for high frequency signals and a long-scaled basis function (a dilated form of wavelet) for low frequency signals. WT comprises of discrete and continuous forms. Discrete wavelet transform (DWT) is less computation expensive and provides good signal compression which removes redundancy of the transformed signals. Basically, the signal transformation is based on orthogonality of wavelets such that decomposition of signals is orthogonal to its scaling and translations. DWT have many types of basis function such as Daubechies, Coiflet, Haar and Symlet [92,95,96]. Illustrations of these functions are shown in Figure 3-12. In general, a wavelet basis function can be described as follows:

$$
\begin{equation*}
\psi_{a, b}(t)=\frac{1}{\sqrt{2}} \psi\left(\frac{t-b}{a}\right) \tag{3-25}
\end{equation*}
$$

where, $a \in R^{+}$define the scale and $b \in R$ define the shift in time. The basis function is dilated or stretched for large $a$ (i.e. long-scaled basis function), and contracted for small $a$ (i.e. short-scaled basis function). The transformation can be written as follows;

$$
\begin{equation*}
X_{w}(a, b)=\int_{-\infty}^{\infty} \psi_{a, b}^{*}(t) x(t) d t \tag{3-26}
\end{equation*}
$$

where, $x(t)$ is the signals function or data; $\psi_{a, b}^{*}$ is complex conjugate. DWT performs in a similar manner to the discrete Fourier transform, where the generated matrix is not sparse in general [92]. On contrary, continuous Wavelet Transform (CWT) has larger dimension of signals, where the continuous signal frequencies can be seen on the timefrequency map. However, the data is highly correlated and redundant but smoother than DWT.





Figure 3-12 Various families of wavelets [92]. The number next to wavelet's name represents the vanishing moment ${ }^{10}$.

In the present work, CWT namely Gabor wavelet was used to visualize the timefrequency analysis of the acoustic emission signals [97]. The wavelet function is provided as follows;

$$
\begin{equation*}
\psi(t)=\frac{\pi^{-\frac{1}{4}} \sqrt{\left(\omega_{c}\right.}}{\gamma} \cdot e^{-\left[\frac{t^{2}}{2}\left(\frac{\omega_{c}}{\gamma}\right)^{2}+i \omega_{c} t\right]} \tag{3-27}
\end{equation*}
$$

where, $\omega_{c}$ is the centre frequency, $\gamma$ is constant (i.e. $\gamma=5.336$ ) and satisfies the admissibility condition ${ }^{11}$. The freeware Vallen Wavelet [44,97] based on this algorithm was used for AE signal analysis. Correlation of Gaussian function with transient signals can reveal important characteristics about the signals. Gaussian modulation of a cosine function can be set according to the signal frequency of interest which is known as central frequency. The method was used in $[98,99]$ to determine the time delay of the arrival signals for AE source localization. The Gaussian modulated cosine function can be written as follows;

$$
\begin{equation*}
x(t)=e^{-\frac{\left(t-t_{\text {half }}\right)^{2}}{\sigma^{2}} \cos (2 \pi f t)} \tag{3-28}
\end{equation*}
$$

where;
$t$ - Discrete time of the signals
$t_{\text {half }}$ - Half time window of the of recorded signals
$f$ - Frequency of interest
$\sigma$ - The standard deviation of the Gaussian window which is specified according to the shape of signals to be obtained

[^8]A simple illustration of this function is shown in Figure 3-13. The correlation function $\phi_{x y}$ between Gaussian modulated cosine and transient signals can be described as follows:

$$
\begin{equation*}
\phi_{x, y}(\tau)=\lim _{T \rightarrow \infty} \int_{-T}^{T} x(\tau) y(t+\tau) d \tau \tag{3-29}
\end{equation*}
$$

From equation (3-29), the transient signal $y(t)$ is recursively correlated at various time lag intervals $\tau$. The output is known as cross-correlogram or cross correlation function. Figure 3-14 provides an example of typical acoustic emission signal related to crack damage. The cross-correlograms with varying $\sigma$ of Gaussian modulation are shown in Figure 3-15. In current work, the cross-correlograms were enveloped using the Hilbert transformation and superimposed with the original signal as shown in Figure 3-16. The Hilbert transform of the cross-correlogram is given as follows;

$$
\begin{equation*}
H\left[\phi_{x, y}(\tau)\right]=\tilde{\phi}_{x, y}(\tau)=\frac{1}{\pi} \int_{-\infty}^{\infty} \phi_{x, y}\left(\tau^{\prime}\right) \frac{1}{\tau-\tau \prime} d \tau^{\prime} \tag{3-30}
\end{equation*}
$$

Hilbert transformation is generally used to extract real $(\phi)$ and imaginary $(\tilde{\phi})$ parts of a signal with $90^{\circ}$ phase change. Using both imaginary and real values, the transformed cross-correlogram can be enveloped as follows;

$$
\begin{equation*}
\left|\phi_{x, y}(\tau)\right|=\sqrt{\phi_{x, y}^{2}(\tau)+\tilde{\phi}_{x, y}^{2}(\tau)} \tag{3-31}
\end{equation*}
$$

A similar technique was used by Okafor et al [98] on composite materials to estimate the time of arrival (TOA). The author used the time at the first peak rather than at the threshold crossing.


Figure 3-13 Examples of Gaussian modulated cosine signals of central frequency of 150 kHz of various standard deviations. Larger spreads of Gaussian modulations correspond to larger standard deviations.


Figure 3-14 Typical AE signal associated with crack damage.




Figure 3-15 Cross-correlograms of AE signal with Gaussian modulated cosine of various standard deviations.


Figure 3-16 Superimposed of AE signal with the enveloped cross-correlograms. High correlation of signals is illustrated by the peaks of the envelopes.

Cross correlation is useful to identify wave modes and their time of arrival. It can also prevent error of time of arrival estimation due to signal dispersion. As mentioned in the previous section, SSMAL technique uses wave velocities of the fundamental wave modes to predict AE source locations. The technique can be mathematically described as follows;

$$
\begin{equation*}
D=\Delta t\left(\frac{V_{S 0} V_{A 0}}{V_{S 0}-V_{A 0}}\right) \tag{3-32}
\end{equation*}
$$

where;
$V_{S 0}$ - is the velocity of $S_{0}$ mode
$V_{A 0}$ - is the velocity of $\mathrm{A}_{0}$ mode
$\Delta t-$ is the time difference between the two signals

Using cross correlation, wave modes can be separated and hence, correlation of signals were used to identify wave modes. The arrival time can be estimated from the peak of the enveloped signals.

### 3.4 Experimental Analysis

### 3.4.1 Carbon steel pipe

The experiment consists of a 7.2 m length carbon steel pipe of API 5L X65/X70 which has the characteristics and properties given in Table 3-1. The pipe was welded with Butt welding joint at mid-span. Four wideband AE sensors (i.e. VS900-RIC with frequency range of 100 kHz to 900 kHz ) with two sensors were placed in a ring configuration at each side of the pipe that is asymmetric about pipe mid-section as shown in Figure 3-17. The rings were rotated by $90^{\circ}$ against each other. This is a minimal configuration of having sufficient number of sensors placed on this type of geometry given that at least three sensors are required for planar localization.


Figure 3-17 A schematic diagram of experiment setup

It is important to note that the pipe is relatively thick, therefore it is expected that Rayleigh waves are important in this structure. The arrangement of the sensors is such that the sensors are able to capture Rayleigh waves in the far-field. H-N sources or commonly known as pencil lead break (PLB) tests were excited around the weld circumference while wave pulses were generated using AE sensors. In order to study the propagating waves, distance from the AE sources was varied by modifying the distance between the rings. Two distances $L$ were changed;

1) $L=50 \mathrm{~cm}$ from the weld joint as illustrated in Figure 3-18
2) $L=220 \mathrm{~cm}$ from the weld joint as illustrated in Figure 3-19


Figure 3-18 a) A schematic diagram of sensor locations ( $L=50 \mathrm{~cm}$ from the weld joint)
b) Actual locations of the sensors on the pipe.


Figure 3-19 Afar sensor arrangement approximately $L=220 \mathrm{~cm}$ from the weld joint.

In the first sensor arrangement, the distance of $\mathrm{H}-\mathrm{N}$ source generated at 12 o'clock to the nearest AE sensor is 50 cm (i.e. $L=50 \mathrm{~cm}$ from the weld joint). The maximum distance is approximately 78 cm as depicted by a 2-D diagram in Figure 3-20. In this diagram, the yaxis and x -axis are the coordinates along the length and circumference of the pipe respectively. The $\mathrm{H}-\mathrm{N}$ sources were generated at $3,6,9$ and 12 o'clock. The pulses were generated using a Vallen sensor (i.e. VS900-RIC sensor [100]). Each sensor generated a pulse of $5.2 \mu \mathrm{~s}$ width which forms a total of 4 sinusoids between 100 kHz and 200 kHz . The sensors were set with a threshold of $40 d B$ which is the minimum noise level for the current setup. An example of a pulse signal is shown in Figure 3-21. The distance between the pulse sensor and the nearest AE sensor is 60 cm i.e. either sensor 2, 3 or sensor 4, 5 as illustrated by the red coloured dimensions in Figure 3-20. The maximum distance is 104 cm . The same setups were done for the second sensor arrangement i.e. $L=$ 220 cm . The calculated distances to all sensors from the various sources are detailed in Table 3-2.


Figure 3-20 2-D planar diagram the pipe. The dimensions coloured in black shows the distances from the source initiated at 12 o'clock position, $\mathrm{y}=0$. The dimension coloured in red is distance from the pulse generated by sensor 2.


Figure 3-21 A pulse signal of central frequency of 150 kHz .

| Source types | Sources | Distance from sensors | Distances (cm) |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | $L=50 \mathrm{~cm}$ | $L=220 \mathrm{~cm}$ |
| H-N | 3 o'clock | 4 | 50 | 220 |
| $\mathrm{H}-\mathrm{N}$ | 3 o'clock | 2,3 | 58 | 222 |
| $\mathrm{H}-\mathrm{N}$ | 3 o'clock | 5 | 78 | 228 |
| $\mathrm{H}-\mathrm{N}$ | 6 o'clock | 3 | 50 | 220 |
| $\mathrm{H}-\mathrm{N}$ | 6 o'clock | 4,5 | 58 | 222 |
| $\mathrm{H}-\mathrm{N}$ | 6 o'clock | 2 | 78 | 228 |
| H-N | 9 o'clock | 5 | 50 | 220 |
| $\mathrm{H}-\mathrm{N}$ | 9 o'clock | 2,3 | 58 | 222 |
| $\mathrm{H}-\mathrm{N}$ | 9 o'clock | 4 | 78 | 228 |
| $\mathrm{H}-\mathrm{N}$ | 12 o'clock | 2 | 50 | 220 |
| $\mathrm{H}-\mathrm{N}$ | 12 o'clock | 4,5 | 58 | 222 |
| $\mathrm{H}-\mathrm{N}$ | 12 o'clock | 3 | 78 | 228 |
| Pulse | Sensor 2 | 3 | 60 | 60 |
| Pulse | Sensor 2 | 4,5 | 104 | 441 |
| Pulse | Sensor 3 | 2 | 60 | 60 |
| Pulse | Sensor 3 | 4,5 | 104 | 441 |
| Pulse | Sensor 4 | 5 | 60 | 60 |
| Pulse | Sensor 4 | 2,3 | 104 | 441 |
| Pulse | Sensor 5 | 4 | 60 | 60 |
| Pulse | Sensor 5 | 2,3 | 104 | 441 |

Table 3-2 The measured distance from H-N sources and AE pulses.

### 3.4.2 Thin aluminium plate

Lamb waves can be easily identified in thin structures due to their wavelengths larger than the structural thickness. The fundamental Lamb wave modes $S_{0}$ and $A_{0}$ can be clearly distinguished in a wide frequency range. An experimental test using an aluminium plate with the dimensions given in Table 3-1 was conducted to study Lamb wave propagation. The width of the plate is large enough to avoid the effect of wave reflection
from the side boundaries. The plate was mounted to a fixture at each end as shown in Figure 3-22-a. H-N sources were generated at mid-span as illustrated in Figure 3-22-b. The generated waves propagate in a direct path towards the AE sensors located in the centre along the plate axis. Vallen VS900-RIC sensors [100] were used to record signal received above the 40 dB threshold. The sensors were mounted using electrical tapes due to difficulty to use magnetic mount. A calibration was done prior to the test to ensure both sensors recorded similar readings.


Figure 3-22 a) AE sensor locations on the aluminium plate. b) An illustration of $\mathrm{H}-$ $\mathrm{N} / \mathrm{PLB}$ sources conducted at the mid-span.

### 3.5 RESULTS and DISCUSSION

### 3.5.1 Carbon Steel Pipe

3.5.1.1 Case $1: \mathrm{L}=50 \mathrm{~cm}$ from the weld joint

AE pulses were generated alternately by each sensor. The average speeds were calculated by Vallen system which records the time of arrival of AE signals at each channel. The calculated average wave speeds rounded to the nearest whole numbers as reported by Vallen [44] is given in Table 3-3.

| Sensors | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: |
| 2 | - | $5450 \mathrm{~ms}^{-1}$ | $4419 \mathrm{~ms}^{-1}$ | $4464 \mathrm{~ms}^{-1}$ |
| 3 | $5449 \mathrm{~ms}^{-1}$ | - | $4383 \mathrm{~ms}^{-1}$ | $4451 \mathrm{~ms}^{-1}$ |
| 4 | $4422 \mathrm{~ms}^{-1}$ | $4413 \mathrm{~ms}^{-1}$ | - | $5331 \mathrm{~ms}^{-1}$ |
| 5 | $4468 \mathrm{~ms}^{-1}$ | $4452 \mathrm{~ms}^{-1}$ | $5291 \mathrm{~ms}^{-1}$ | - |

Table 3-3 Wave velocities calculated based on TOA recorded at each channel for $\mathrm{L}=$ 50 cm .

The average velocity recorded by all channels was approximately $4749 \mathrm{~ms}^{-1}$. The highest velocity calculated was approximately $5450 \mathrm{~ms}^{-1}$. A number of burst signals including the reflected waves from boundaries were also recorded. The signals were led by smaller amplitude signals as shown in Figure 3-23 (top). The out-of-plane excitation by AE pulses generated symmetric and asymmetric wave modes which can also be seen by the wavelet transform as shown in Figure 3-23 (bottom). The asymmetric wave modes have larger amplitudes. Examples of the signals acquired by sensor 2, 3 and 4 for pulses generated by sensor 5 are illustrated in Figure 3-23 to Figure 3-25.


Figure 3-23 The signal recorded by channel 4 (Top). Wavelet transform of the signal (bottom) overlapped with dispersion curves, for $L=50 \mathrm{~cm}$.


Figure 3-24 The signal recorded by channel 2 (Top) and the wavelet transform of the signal (bottom) with overlapped dispersion curves for $L=50 \mathrm{~cm}$.


Time [ $\mu \mathrm{s}$ ]
Figure 3-25 The signal recorded by channel 3 (Top) and the wavelet transform of the signal (bottom) with overlapped dispersion curves for $L=50 \mathrm{~cm}$.

The AE signals recorded by the nearest sensor (i.e. sensor 4) have larger amplitude asymmetric waves. The symmetric wave signals arrived earlier as expected. The asymmetric waves arrived later as shown by the wavelet transform (see Figure 3-23
bottom). Given that elastic waves are dispersive, the phase and group velocities of each wave mode vary with frequencies, and hence it is difficult to identify the oncoming waves since there are many waves overlap. The wave modes were distinguished using the calculated dispersion curves overlapped with wavelet transform. It was identified that the arrival wave is the $L(0,5)$ instead of the fundamental waves. An estimation of the time difference between the frontal wave and the subsequent waves can be calculated by taking the velocity at 180 kHz (refer to the dispersion curve in Figure 3-8). The selected frequency was based on the frequency of the recorded waves. According to the dispersion curves the phase velocity of the $S_{2}$ wave mode or $\mathrm{L}(0,5)$ is approximately $5000 \mathrm{~ms}^{-1}$ while the asymmetric waves are propagating at approximately $3000 \mathrm{~ms}^{-1}$. The difference between these waves and the frontal wave can be estimated analytically using wave velocities and distance between the sensors as follows; $60 \mathrm{~cm} / 5000 \mathrm{~ms}^{-1}-60 \mathrm{~cm} /$ $3000 \mathrm{~ms}^{-1}=80 \mu \mathrm{~s}$. Another way of calculating the wave velocities can be done using the time difference of the frontal wave and the asymmetric waves using Gaussian correlation with an artificial wave of centre frequency of 180 kHz as shown in Figure 3-23 (red curve in the top figure). The arrival time of the first envelope peak is approximately $50 \mu s$ while the arrival time of the largest envelope is approximately $130 \mu s$. The time difference (i.e. $130 \mu s-50 \mu s)$ is similar to the analytical calculation. This is the principle behind SSMAL technique which uses time difference of $\mathrm{S}_{0}$ and $\mathrm{A}_{0}$ modes. Using the calculated average velocity, the located events/calculated sources were calculated as shown in Figure 3-26 and Figure 3-27 respectively.


Figure 3-26 The located events of the generated AE pulses represented by green dots.


Figure 3-27 The located events of the generated $\mathrm{H}-\mathrm{N}$ sources at various locations on the pipe which represented by green dots.
3.5.1.2 Case 2: $\mathrm{L}=220 \mathrm{~cm}$ from the weld joint

The average wave velocity is $3903 \mathrm{~ms}^{-1}$. The velocity range is greater than the first case since the maximum distance between sensors is larger. However the shortest distance is similar to the first case. The frontal wave mode can be seen clearly which is the S 2 wave
mode or $L(0,5)$ as shown in Figure 3-28 which records the highest velocity of $5674 \mathrm{~ms}^{-1}$. However, the majority of the calculated velocities are lower as given in Table 3-4.

| Sensors | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: |
| 2 | - | $5568 \mathrm{~ms}^{-1}$ | $3476 \mathrm{~ms}^{-1}$ | $3456 \mathrm{~ms}^{-1}$ |
| 3 | $5553 \mathrm{~ms}^{-1}$ | - | $3446 \mathrm{~ms}^{-1}$ | $3530 \mathrm{~ms}^{-1}$ |
| 4 | $3435 \mathrm{~ms}^{-1}$ | $3419 \mathrm{~ms}^{-1}$ | - | $5427 \mathrm{~ms}^{-1}$ |
| 5 | $3425 \mathrm{~ms}^{-1}$ | $3586 \mathrm{~ms}^{-1}$ | $5674 \mathrm{~ms}^{-1}$ | - |

Table 3-4 Wave velocities calculated based on TOA recorded at each channel for far sensor arrangement, $(L=220 \mathrm{~cm})$.


Figure 3-28 The signal recorded by channel 4 (Top) and the wavelet transform of the signal (bottom) for $L=220 \mathrm{~cm}$.

The signals consist of various wave modes as shown in Figure 3-29 and Figure 3-30. The largest peak amplitudes are believed to be a combination of many wave modes. The attenuation of symmetric wave modes delayed the arrival waves recorded by sensor 2 and
3. However the signal recorded by the nearest sensor (i.e. sensor 4) was triggered by the symmetric wave mode similar to the previous case.


Figure 3-29 The signal recorded by channel 2 (Top) and the wavelet transform of the signal (bottom) for $L=220 \mathrm{~cm}$.


Figure 3-30 The signal recorded by channel 3 (Top) and the wavelet transform of the signal (bottom) for $L=220 \mathrm{~cm}$.

The inconsistency of the arrival waves causes errors on the source localization as shown in Figure 3-31. The located events depend on the time of arrival of the waves exceeding
the thresholds. Therefore the wave velocity of the arrival waves of different wave modes that travels at different velocity than the fundamental waves cause this problem.


Figure 3-31 The located events generated at various locations on the pipe which represented by green dots

The high amplitude waves are travelling at lower speed than the shear wave velocity in generic steel structure, which represents the Rayleigh waves. The tests were repeated with pencil lead breaks (PLB) around the weld with the threshold increased to $60 d B$ to remove the smaller amplitude signals. By setting the velocity to $3000 \mathrm{~ms}^{-1}$, the event was located correctly as illustrated in Figure 3-32. Therefore using a high threshold setting, the acquisition would be triggered by the Rayleigh waves, which could eliminate errors of the predicted source locations.


Figure 3-32 The located $\mathrm{H}-\mathrm{N}$ sources (PLB) generated at various locations on the pipe which represented by green dots

### 3.5.2 Thin Aluminium Plate

A number of PLB sources were generated at mid-point between the two sensors. The distance from the mid-point to the sensors is 45 cm . The signal acquired by one of the sensors is shown in Figure 3-33 (Left).


Figure 3-33 An example of AE signal acquired by one of the sensors, overlapped with signal envelope of various central frequencies (left). Fourier transform of the signal (right).

As can be seen in Figure 3-33 (left), there is distinction of symmetric wave $\mathrm{S}_{0}$ and asymmetric wave $\mathrm{A}_{0}$. The Fourier transform of the signal is shown in Figure 3-33 (right). The dominant frequency was calculated approximately 250 kHz . Therefore the signal was cross correlated with a Gaussian modulated cosine signal of central frequency 250 kHz . The standard deviation of the Gaussian function was set to $15 \mu \mathrm{~s}$, which correspond to signal bandwidth of 100 Hz . The cross-correlogram was then enveloped using Hilbert transform. The time difference between $\mathrm{S}_{0}$ and $\mathrm{A}_{0}$ were determined according to the time of the envelope peaks which are summarized in Table 3-5;

| Central frequency | $\mathrm{S}_{0}$ wave velocity $\left(m s^{-1}\right)$ | $\mathrm{A}_{0}$ wave velocity $\left(m s^{-1}\right)$ | Time difference between $\mathrm{S}_{0}$ and $\mathrm{A}_{0}$, $\Delta t(s)$ | Calculated <br> source <br> location, <br> SSMAL <br> (cm) | Source localization percentage error, \% |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 250 | 5290 | 3085 | 65.6 | 48.6 | 7.9 |

Table 3-5 $\mathrm{S}_{0}$ and $\mathrm{A}_{0}$ wave velocities and time difference between the wave modes based on the peak values of the enveloped cross-correlogram. The source location was predicted using SSMAL technique.

The $\mathrm{S}_{0}$ and $\mathrm{A}_{0}$ wave velocities were determined from the dispersion curves given in Figure 3-10. The calculated location of the PLB source is 48.6 cm (i.e. $7.9 \%$ error from the actual source location). The cross correlation with Gaussian function depends on the spread of the modulated signal. In order to observe such variation, the standard deviation, $\sigma$ was varied for $5 \mu s, 10 \mu s, 15 \mu s, 20 \mu s, 25 \mu s$. Figure $3-34$ shows the envelope of crosscorrelogram according to various $\sigma$.


Figure 3-34 Spread of signal envelope according to various $\sigma$.

Although the $\mathrm{S}_{0}$ wave mode is less dispersive, the effect of different $\sigma$ shifts the peak values and hence the arrival time. Larger $\sigma$ makes the wave identification difficult due to lack of signal correlation. To find the optimum $\sigma$, a study was conducted for every $1 \mu s$ increment between $5 \mu s-15 \mu s$. The summary of the calculated arrival time and located sources are tabulated in Table 3-6.

| $\sigma(\mu s)$ | Time difference between $\mathrm{S}_{0}$ and $\mathrm{A}_{0}$, $\Delta t(s)$ | Calculated source location, SSMAL (cm) | Source localization percentage error, \% |
| :---: | :---: | :---: | :---: |
| 5 | 58.2 | 43.1 | 4.3 |
| 6 | 58.6 | 43.4 | 3.6 |
| 7 | 59 | 43.7 | 3.0 |
| 8 | 59.6 | 44.1 | 2.0 |
| 9 | 60.4 | 44.7 | 0.7 |
| 10 | 61.2 | 45.3 | 0.7 |
| 11 | 62 | 45.9 | 2.0 |
| 12 | 63 | 46.6 | 3.6 |
| 13 | 63.8 | 47.2 | 4.9 |
| 14 | 64.6 | 47.8 | 6.2 |
| 15 | 65.6 | 48.6 | 7.9 |

Table 3-6 The calculated source locations using SSMAL technique for different values of $\sigma$.

The Gaussian modulation of standard deviation $9 \mu s$ and $10 \mu s$, which correspond to signal bandwidth of approximately 60 Hz , provide the most accurate of the calculated source location with $0.7 \%$ error.

### 3.6 Concluding Remarks

This chapter presents considerations related to the wave propagation characteristics in thick and thin structures. The study covers Level 1 and Level 2 of the SHM strategy using acoustic emission technique. A number of test set up conditions obtained by varying the measurement distances from AE sources were studied. The dispersive signals were decomposed into various wave modes using wavelet transformation and cross correlation with Gaussian modulated cosine signal. For the study of waves on a thick pipe, various distances of AE sensors from AE pulses and PLBs were studied. The
average velocity for close arrangement of sensors was measured consistently. Using wavelet transformation, the wave mode that triggered the acquisition was identified to be the $L(0,5)$ mode. This wave mode is equivalent to the $S_{2}$ wave in plates. However for farfield sensor arrangement the waves that triggered the acquisition were no longer the $L(0,5)$ mode due to attenuation. Such discrepancy has caused errors to the calculated event locations. The velocity of the high amplitude signals was measured approximately equivalent to the shear wave velocity, such waves being predominantly Rayleigh waves. Using a high signal threshold and the calculated Rayleigh wave velocity, the events around the weld were determined correctly. Although wave mode identification is difficult in thick structures, the use of Rayleigh waves was found effective removing the need to identify smaller amplitude wave modes. In the second part of this chapter, an aluminium plate was used to study Lamb wave propagation on a thin plate. PLB sources were generated at mid-point between two AE sensors. Wave mode identification was much easier since the fundamental modes can be distinguished in a larger frequency range. To calculate the source locations, a Single Sensor Modal Analysis location (SSMAL) technique was used. This technique uses Lamb waves by manipulating the time delay of symmetric, $\mathrm{S}_{0}$ and asymmetric, $\mathrm{A}_{0}$ waves. The sources were calculated based on the velocities of the two different wave modes. In order to determine the correct arrival time, AE signals were cross correlated with Gaussian modulated cosine signals. This technique removes the effect of dispersion and reveals only those waves that contain a specific signal frequency. Wave dispersion is the factor that causes error to the SSMAL technique in practical testing conditions. Using the Fourier transformation, the largest amplitudes from the PLB tests consist of signal frequency of 250 kHz . It was found that $\sigma=9 \mu s$ or $10 \mu s$ which corresponds to the signal bandwidth of 60 Hz , gives the least error of the calculated events compared the actual PLB locations. $\sigma$ is an independent parameter that controls the spread of Gaussian function. Using the velocities of $S_{0}$ and $A_{0}$ and the time difference calculated using cross correlation, the events were correctly calculated within $0.7 \%$ error. This study shows that using cross correlation of acoustic emission signals with Gaussian modulated cosine signal enhances wave mode identification, and hence improves source localization by SSMAL technique.

## CHAPTER 4

## ACOUSTIC EMISSION MONITORING OF A RESONANT FATIGUE PIPE

### 4.1 BACKGROUND

A number of inspection techniques and monitoring systems are available however their applications are not specific to address vibration-induced fatigue problem in piping and pipelines. Guidelines have been published [3] which provide strategic assessment programs to identify the threats of vibration-induced fatigue in piping systems and offer a framework for quantitative assessment to determine the risk of damage. The output from the assessment is used to quantify the integrity of piping systems. The general practice of vibration assessment is that damage can be inferred from the change of dynamic characteristics such as mode shapes, modal damping and natural frequencies. However the change of these parameters may be insignificant for structures that suffer from fatigue cracks due to negligible change of structural stiffness. This problem is crucial for any pressurized equipment such as piping or pipeline with the possibility of loss of containment. An alternative way to detect this problem is to use stress waves generated during the onset of cracking. The generated stress waves propagate within the structure can excite measurement sensors placed on the external surface. This method is known as passive measurement technique, which is the fundamental principle of acoustic emission (AE). There are several published papers [12,14-16] that summarized different techniques and approaches regarding damage detection in structural health monitoring. Generally, selection of features can be categorized as parametric-based or signal-based [18,101] methods. The signal-based method employs signal processing techniques which evaluate signals directly in the time domain, frequency domain or time-frequency domain. Examples of these methods are the auto-regressive (AR) model and autoregressive moving average (ARMA) [22-24], [102] model for linear or non-linear
problems. The parametric-based method is based on explicit parameters derived from measurements [103-105]. These parameters can be used for model updating to evaluate structural modal parameters by numerical methods [19,20,106-108]. Acoustic emission monitoring of piping subjected dynamic loadings received less attention due to large uncertainties associated with measurement. The signals are also susceptible to noise. In this chapter, a Bayesian estimation procedure was proposed to estimate parameters derived directly from the recorded signals to evaluate uncertainties of the calculated events. Bayesian estimation takes advantage of large database with less computational power in making inference about the underlying distributions. This method is considered novel since there is no similar research in the past using Bayesian estimation for source localization and uncertainties evaluation. The method is found useful to ascertain damage sources and can be used with other damage identification methods in evaluating weld condition in resonance fatigue test [109,110]. The work presented in [109,110] mainly used dynamic strain measurement to assess fatigue damage against the $\mathrm{S}-\mathrm{N}$ curves.

### 4.2 ANALYSIS AND EXPERIMENTAL PROCEDURES

In signal-based methods, the amount of data received can be prohibitively large which may require high computational power to condense large signals into meaningful results. The premise of using signal-based method in AE is usually to obtain time of arrival for source localization. It is important to note that the generated waves resulting from defects consist of many modes due to interaction with geometric boundaries. Lamb waves travel with different velocities at different frequencies. This can cause problem for wave mode identification. In general, high frequency waves suffer high attenuation and hence the fundamental wave modes such as symmetric, $\mathrm{S}_{0}$ and anti-symmetric waves, $\mathrm{A}_{0}$, in platelike geometry are usually identified. However, waves in pipes have additional modes which include the extensional, flexural and torsional modes. The commonly used features in AE for damage identification include "count" (i.e. the number of times AE signals cross threshold), "burst energy" (i.e. the integral of squared signal amplitudes over its duration), and "signal rise time" (i.e. the time difference between the first threshold crossing and peak amplitude) [111]. The parametric-based methods were used in many
aspects for damage detection $[54,57,112,113]$ and prognosis [62,64], however they depend on the threshold setting for signal detection. In this chapter "burst energy" and "count" were used for damage detection. For validation with AE signals, strain history was recorded. The premise of using strain history is that the change of strain frequency correspond to damage evolution [114-116], due to the change in strain modes [117], [118]. The strain data is not presented in this work to preserve confidentiality. The data belongs to a collaborative project with Technology Welding Institute (TWI) limited, which cannot be disclosed due to commercial agreement. However, for completeness, normalized strain is presented to illustrate dynamic strain behaviour. Strain gauges can be effective to measure vibration [119-121] although it has some limitation such as low signal to noise ratio. In the current research, it is considered that under normal conditions without damage, the measured strain frequency is similar to the vibration frequency. Damage may increase the measured frequency due to crack opening and closing, and other non-linearity effect [122]. During fatigue tests in this research, the cycles were determined based on the peak counting method, aiming to estimate the actual number of cycles which provides an indication of damage. The similarity and differences between AE features and strain measurements were discussed.

### 4.2.1 Signal Processing Method

Acoustic Emission sensors are highly sensitive to environmental noises. Identifying useful signals in a noisy background is crucial in many applications, particularly to detect the onset of damage. Such problem has been discussed greatly by Pollock [123]. In this chapter a Bayesian estimation procedure based on Acoustic Emission signals was employed for a resonance fatigue test. Bayesian estimation was proposed due to the fact that:

- The prior probability distributions related to damage can be established from historical data.
- The estimation takes into account the current evidences. The model can be used with parameters obtained at different time independently.
- Bayesian analysis takes advantage of large data and makes inference about the underlying parameters while giving an evaluation of uncertainties occurring in the process.


### 4.2.1.1 Short Time Fourier Transform (STFT)

Fourier basis function consists of sine and cosine functions. The transformation is obtained over a specified data length where signals tend to be truncated, this leading to spectral leakage (i.e. spread out in frequency domain). The truncation problems are usually avoided by using window functions [124] applied to the signals such as rectangle, Blackman, Hamming, Hanning, among others. STFT uses a single window for all signals [93] as illustrated in Figure 4-1. STFT is inferior to wavelet transformation in that wavelet transformation uses scaled-varying functions for various window sizes as demonstrated in the previous chapter. However, STFT is considered a robust method to analyse vibration data since low order vibration mode is considered in the present research (e.g. bending mode).


Figure 4-1 Fourier basis function and coverage of time-frequency tiles (STFT)

### 4.2.1.2 Bayesian Estimation

Bayes's Theorem is attributed to Reverend Thomas Bayes (1702-1761). The foundation for Bayesian methods is based upon the 'degree-of-belief' interpretation of probability.

The 'belief' is updated upon 'seeing' evidence, which updates the distribution of parameters. Statistical inferences can be made from the updated distributions either by point or interval estimates [125,126], such as the mean values of the posterior distributions. Bayesian estimation consists of a prior probability distribution, $P(\theta)$ which is the initial hypothesis of random parameters that cannot be measured directly. It represents the distribution of the sought-after parameters before considering any observations (i.e. the input data). In this work the prior knowledge is assumed to follow the distribution obtained from the pencil lead break tests, which is considered the most relevant method to simulate cracks. The quality of the process depends on the likelihood function $P(D \mid \theta)$ which finds the most probable data set for different values of $\theta$. Bayes's theorem can be written as follows [107];

$$
\begin{equation*}
P\left(\theta_{t} \mid D_{t}\right)=\frac{P\left(D_{t} \mid \theta_{t}\right) p\left(\theta_{t}\right)}{\int_{-\infty}^{\infty} P\left(D_{t} \mid \theta_{t}\right) p\left(\theta_{t}\right) d \theta_{t}} \tag{4-1}
\end{equation*}
$$

where;
$\theta_{t}$ - The predicted variables
$D_{t}$ - The observed data

The subset $t$ denotes data at different time intervals. Acoustic emission signals are susceptible to extraneous noises and such signals may consist of burst-like signals, which are normally associated with cracks, or continuous signals correspond to plastic deformation, boundary sliding and dislocation movement in crystal lattices [35,127]. Continuous signal may also be generated from continuous rubbing of materials in contact during dynamic motion. Based on this fact, the signals can be discriminated using Bayesian methods such that, the generated events can be further filtered so that only those signals having high probability of crack related events are obtained.

### 4.2.1.3 Cross Correlation of Signals

Cross correlation is a method which finds correlation between two signals. The mathematical formula is given in (3-29). The method is useful to measure similarity [128] or their time differences for source localization [99]. The cross correlation function is a
matrix of cross correlation values or known as cross-correlogram obtained by shifting one signal relative to the other. These values are based on the length and amplitude of signals. The maximum cross correlation value is normalized by autocorrelation of each signal at zero lag to obtain a cross correlation coefficient between zero and one as follows;

$$
\begin{equation*}
\bar{\phi}_{i, j}=\frac{\max \left|\phi_{i, j}(\tau)\right|}{\sqrt{\phi_{i, i}(0) \phi_{j, j}(0)}} \tag{4-2}
\end{equation*}
$$

where;
$\phi_{i, j}(\tau)$ is the cross correlation function of lag $\tau$
$\bar{\phi}_{i, j}$ is the cross correlation coefficient of signals $i$ and $j$
$\phi_{i, i}(0)$ is the autocorrelation of signals for sensor $i$ at lag zero

AE signals are susceptible to extraneous noise and may consist of burst-type signal that is normally generated from rapid releases of energy such as cracks. Continuous signals are usually associated with plastic deformation in material [35,127]. Continuous emission can also be generated due to rubbing of materials in contact during dynamic motion. The significance of using cross correlation for AE signals is that some signals with a specific characteristic can be distinguished from other signals detected at the same instance. In AE method, signals detected above threshold are mainly regarded as events. The located events or predicted source locations are not always correct. The errors could be due to delay of time of arrival or falsely detected signals. In the current research, Bayesian estimation is inferred from a set of parameters derived from a set of time series signals represented by the effective coefficients (EC). EC takes into account correlation coefficients from all possible sensor/signals combinations. The relationship can be described as follows;

$$
\begin{equation*}
\mathrm{EC}=\alpha\left(\text { Minimum } \bar{\phi}_{i, j}\right) \tag{4-3}
\end{equation*}
$$

where;
$\alpha$ is the correction factor Minimum $\bar{\phi}_{i, j} / \operatorname{Maximum} \bar{\phi}_{i, j}$
$\bar{\phi}_{i, j}$ is the cross correlation coefficient of signals $i$ and $j$

EC measures a minimum degree of similarity of the correlated signals taking into account the maximum and minimum cross correlation coefficients of any two signals from the located events. Using this relationship, if all signals are perfectly similar then the ratio $\operatorname{Min} \bar{\phi}_{i, j} / \operatorname{Max} \bar{\phi}_{i, j}$ is equal to one. Therefore, the EC in this case is also one. If only two out of three signals are similar, then the less correlated signals reduce the calculated EC. An example of this is illustrated in Figure 4-2. The signal which is different in b) that is continuous rather than a short burst is at sensor 1 . Using this relationship any located event that has high EC means the signals are similar. However, the coefficients calculated by cross correlation are highly dependent on the lengths and amplitudes of the signals which have an impact on the measured EC. A number of PLBs were carried out around the weld circumference to obtain a range of EC values for signal lengths between $50 \mu$ and $500 \mu \mathrm{~s}$ in increments of $50 \mu \mathrm{~s}$.


Figure 4-2 The located events from (a) high EC values (b) low EC value.

A simple example to illustrate this method is given in two scenarios;

1) Signal from sensor 2 and sensor 3 are similar. The signals consist of sinusoidal wave $x=\sin (2 \pi f t)$ with signal frequency $f=10 \mathrm{~Hz}$ and period of $T=1$ second. Signal 3 has time delay of 0.5 seconds which can be represented by $y=$ $\sin (2 \pi f t-1 / 2 T)$. Signal 1 consists of Signal 2 but subjected to random noise. These signals are illustrated in Figure 4-3.
2) Similar to scenario 1 but Signal 1 is not subjected to random noise. Therefore signals from all sensors are similar although signal 3 is delayed.


Figure 4-3 Scenario 1 (a) Signal 2 (b) Signal 3 (c) Signal 1.

Using eq. (4-2), the cross correlation is made for signal 1-2, 1-3 and 2-3 and EC were calculated. Table 4-1 and Table 4-2 summarize the calculated cross correlation coefficient and EC values for scenario 1 and scenario 2 respectively. As we have expected the EC values calculated in scenario 1 is comparatively smaller than scenario 2 due to the additional noise in Signal 1.

| Signal combination | Cross Correlation coefficient, $\bar{\phi}_{i, j}$ |  |  |
| :---: | :---: | :---: | :---: |
|  |  | 0.2844 |  |
| $1-2$ | 0.2822 | 0.0803 |  |
| $1-3$ |  | 0.0797 |  |


| $2-3$ | 0.9987 | 0.2822 |
| :---: | :---: | :---: |

Table 4-1 - Cross correlation coefficient and EC values of various signal combination for scenario 1.

| Signal combination |  | Cross Correlation coefficient, $\bar{\phi}_{i, j}$ |  | EC |
| :---: | :---: | :---: | :---: | :---: |
|  | $1-2$ | 1 |  | 0.9987 |
| $1-3$ | 1 |  | 0.9987 |  |
| $2-3$ | 0.9987 | 0.9974 |  |  |

Table 4-2 - Cross correlation coefficient and EC values of various signal combination for scenario 2.

### 4.2.2 Analysis Procedures

In Bayesian estimation, the integration in the denominator of Eq. (4-1) i.e. "evidence" must be carried out over a high-dimension space and may not be tractable. This problem is usually solved using the Markov Chain Monte Carlo (MCMC) method [129,130], which enables the solution of integrals over high dimension probability distributions. The Monte-Carlo method approximates the integration of a continuous random variable, $\theta$, by summation over a large number of discrete random variables $\theta^{(i)} i=0,1,2, . ., N$, which is independent and identically distributed (i.i.d). The solution is computed by concentrating the samples $\theta^{(i)}$ in the regions of high probability. The stochastic process of Markov Chain Monte Carlo (MCMC) method [130], is referred to as a guided random walk which combines multiple samples sequentially. In the estimation of the posterior distribution, a chain of distributions of the random variables is constructed. The sequence of distributions tends to equilibrium, independent of the initial estimate. The convergent to posterior distributions i.e. $p(\theta \mid D)$ is termed the stationary distribution of the Markov chain such that $f\left(\theta^{(\tau+1)} \mid \theta^{(\tau)}, \ldots, \theta^{(0)}\right)=f\left(\theta^{(\tau+1)} \mid \theta^{(t)}\right)$. This means the parameter distribution $\theta^{(t+1)}$ at step $t+1$ depends only on $\theta^{(t)}$ and is independent of $t$.

### 4.2.2.1 Bayesian Model

The WinBUGS [131] (Bayesian Inference Using Gibbs Sampling [132]) program is used to generate samples from full conditional distributions of the posterior [133]. The likelihood estimation of the parameter is assumed to follow a Gaussian distribution given the random nature of the fatigue damage process. The likelihood is formulated as follows;

$$
\begin{equation*}
p(D \mid \theta)=p(D \mid \mu, \tau)=\sqrt{\frac{\tau}{2 \pi}} \exp \left(-\frac{\tau}{2} \sum_{i=1}^{N}\left(E C_{i}-\mu\right)^{2}\right) \tag{4-4}
\end{equation*}
$$

where;
$\mu$ is the mean of the distribution
$\tau$ is the precision or inverse of variance $\sigma^{2}$

The prior distribution for the samples' precision, $\tau_{0}$, in this case is set to follow the Gamma distribution $\tau_{0} \sim \Gamma(r, \mu)$; where $r$ is the shape parameter and $\mu$ is the rate parameter. The parameters are unknown and hence $r, \mu=0.001$. "Informative prior" is used for $\mu_{0}$ based on the fitted distribution from the PLB tests. Therefore the posterior distribution is;

$$
\begin{equation*}
p(\mu \mid D) \propto p(D \mid \mu, \tau) p\left(\mu \mid \mu_{0}, \tau_{0}\right) \tag{4-5}
\end{equation*}
$$

In this model the mean of the posterior distribution is indeed the most probable EC. The estimation was carried out with the signals obtained from the located events. The signals were extracted and cross correlated in MATLAB®. The EC values were calculated for each event and imported into WinBUGS for estimation. A schematic diagram of the process from acquiring data to estimating the EC values is illustrated in Figure 4-4. A graphical diagram of WinBUGS is illustrated in Figure 4-5. During the estimation process, there is non-stationary period known as a "burn-in" stage at the beginning of the iterations before the chain is converged. These values are discarded in the final estimation. The outcome in WinBUGS is illustrated by the density and history plot shown in Figure 4-6. In this example a flat or uniform prior is used.


Figure 4-4 Estimation process flow chart


```
model;
{
    #Prior
    nu ~ dnorm( MeanPLB,PrecisionPLB)
    tau ~ dgamma(0.001,0.001)
    std<-1/sqrt(tau)
    #Estimate EC from nu
    for(i in 1:N ) {
        mu [i] ~ dnorm(nu,tau)
    }
}
```

Figure 4-5 WinBUGS graphical diagram. The estimation is made for N data points.


Figure 4-6 MCMC iterative calculation in WinBUGS. Density plot (top). History plot (bottom).

### 4.2.3 Experimental Setup

A 15 inch diameter carbon steel pipe with a 50 mm wall thickness was installed and tested in a resonance fatigue testing machine [2]. The pipe was 7.2 m long and contained a girth weld at mid-length. The pipe was filled with water, which has the effect of increasing the overall mass, and thus reducing the pipe length required for the same resonant frequency if it were empty. The pipe length was calculated based on its mass including the internal medium and both end attachments, to achieve a resonance in the first bending mode at around 30 Hz . The resonance fatigue test rig comprises a drive unit at one end as shown in Figure 4-8-a. A 'balance' unit is present at the other end for dynamic symmetry. The drive unit contains an eccentric mass which is spun using a motor to provide a rotating radial force to the system. The driving frequency was adjusted to achieve a particular
strain range (as measured by strain gauges located at the mid-length of the pipe). A schematic diagram of the setup is shown in Figure 4-7.


Figure 4-7 A schematic diagram of the resonance bending test setup.

The pipe mid-length, where the weld is located, is subject to the highest cyclic strain and hence the highest cyclic stress around the pipe circumference. The variation in stress from maximum to minimum is defined as a stress ratio of $\mathrm{R}=-1$, and is superimposed on the axial stress generated by pressurising the water. The water pressure is chosen to produce an axial stress that is half of the applied stress range so that the resulting R ratio is greater than zero $(\mathrm{R}>0)$. The pipe is supported at the nodes of the first vibration mode as illustrated in Figure 4-8-b where the displacement is minimal.

(a)

(b)

Figure 4-8 The test set up. (a) Cyclic excitation is driven by a drive unit containing an eccentric mass at the drive end. There is a similar (static) mass at the other (balance) end for symmetry. (b) Two supports are positioned at the nodes where the pipe displacement is almost negligible.

Prior to the test, an ultrasonic testing was conducted around the weld to identify weld damage after welding process. Any defect identified shall be subsequently monitored.

### 4.2.4 Instrumentation Setup

Four broad band acoustic emission sensors (model VS900-RIC) with built in preamplifier from Vallen Systeme were used with a Vallen AMSY-6 multi-channel test system. The system was set to 5 MHz sample rate with a band-pass filter between 95 kHz and 850 kHz . The duration discrimination time (DDT) and number of samples were set to $400 \mu \mathrm{~s}$ and $2,097,152$, respectively, to allow for sufficiently long recording of transient signals. Acoustic emission signals are highly contaminated by extraneous noise such as fretting at the pipe supports. Other sources of noise may be generated due to the mechanisms of fatigue cracking such as crack closure or crack face rubbing. Therefore, appropriate sensor positioning is crucial to avoid unwanted signals. In order to remove the effect of noise generated from the pipe supports and mechanical noise from both pipe ends, guard sensors (the noise will hit the guard sensor before hitting the data sensors) were placed at the 6 o'clock position at either side of the nodes close to the pipe supports. Elastic deformation creates additional noise by friction between the sensors and the pipe surface. To overcome these problems, two sensors were located at each node where the local displacement should be minimal, as illustrated in Figure 4-8-b. To reduce the uncertainties related to AE signal source locations, an asymmetric ring set-up was used allowing each sensor to record different arrival times than the case when all sensors would be located in the same plane. The sensors were attached using magnetic holders with grease between them and the pipe surface. The asymmetric sensor arrangement can make four combinations of isosceles triangular patterns i.e. 2-4-1, 4-1-3, 1-3-2 and 3-2-4 as illustrated in Figure 4-10. One aspect to consider using this triangular arrangement is that the circumcentre is not exactly coincident with the centre of the isosceles triangle hence need adjustment.


Figure 4-9 The location setup of acoustic emission sensors (numbered 1-4) at 12, 6, 9 and 3 o'clock positions respectively. A guard sensor (G) was mounted at 6 o'clock position close to each node and an accelerometer was mounted at 12 o'clock position in close proximity to the weld joint.


Figure 4-10 The combination of triangular patterns of sensor arrangement. Sensor 2 is labelled twice which marks a complete pipe revolution. The dimensions shown are in centimetres.

From the literature, it is understood that planar localization uses hyperbolic function to find the intersection point based on the arrival time difference. In order to use the method effectively, a maximum arrival time limit, $\Delta t_{\max }$ is introduced in the current research which limits the arrival time in the subsequent sensors upon detection by the trigger sensor. The trigger sensor is the first sensor that receives signal above threshold. Limiting the arrival time prevents detection of unwanted AE signals outside the assessment area, where defect may not be present. However, this method requires certain arrangement such that the defects are expected to be located in the circumcentre of the triangular sensor arrangement. The arrival time can be mathematically calculated from;

$$
\begin{equation*}
\Delta t_{\max }=\frac{\sqrt{\left(x-x_{d}\right)^{2}+\left(y-y_{d}\right)^{2}}}{V_{g}} \tag{4-6}
\end{equation*}
$$

where $x_{d}, y_{d}$ are the defect locations, $V_{g}$ is the group velocity, and $x, y$ are the extent of measurement area. This approach removes uncertainties of falsely detected AE signals due to reflection from geometric boundaries or noise generated outside the targeted areas, which has larger arrival time beyond the arrival time limit. The vibration measurement was evaluated by the input and output signals. The input i.e. excitation frequency from the motor was closely monitored and compared against the output vibration response measured by an industrial accelerometer mounted near the weld joint. The measurement output was fed into the Vallen system as parametric input with sampling rate of 500 Hz . The axial strain range was measured by eight equally spaced electrical resistance strain gauges mounted circumferentially. They were located 60 mm from the weld toe as illustrated in the schematic diagram in Figure 4-7. The strain gauges were high resistance quarter-bridge strain gauges and high excitation voltage. The adhesion of the strain gauges to the pipe surface was carried out by experience technicians at Technology Welding Institute (TWI) according to manufacturer instruction. The measurement was sampled at 1 kHz by National Instruments NI-9235 quarter bridge module configured in LabVIEW environment for data processing.

### 4.2.5 Calibration Measurement

The average group velocity, $V_{g}$ was determined by pulsing between acoustic emission sensors (using one as a transmitter and the others as receivers). The propagating waves are identified by comparing the wave velocity against the DISPERSE code [90], a general purpose program for creating dispersion curves. A high threshold setting of 70 dB was used based on the initial trials carried out prior to the actual test. The frequency of the arriving waves and their velocity were measured as approximately 180 kHz and $3000 \mathrm{~ms}^{-1}$ respectively, which is similar to the velocity calculated in the previous chapter. Although many wave modes appear at the measured frequency the calculated velocity is close to the transverse wave velocity (S-wave) in steel, which indicates Rayleigh waves in thick structures. Pencil lead break test (PLB) were performed at the 3 ,

6, 9 and 12 o'clock positions near the girth weld to examine the reliability of the proposed sensor arrangement. PLB is accepted as the standard method for calibration in acoustic emission testing $[37,38]$. Using the standard localization method provided by the Vallen Systeme, the events were located correctly as shown in Figure 4-11. It has been noted that using a single wave velocity can be erroneous due to the dispersion effect and mode conversion resulting from reflection at boundaries. Crack orientation could also influence the propagating waves [42]. In this work, the calculated velocity was assumed similar to that when cracks propagate through the thickness of the pipe.


Figure 4-11 The Located events of PLB sources. Sensor 2 is labelled twice which marks a complete pipe revolution

### 4.3 RESULTS AND DISCUSSIONS

The resonance tests lasted in this experiment from start-up to failure for six days (corresponding to $14,106,360$ applied cycles). The drive motor was stopped by a trip system immediately as the internal pressure in the pipe dropped rapidly when a throughwall crack was present. The failure location was identified at the 6 o'clock position where a 4 mm long crack was present on the pipe outer wall. The crack had initiated on the inner surface and propagated through the pipe thickness. The parametric data were extracted and Short Time Fourier Transform (STFT) with low-pass filter was used. The vibration
frequencies were calculated to be 30 Hz consistent over one hour durations at the beginning and end of the test. This shows that the excitation frequency of the pipe remained constant throughout the test, and is equal to the resonance frequency as depicted in Figure 4-12. The vibration amplitudes increase considerably towards the end of the test. Additional frequencies of approximately 50 Hz emerged as soon as the drive motor was stopped allowing the pipe to come freely to a stop. From this observation, the additional frequency peak corresponds to different mode which may relate to damage. However, such frequency was not identified during the test. A snapshot of time series signal towards the end of the test, where the acceleration increased is shown in Figure 4-13.


Figure 4-12 The frequency contents of the vibration signals coloured by power $(\mathrm{dB}) /$ frequency $(\mathrm{Hz})$. (a) One hour duration at the beginning of the test. (b) One hour duration at the end of the test.


Figure 4-13 vibration signal recorded by the accelerometer.

### 4.3.1 Strain Range

Due to limitation of the system acquiring and storing the strain data, only average strain range for every thirty seconds was reported. The strain range recorded by each gauge varies almost consistently throughout the test as shown in Figure 4-14.


Figure 4-14 Strain range data recorded by the strain gauges located at the pipe mid-span approximately 60 mm from the weld.

The strain from all gauges reached the first peak after day two before it started to drop in day three and four. The strain increased and decreased after day three before the pipe failed. Although the crack was identified at 6 o'clock, the origin of the crack may be initiated somewhere within the weld that is unable to be identified from the strain measurement. The pipe was mounted on the two supports, and hence the pipe weight may give additional stress by the act of gravity when the pipe bended towards the ground. This is however confirmed not to be the case as can be seen from the minimum and maximum strain ratio for $\mathrm{SG} \# 1 / \mathrm{SG} \# 5$ i.e. the top and bottom strain gauges as depicted in Figure $4-15$. The strain range recorded by the 12 o'clock strain gauge i.e. SG\#1 is in fact increased throughout the test compared with the strain recorded at 6 o'clock i.e. SG\#5 gauge. The minimum strain ratio decreased almost linearly.


Figure 4-15 Strain ratio SG\#1/SG\#5 of the maximum and minimum strain.

Using the peak counting method, the number of cycle from strain data was calculated and recorded. At the beginning of the test, the strain frequency (i.e. maximum frequency for every 30s) is equivalent to the frequency of the excitation i.e. the resonance frequency of the pipe. The calculated frequencies before the strain reach the peak however is significantly higher with obvious erratic strain behaviour as illustrated in Figure 4-16. The frequencies calculated are approximately similar to the emerging frequency observed in spectrogram at the end of the test as shown in Figure 4-12-b. This implies the damage indeed introduce another strain mode in the system which was detected using the strain gauges.


Figure 4-16 Strain ratio and strain frequency before the first peak after day 2.
In order to build a relationship between the strain and vibration data, the actual number of cycles recorded by the accelerometer, $N_{a}$, is divided by the number of cycles obtained using peak counting, $N_{s}$. This simple relationship has a maximum ratio of one when the number of cycles calculated is similar as illustrated in Figure 4-17. A comparison is made with acoustic emission at the numbered points i.e. 1-8. The ratio decreases starting in day two which implies damage is present. Similar pattern is observed at point 6 where the maximum reduction is observed. Before the pipe failed, the ratio decreased again at point 7 and 8. This information is crucial to be used for comparison with acoustic emission results.


Figure 4-17 The ratio of actual number of cycles to the calculated cycles

### 4.3.2 Detection of Damage Evolution by AE

During the test, there were burst-like signals observed from the acoustic emission events. This signal is usually associated with cracks as illustrated in Figure 4-18-a. The burst signals consist of a number of wave trains due to reflection from boundaries as the waves propagate in the medium. Signals associated with noise such as continuous signals between burst signals were also recorded despite high threshold setting used as shown in Figure 4-18-b. These signals may correspond to plastic deformation [35,127] or crack face rubbing resulting from different crack modes and extraneous signals which are unknown. This causes problem in identifying true acoustic emission events for localization. However for detection purposes, the conventional parameter-based technique is sufficient to provide qualitative information.


Figure 4-18 Example of AE signals (a) due to cracking (b) and noise.

In order to make a comparison with the strain data, burst energy (i.e. the integral of squared signal amplitudes over its duration) was accumulated for every 30 seconds which is presented by dot marks in Figure 4-19. There are several peaks recorded from the energy. These peaks may correspond to the evolution of damage.


Figure 4-19 Acoustic emission features i.e. energy and count extracted from the AE signals.

There are a number of sharp rises and falls of AE energy observed in the early stage of test which is believed to be associated with micro-fracture phases [134]. Huang was suggesting three stages in fatigue damage [135]. The early stage or "stage one" corresponds to the first few cycles where the cyclic stress strain stabilizes. The strain in day one does not show any increase of frequency which implies that crack initiation had not been incurred. "Stage two" (i.e. crack incubation stage) correspond to steady dislocation of slip-bands which results in micro-cracks leading to macro-cracks. More large intervals of high amplitude of AE signals were expected. There are some spikes of AE energy denoted by point 2 and 3 in Figure 4-19, similarly for strain frequencies. This is an interesting observation which shows consistency in the results obtained using both techniques. At points 2 and 3, the AE energy accumulation may result from the emission of crack initiation, phase transformation or many other mechanisms provided in literature [47,127,135]. In this test specimen, it is most likely due to crack initiation. Similar trend is observed by the measured strain frequency. However, between points 3 and 4, the AE energy decreases suddenly to the minimum level which implies the noise threshold level in the system. Both techniques do not show any significant results which means "stage three" has not been started until day three. The process in "stage two" is expected to last longer as many microstructural activities in metallic material fatigue [136]. The scale of the geometry is relatively large to relate every microstructural activity which is not the main objective of this research. "Stage three", is the most active stage as various mechanisms occur at the same time including the microstructural activities. The cracks start to propagate with plastic deformation at crack tips, fracture along grain boundaries and many others [135]. This is reflected from the amount of data gathered within the last three days. The AE energy starts to increase tremendously between points 4 and 6 which recorded the highest peak. At these intervals the signals have longer duration which is associated with rapid releases of energy from crack activities. The longer duration and high amplitude signals result in the increase of AE count. A similar trend can be observed from the strain data where the number of measured cycles increases considerably at point 6 upon large crack growth. However the AE energy started to decay with smaller recorded peaks after point 6 and immediately before failure i.e. point 8 . The reduction in energy means that fewer short duration signals are exceeding the threshold.

### 4.3.3 Localization of Damage

Although detection of damage can be identified using AE features, the located events can be misleading due to many signals obtained at the same time cracks propagated. The noise from reflection can lead to localization errors. Using planar localization technique, the events were located as illustrated in Figure 4-20. The events locations are distributed across the entire mid-section of the pipe circumference (i.e. along line at $\mathrm{X}=0$ ) and span about 100 centimetre in each direction along the pipe length from the weld joint. This implies localization errors due large false events being recorded.


Figure 4-20 Located events on the pipe. Sensor 2 is labelled twice which marks a complete pipe revolution.

The asymmetric sensor arrangement makes four combinations of isosceles triangular patterns i.e. 2-4-1, 4-1-3, 1-3-2 and 3-2-4 as described earlier. The maximum time of arrival $\Delta t_{\max }$ can be limited in the acquisition system to only capture the events generated near the weld since the joint is mid-length between sensors 1, 2 and 3, 4. The area can be calculated using (4-6). In the previous chapter, the velocity of Rayleigh waves in the pipe was calculated approximately $3000 \mathrm{~ms}^{-1}$. The $\left(x_{d}, y_{d}\right)$ in this case is the circumcentre. By setting $\Delta t_{\max }=50 \mu \mathrm{~s}$, the area of the circle is limited up to 15 cm radius from the circumcentre which covers the entire circumference of the welded joint as illustrated in Figure 4-21.


Figure 4-21 The covered area (red) around weld joint using the proposed triangular sensor arrangement with $\Delta t_{\max }$

The crack growth concentrated locally particularly at 12 o'clock and 6 o'clock which suggests potential weak points. The high density of located events means failure at these locations is imminent. A number of located events were also recorded around the weld joint apart from the location of failure at 6 o'clock position. The damage was expected to propagate around the weld since the stress generated around the pipe circumference was almost consistent. The located events (marked in blue) as shown in Figure 4-22 were repeatedly recorded before the crack finally emerged on the pipe.


Figure 4-22 The located events when the pipe failed. Sensor 2 is labelled twice which marks a complete pipe revolution.

### 4.3.4 Bayesian Estimation

Numerous events were recorded during the last three days of the test when crack propagation was active. Only these events were post-processed to demonstrate the practicality of using Bayesian estimation. Figure 4-23 shows AE burst energy where high activity of AE was observed towards the end of day four. However the energy is relatively low before the pipe failed which demands further investigation. (Note the difference between the cumulative energy calculated for every 30s in Figure 4-19 and discrete energy in Figure 4-23).


Figure 4-23 Discrete acoustic emission energy recorded during the last three days of the fatigue test.

The acoustic emission signals that registered the events were not only typical burst signals normally observed from crack-related activities as described in the preceding section. There existed some continuous random signals having long signal duration. Figure 4-24-a shows an example of signals recorded by sensor 1-3. The signals are random in nature, despite some signal peaks observed. Although the signals from sensor 3 may have some burst-like signals, the event was actually generated from combination of less correlated signals which was verified by analysing the cross-correlogram plot illustrated in Figure 4-24-b. In contrast, the events generated by different signal combinations give better correlation (shown in Figure 4-25-b); such signals are predominantly generated from cracks. Therefore, based on this idea, Bayesian estimation was used to estimate credible parameters identified according to this relationship, and to compare with the acoustic emission energy.

(a)



(b)

Figure 4-24 (a) Typical random signals recorded at sensor 1 -3. (b) Low correlations of random signals were calculated for different combination of signals.

(a)



(b)

Figure 4-25 (a) Typical burst like signals recorded at sensor 1 - 3. (b) High correlations of burst-like signals were calculated for different combination of signals.

In order to compare the variation of signals after $\Delta t_{\max }$ is applied, 20 intervals of equal duration were defined from the test duration as illustrated Figure 4-26. There is no rule on the selection of number of intervals. For this assessment the selected number of intervals is considered sufficient if a clear distinction of successive events and those gaps are observed in some intervals. Increasing AE energy can be seen towards the end of the test which implies cracks were actively propagating compared to those events before $\Delta t_{\max }$ was applied.


Figure 4-26 The acoustic energy obtained from the signals of the located events when $\Delta t_{\max }$ is used

To establish the prior distributions, correlation was made for a range of signal durations and EC values were calculated. The distributions of EC values from a set of pencil lead break (PLB) are shown in a whisker plot (Figure 4-27-b). A larger signal duration results in reduction of the mean values and variances.


Figure 4-27 (a) Various signal durations specified across the entire signal duration. (b) Whisker plot of the calculated EC.

As can be seen from Figure 4-27-a, a larger signal duration accommodates larger signal variations. Each signal duration provides important information for Bayesian estimation, thus these distributions are assumed to provide an important reference for crack damage. Therefore the prior distributions can be established from this information. The prior derived from PLB tests are distributed normally based on the distributions of EC of each signal duration. A summary of these values is tabulated in Table 4-3.

| Signal length ( $\mu s$ ) | $\overline{E C}$ | $\sigma^{2}$ | $\tau=\frac{1}{\sigma^{2}}$ |
| :---: | :---: | :---: | :---: |
| 50 | 0.376 | 0.01075 | 93.05 |
| 100 | 0.502 | 0.02238 | 44.68 |
| 150 | 0.359 | 0.01239 | 80.71 |
| 200 | 0.323 | 0.01087 | 92.03 |
| 250 | 0.290 | 0.00291 | 343.25 |
| 300 | 0.251 | 0.00210 | 477.09 |
| 350 | 0.224 | 0.00314 | 318.28 |
| 400 | 0.217 | 0.00303 | 330.14 |
| 450 | 0.205 | 0.00312 | 320.88 |
| 500 | 0.204 | 0.00274 | 364.90 |

Table 4-3 - The prior distributions

The $100 \mu s$ signal duration has the largest spread of EC values. The arrival signals from each sensor are very similar as shown in Figure 4-27-a. However, the signals below $50 \mu \mathrm{~s}$ are small magnitudes within the pre-trigger duration and hence are not considered appropriate to be used as prior. Likewise, the means of the distributions above $300 \mu s$ converge to a single mean value as shown in Figure 4-27-b. Therefore the estimation was made for a signal duration from $100 \mu s$ to $300 \mu s$. The Bayesian estimation was carried out for the signals obtained from the located events. Figure 4-28 shows a history plot of the estimated mean EC denoted by $\overline{E C}$ and standard deviation respectively in WinBUGS for signal length of $300 \mu s$. The density plots for both parameters are given in Figure 4-29.


Figure 4-28- History plots of the estimated mean $\overline{E C}$ (top) and standard deviation (bottom).


Figure 4-29 - Density plots of mean $\overline{E C}$ (left) and standard deviation (right).
The $95 \%$ credible intervals of the estimated means from the posterior distributions are plotted with the AE burst energy in Figure 4-30.


Figure 4-30 The estimated $\overline{E C}$ with $95 \%$ credible intervals and the prior mean values from the PLB tests for various signal durations (a) $100 \mu s$ (b) $150 \mu s$ (c) $200 \mu s$ (d) $250 \mu s$ (e) $300 \mu s$.

The estimated ECs are plotted with the AE burst energy for comparisons. The highlighted red and green areas are the intervals where the majority of located events are away from the weld area. Interesting observations can be seen from the estimated EC for various signal durations. The estimation for $100 \mu \mathrm{~s}$ signal duration has a large EC variance particularly in the highlighted intervals, which is largely contributed by the variance from the prior distribution. Almost all of the estimated means are below the reference mean derived from the PLB tests. The reason is believed to be due to the fact that signals generated by PLB are not perfectly similar to the actual crack signal. The distinction of the waves generated by the PLB on the pipe surface with respect to the actual cracks originally initiated within the weld is also noted. The similarity is more pronounced before the pipe failure since the sources are mainly near the surface. In these intervals the estimated EC for all signal lengths is higher compared to the preceding intervals. For larger signal durations, the estimated EC is lower for all intervals; the means of the highlighted (red) intervals in Figure 4-30 are consistently below the reference means, apart from the highlighted (green) intervals where uncertainties remain due to the large estimation of variance. The AE energy is mostly empty for these intervals, which implies that the low EC values are mainly events generated outside the weld area. The uncertainties of the located events can be justified by studying the 95\% confidence level of the estimated means; for the estimated EC within the same intervals as when the AE energy was recorded using the filtering method (i.e. maximum time of arrival $\Delta t_{\max }$ ) most of them are very close to the reference means which implies the located events are indeed related to damage.

### 4.4 Concluding Remarks

In this chapter acoustic emission and vibration monitoring of resonant fatigue pipe was carried out. The objective was to evaluate whether AE can be considered as an effective method for continuous monitoring of vibration-induced fatigue pipe. In theory the natural frequency of the pipe is expected to reduce when cracks propagate due to reduction in structural stiffness. However there was no reduction observed by carrying out the frequency analysis. The frequency associated with the damage could only be seen as soon
as the excitation was removed from the system after the pipe failed. The emerged frequencies were almost similar with the strain frequencies. These frequencies are believed to be associated with the change in strain modes during damage. A relationship was established using the actual number of cycle and the calculated cycles from strain measurement to represent the damage sensitive feature. The ratio decreased when the strain frequencies increased. The trend shows good agreement with the acoustic emission energy distribution. In summary, strain measurement and AE has proven effective for detection of damage. However errors in source localization by AE are significant due to many false events recorded. The uncertainties associated with the measurement output were observed. In order to evaluate the uncertainties, a Bayesian estimation procedure based on Bayesian theorem was proposed. This method evaluates the most probable effective coefficient (EC) derivable from the cross correlation of signals. EC measures a minimum degree of similarity of the correlated signals taking into account the maximum and minimum coefficients from each signal combination. In this model the mean of the posterior distribution is indeed the most probable EC. Twenty intervals of equal length were defined from the test duration for EC estimation and comparison with the AE energy. The prior distributions for Bayesian estimation were defined using the results of artificial signals of cracks generated by pencil lead break method (PLB). The prior distributions provide a range of $\overline{E C}$ for estimation as well as the reference means (i.e. expectation) for comparison. The estimation was carried out for various signal lengths. The estimated posterior $\overline{E C}$ were taken within $95 \%$ credible intervals. For larger signal lengths, the estimated posterior $\overline{E C}$ are very close to the reference means which implies the AE signals from the generated events are most likely from cracks. The maximum time of arrival $\Delta t_{\max }$ was limited in the acquisition system to limit the events generated near the weld. Using this method, the energy of the signals from the filtered located events were obtained and compared. Both the energy and the posterior $\overline{E C}$ are in very close agreement. The energy associated with cracks damage has higher EC values. This observation provides strong evidence that this procedure can be considered as a robust method to quantify the uncertainties of the located events.

## CHAPTER 5

## ACOUSTIC EMISSION MONITORING OF RESONANCE FATIGUE TEST OF ALUMINIUM PLATES

### 5.1 BACKGROUND

The motivation of this chapter is to develop a damage sensitive feature for damage identification using AE to be used in SHM. Compared to the techniques used in Chapter 4, damage caused by vibration could be identified using Lamb waves avoiding the localization errors by using systematic experimental setups. This allows the study of severity of damage during the fatigue process comparing the variation of natural frequencies with respect to the undamaged state. In this chapter, acoustic emission monitoring of resonance fatigue tests of 6082-T6 aluminium plates was carried out. The plate was excited at the fundamental frequency of bending mode using an electrodynamic shaker exciting the structure at the maximum stress the mid-span location. A sharp notch was created to accelerate mode I crack propagation. The objective was to characterize damage using fundamental wave modes. A parameter was derived which relate the severity of damage using amplitude difference of the $S_{0}$ and $A_{0}$ wave modes using correlation of experimental data with Finite Element analysis. The motivation of this chapter is to develop a damage sensitive feature for damage identification using acoustic emission technique that can be used in structural health monitoring.

### 5.2 Experimental and Analysis Procedures

The experiment was carefully designed to allow fatigue crack propagation. The following experimental steps were carried out:

1) Determination of the allowable vibration acceleration for the plate to undergo fatigue without immediately fracture of the test specimen upon test start-up
2) Minimization of the extraneous noise generated from the supports to avoid errors in wave modes identification
3) Development of a damage sensitive merit figure using Lamb waves and its validation by using numerical simulations

### 5.2.1 Experimental Setup

The plates were mounted onto a fixed support at each end as illustrated in Figure 5-1-a. 11 mm diameter holes were drilled both on the supports and plates (i.e. 2 cm from plate ends). The fixtures were rigidly mounted on a table shaker to allow only vertical movement being designed such that their natural frequencies are higher and well separated to the fundamental frequency of the plate. A schematic drawing of the fixtures is given in Figure 5-2. A flat rubber was sandwiched between the plates and the supports to remove noise generated due to direct contact with the plates during vibration. The 10 mm dimeter bolts were covered with rubber sleeves to damp the noise generated at the joints as illustrated in Figure 5-1-b.


Figure 5-1 (a) A 6082-T6 aluminium plate fixed at both ends. (b) A 10 mm diameter bolt is covered with rubber mount and sleeves to avoid noise generated at the supports.


Figure 5-2 Schematic drawing of the fixture.

The natural frequencies of the plates were determined from the measured Frequency Response Function (FRF) [137], using the output/input signals. In this case the output is the response signals subjected to the input signals created using an impact hammer exciting the structure at the plate mid-span. A tri-axial accelerometer was mounted on the opposite side of the plate to capture both resonance and anti-resonance frequencies. An impact hammer (model 086C03) and a PCB PIEZOTRONICS accelerometer (model 356A16) were used in the test setup shown in Figure 5-3-a and Figure 5-3-b and a Bruel and Kaer (B\&K) system was used to record vibration signals. The determined FRF is shown in Figure 5-3-c.

(a)
(b)

(c)

Figure 5-3 (a) B\&K data acquisition system. (b) Impact hammer and accelerometer (c) FRF and coherence of the output/input signals.

The fundamental frequency was measured at 17.125 Hz as can be seen from the first peak of the FRF $|H(f)|$ curve in Figure 5-1-c. A number of resonances (harmonics) and antiresonance were recorded at $87.62 \mathrm{~Hz}, 67.62 \mathrm{~Hz}$ and 172.5 Hz respectively. The fundamental frequency can be calculated analytically using the classical Euler Bernoulli beam theory for both ends clamped as follows [138], [139];

$$
\begin{equation*}
\omega_{1}=22.4 \sqrt{\frac{E I}{m l^{4}}} \tag{5-1}
\end{equation*}
$$

where;
$\omega_{1}$ is the cyclic frequency
$I$ is the second moment of area, $I=b t^{3} / 12, b$ is the plate width, $t$ is the plate thickness $m$ is the mass of the plate
$E$ is the elastic modulus
$l$ is the length between support

From this calculation, the elastic modulus of the plate can be verified. The mass of the accelerometer is included in the calculation as a lump mass (i.e. plate mass, 0.385 kg plus accelerometer mass, 0.0074 kg ). The length between support is $l=0.965 \mathrm{~m}$ which leads to a determined value $E \cong 70 G P a$ similar to the standard material property of 6082-T6 provided in Table 3-1. This verification is important to ensure that the elastic modulus used in FEA is correct.

### 5.2.2 Finite Element Model

In this section the following aspects are discussed:

1. Estimation of stress and acceleration required for crack propagation
2. Simulation of wave propagation generated using an artificial crack source (i.e. monopole source) on the plate surface for wave modes identification analysis The model was verified experimentally using PLB sources.
3. Simulation of wave propagation generated from crack extension (i.e. through thickness) using a similar model as shown in in 2), to study the effect of crack depth to the fundamental wave modes

### 5.2.2.1 Stress estimation

The finite element model was created such that the holes were fixed (i.e. bolted) and a point mass was included to account for the mass of an accelerometer. Figure 5-4 shows the boundary condition setup. The structure model was carefully modelled according to
the actual boundary conditions and the analysis was carried out using ANSYS (version 15) Using shell elements (SHELL181) appropriate for the analysis of thin to moderatelythick shell structures.


Figure 5-4 Vibration analysis setup.

The deformation of the plate (undamped) in the first bending mode is illustrated in Figure 5-5. The plate mid-span presents minimum and maximum acceleration, respectively stress state. The simulated resonance frequency was slightly higher than the measured value. To improve the correlation with the experimental data, an additional mass was added to account for the mass of wire, glue etc. to achieve similar resonance frequency. The elastic modulus was not changed in this case to avoid errors in the stress calculation. A further model refinement was done by adding damping.


Figure 5-5 Bending mode fundamental frequency at 17.23 Hz .

The damping associated with the fundamental mode (i.e. bending mode) was calculated from the FRF using half-power bandwidth method $[137,140]$ as given in the following equation:

$$
\begin{equation*}
\zeta=\frac{f_{b}-f_{a}}{2 f_{n}} \tag{5-2}
\end{equation*}
$$

Where $\zeta$ is the critical damping coefficient, $f_{b}$ and $f_{a}$ are the forcing frequencies deduced from -3 dB from peak amplitude as shown in Figure 5-6. Therefore,

$$
\begin{gather*}
\zeta=\frac{f_{b}-f_{a}}{2 f_{n}}=\frac{18.15-16.4}{2(17.125)}  \tag{5-3}\\
\zeta=\frac{f_{b}-f_{a}}{2 f_{n}}=0.05
\end{gather*}
$$



Figure 5-6 3dB Half power method.

The structural model was excited in a similar manner to allow the response comparisons. The estimated principal stresses according to different base acceleration cases are given in Table 5-1.

| Base <br> acceleration $(\mathrm{g})$ | Maximum Plate <br> acceleration $(\mathrm{g})$ |  | Simulated stress <br> $(\mathrm{MPa})$ |
| :---: | :---: | :---: | :---: |
|  | 5.3 | 5.06 | 3.96 |
| 0.5 | 11.63 |  | 9.28 |
| 0.7 | 16.95 | 13.45 |  |

Table 5-1 - The simulated stress according to different base acceleration.

### 5.2.2.2 Noise estimation

A set of vibration tests with various base accelerations were carried out with AE sensors mounted 5 cm from each plate end including an additional accelerometer mounted on the plate mid-span. The additional accelerometer was used to record continuous acceleration data for comparison with AE measurement. The objective of the test is to estimate the noise level measured by AE. Three base excitation levels were tested at. $0.3 \mathrm{~g}, 0.5 \mathrm{~g}$ and 0.7 g . A slight reduction of natural frequency was noted due to the additional mass of accelerometers and AE sensors. The base was sine-swept with constant acceleration from 10 Hz to 20 Hz . Figure $5-7$ shows the plate response for the three cases and one can note the that the acceleration of the response increases with the excitation level.


Figure 5-7 The measured plate response subjected to various base acceleration.

The noise level recorded by the AE system is generally above 40 dB for 0.7 g base acceleration (as shown in Figure 5-8). This is not favourable since a low threshold is desired so that the fatigue test can properly capture AE signals during fatigue damage development. Therefore the 0.5 g base acceleration was selected because it was observed that the noise level is generally below 40 dB for the test frequency range.


Figure 5-8 Noise level generated due to the attachment of accelerometer for 0.7 g base acceleration. Blue coloured line marks the 40 dB threshold.

The principle stress simulated according to 0.5 g base acceleration was approximately 9.28MPa which is very low compared to the stress required for fatigue at $1,000,000$ cycles [141] in reference to the S-N curve given in Figure 5-9. In the current work, a sufficient number of cycles is desired to avoid long duration of fatigue test.


Figure 5-9 The relationship of axial and shear stresses against number of cycles for aluminium 6082-T6 [141].

Using FEA, the maximum stress was measured around the bolt holes, which implies fatigue damage is more imminent at these locations than at the mid-span. Therefore, the width of the plate was reduced as illustrated in Figure 5-10-a, to promote stress concentration. The stress concentration can be estimated using the stress concentration factor ( $K_{t \alpha}$ ) curve for V-shaped notches [142]. The stress can be calculated as follows;

$$
\begin{equation*}
\sigma_{\max }=\sigma_{n o m} K_{t \alpha} \tag{5-4}
\end{equation*}
$$

where $\sigma_{\max }$ and $\sigma_{\text {nom }}$ are the maximum and nominal stress respectively. The notch angle, $\alpha$ is approximately $110^{\circ}$ and the width was reduced to one-third of the original width. Hence the ratio is $2 h / H=0.667$; where $h$ is the distance from the edge as illustrated in Figure 5-11. The stress concentration $k_{t \alpha}$ was derived from the stress concentration for U -shaped notch, $k_{t u}$. For $h / r \sim 10, k_{t \alpha}$ is approximately 2.26. Therefore the maximum stress at the mid-span is approximately $9.28 M P a \times 2.26 \sim 21 M P a$ which is still low compared to the stress required to cause fatigue at $1,000,000$ cycles. Therefore, a sharp notch was created using electrical discharge machining (EDM) along the mid-span as shown in Figure 5-10-b. The crack is expected to initiate at the tip and propagate through thickness.


Figure 5-10 The width of the plate was reduced to concentrate the stress at the notched location.

The objective of the stress analysis is to ensure the applied stress is sufficiently large and does not exceed material fracture toughness, $K_{C}$ which can lead to sudden rupture. In order to evaluate the stress field near the notch, a simple model based on the Linear Elastic Fracture Mechanics, (LEFM) method proposed by Irwin [143]. This model assumes the material is isotropic and linear elastic and the the stress field is proportional to the stress intensity factor (SIF). When the SIF exceeds the fracture toughness, the cracks will propagate rapidly. Using this approach, the singularity ${ }^{12}$ problem occurring in modelling can be avoided.

[^9]

Figure 5-11 Stress concentration factor curve for V-shaped notch [142].

The SIF is conventionally used to measure the strength of local crack-tip fields. The SIF, denoted by $K$ can be mathematically described [144] as follows;

$$
\begin{equation*}
K=(Y \sigma) \sqrt{\pi a} \tag{5-5}
\end{equation*}
$$

where;
$Y$ is the stress intensity correction factor
$\sigma$ is the applied stress
$a$ is the crack length
In the current work, slow propagating cracks are desired and hence a lower value of SIF than the fracture toughness is expected. For an edge crack, the stress intensity can be calculated analytically using (5-6) [144].

$$
\begin{equation*}
K_{I}=\left(M f_{w} M_{m} \sigma\right) \sqrt{\pi a} \tag{5-6}
\end{equation*}
$$

where;
$a$ is the crack length
$M$ is bulging correction factor; in this case $M=1$
$f_{w}$ finite width correction factor; in this case $f_{w}=1$
$M_{m}$ is stress intensity magnification factor, which can be calculated as follows;

$$
\begin{equation*}
M_{m}=1.12-0.23\left(\frac{a}{t}\right)+10.6\left(\frac{a}{t}\right)^{2}-21.7\left(\frac{a}{t}\right)^{3}+30.4\left(\frac{a}{t}\right)^{4} \tag{5-7}
\end{equation*}
$$

Equation (5-7)being valid for $a / t<0.6$ [144]. For crack size equal or larger than 1.8 mm , the SIF was estimated using the FEA model. The assumption used in the calculation is that the plate was loaded axially during crack opening where SIF is at maximum. The analysis was assumed quasi-static. The SIF values were derived using contour integral estimates [145]. To simplify the problem, a 2-D plane strain finite element model symmetrical about the mid-span (i.e. half of the plate length) was created. The crack was expected to propagate along the edge of symmetric boundary. The section thickness was assigned according to the plate width to form a homogenous solid. Seven crack sizes from $0.375 \mathrm{~mm}-2.625 \mathrm{~mm}$ with increments of 0.375 mm were selected. No symmetry boundary condition was assigned at the crack face to allow it to open. The crack front and crack tip was defined at a vertex point and the crack extension direction was set using the q vector (i.e. through thickness as illustrated in Figure 5-12). Since the crack tip is relatively sharp, the strain becomes singular at the crack tip, therefore a strain singularity formulation of the type $1 / \sqrt{r}$ was included to improve the contour integral estimation. The mid-side nodes were moved to quarter points (i.e. 0.25) towards the crack tip and the element sides were collapsed. A spider web like mesh with 10 layers was created for the contour integral estimation.


Figure 5-12 FE crack model for SIF estimation $(a=1.5 \mathrm{~mm})$.

Table 5-2 shows the estimated SIF obtained by analytical calculation and FEA. The errors of the calculated SIF are small and hence the estimated SIF for crack size above 1.8 mm is considered acceptable. The maximum SIF was calculated for crack size 2.625 mm , which is relatively smaller than the fracture toughness. The fracture toughness of aluminium 6082-T6 is $32.5 M P a \sqrt{m}$ [146]. Therefore, the crack is expected to propagate at least until $88 \%$ depth based on the applied loading of $21 M P a$.

| $a(\mathrm{~mm})$ | $a / t$ | $M_{m}$ | $\begin{gathered} K_{I}(\mathrm{BS} 7910) \\ M P a \sqrt{m} \end{gathered}$ | $\begin{aligned} & K_{I}(\mathrm{FEA}) \\ & M P a \sqrt{m} \end{aligned}$ | \% Diff |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.375 | 0.125 | 1.22 | 0.88 | 0.88 | 0.03\% |
| 0.75 | 0.25 | 1.50 | 1.53 | 1.52 | 1.23\% |
| 1.125 | 0.375 | 1.98 | 2.47 | 2.43 | 1.81\% |
| 1.5 | 0.5 | 2.84 | 4.10 | 3.93 | 4.15\% |
| 1.875 | 0.625 | - | - | 6.69 | - |
| 2.25 | 0.75 | - | - | 12.46 | - |
| 2.625 | 0.875 | - | - | 25.36 | - |

Table 5-2 - Estimated SIF by analytical calculation [144] and FEA.
5.2.2.3 Wave propagation analysis - monopole source

The wave propagation was studied using pencil lead break (PLB) sources and validated using FEA. The objective was to establish a correct baseline model for wave propagation
subjected to various crack depths. In reality it is difficult to replicate the actual signal of crack from PLB test. Therefore, rather than trying to replicate the signal, the objective is more to understand the relationship between the $S_{0}$ and $A_{0}$ modes that can be used for damage identification.

## Mesh and analysis setup

A 2-D plain strain model of the aluminium plate was created in Abaqus FEA (version 6.14). The plate was discretized using quadrilateral element with linear shape function to model the propagating waves. The element size must be able to capture various wavelengths. The time resolution must also sufficient to avoid numerical errors. It has been noted that the frequency of the generated waves originated from crack can be as high as 100 MHz . However typical wave frequencies are within 1 MHz where most commercial AE sensors are able to detect the signals. Wideband AE sensors from Physical Acoustics (PAC) model NANO30 were used in this experiment. Therefore, the mesh resolution must be able to cover the frequency range according the sensitivity of the sensor between $125 \mathrm{kHz}-750 \mathrm{kHz}$. The mesh size was calculated based on the minimum wavelength derived from the wave velocity at the frequency of interest. The frequency range that is valid for comparisons with the actual AE signal is between $125 \mathrm{kHz}-400 \mathrm{kHz}$ as shown in Figure 5-13.


Figure 5-13 An example signal of PLB (left) and its frequency spectrum (right).

The minimum wave velocity at 400 kHz from the dispersion curve is $3165 \mathrm{~ms}^{-1}$ as given in Figure 3-10. Therefore, the recommended mesh size is $3165 / 400000 / 20 \sim 0.39 \mathrm{~mm}$; 10-20 elements are required to capture the propagating waves correctly [75]. In order to have uniform mesh size across thickness, a 0.375 mm mesh size was chosen. The time resolution is calculated based on the maximum velocity at the frequency of interest and hence, the time is approximately $0.000375 / 4695 \sim 0.08 \mu s$. The time steps can be set as low as 10 ns where the solution would not be affected by the time resolution [147]. The total number of mesh is approximately $1000 \mathrm{~mm} / 0.375 \mathrm{~mm} \times 3 \mathrm{~mm} / 0.375 \mathrm{~mm}$ $\sim 21,000$ cells.

## AE source functions

It has been shown that the source functions can be simulated using a step function [46], a ramp function [66,147-149] or a cosine bell function [150] as presented in Figure 5-14.


Figure 5-14 The source functions used to simulate a monopole source [147].

Sause [147] made a comparative study of different source functions using FEA. The author noted that a cosine bell function [150] was in close agreement with the waves generated by PLB obtained at far-field location. Therefore, in the present research a cosine bell function was used. The source was excited with 1 Newton force perpendicular to the plate surface at the mid-span. The displacement at 45 cm (i.e. the location of the sensor) from the plate mid-span was recorded and filtered using a Butterworth filter in MATLAB®. The results were compared with the PLB sources.
5.2.2.4 Wave propagation analysis - crack modelling

Lee et al [151] studied wave propagation in aluminium plate emanating from fatigue cracks. They discovered that the ratio of the $A_{0}$ and $S_{0}$ amplitudes is relatively constant over the duration of fatigue test. Using a similar approach, the wave propagation subject to different length of crack was studied. Six crack depths (i.e. $0.75 \mathrm{~mm}-2.625 \mathrm{~mm}$ ) were selected. A notch of size approximately 0.375 mm was also created in the model. Each scenario was modelled such that the FEA simulation was initialized with prestressed condition in implicit analysis. The nodes at the crack face were released in Abaqus explicit. The response of displacement at 45 cm (i.e. the location of the sensor) from the plate mid-span was recorded and filtered using a Butterworth filter in MATLAB®.

### 5.3 RESULTS AND DISCUSSION

### 5.3.1 FEA Analysis

PLB tests were conducted at the mid-span as illustrated in Figure 3-22-b in the previous section. The signals obtained by FEA and PLB were compared as illustrated in Figure 5-15. Both signals show very close agreement.


Figure 5-15 Comparison of signals (normalized) obtained by FEA analysis and PLB.

High frequency waves in PLB tests were not captured due to attenuation compared to the signal obtained by FEA. Therefore cross-correlation with Gaussian signal of central frequency 250 kHz was carried out which follows the analysis done in the previous chapter. The envelope of cross-correlogram is illustrated in Figure 5-16. Apart from the $S_{0}$ and $A_{0}$ wave modes, a reflection of $S_{0}$ can be seen in the figure. The measurement was taken at 5 cm from the plate ends, therefore the time delay between the first $\mathrm{S}_{0}$ mode and the reflected $\mathrm{S}_{0}$ is $10 \mathrm{~cm} / 5290 \mathrm{~ms}^{-1}=18.9 \mu \mathrm{~s}$. However the time delay in the actual signal is smaller since the reflection occurs at the bolted joint (i.e. 3 cm from the AE sensors rather than at the plate end).


Figure 5-16 The enveloped cross-correlogram for experiment and FEA.

The time difference between the $S_{0}$ and $A_{0}$ wave modes are approximately 62.3 s and 60.8 s for the experiment and FEA respectively. Using SSMAL (3-32), the calculated event location is approximately 46.12 cm ( $0.45 \%$ error) and 44.95 cm ( $0.01 \%$ error) which is very close to the actual source location (i.e. 45 cm ). Therefore the model was used for the analysis of wave propagation subjected to various crack depths. Figure 5-17shows the signals obtained for various crack extensions. Figure 5-17-b shows the enveloped cross-correlogram.


Figure 5-17 (a) AE signals obtained from various crack extension in FEA. (b) The enveloped cross-correlogram.

The relationship of the $S_{0}$ and $A_{0}$ amplitudes for different crack depths was studied. The waveform is similar to the baseline apart from difference in signal amplitudes of the $\mathrm{S}_{0}$ and $\mathrm{A}_{0}$ with respect crack depths. It is interesting to note that as the cracks reached approximately $62 \%$ depth, the $\mathrm{A}_{0}$ amplitudes starts to decrease as shown in Figure 5-18. A similar trend can be found in [151]. The effect of different applied stress on signal amplitudes was also carried out. The applied stress was varied $\pm 10 \%$ from the nominal stress value (i.e. $21 M P a$ ). Although the amplitudes are different for different applied loads, the ratios remain unchanged. Therefore, the ratio $\mathrm{A}_{0} / \mathrm{S}_{0}$ is independent of stress. The amplitudes of $A_{0}$ and $S_{0}$ are similar at approximately $90 \%$ depth. Using this relationship the damage sensitive features between the $S_{0}$ and $A_{0}$ modes can be mathematical derived as follows;

$$
\begin{equation*}
\alpha=\frac{A_{0}-S_{0}}{A_{0}} \tag{5-8}
\end{equation*}
$$

$\alpha$ is a dimensionless parameter which takes into account the variation of $A_{0}$ and $S_{0}$ amplitudes. The damage index $\alpha$ varies almost linearly with crack depths until it reaches $62 \%$ depth. The $\alpha$ values drop rapidly beyond this depth and become negative when the $\mathrm{A}_{0}$ amplitudes are less than the $\mathrm{S}_{0}$ as shown in Figure 5-19.


Figure 5-18 Difference in $\mathrm{S}_{0}$ and $\mathrm{A}_{0}$ amplitudes with crack depths.


Figure 5-19 $\alpha$ values with crack depth.

### 5.3.2 Vibration-Induced Fatigue Test

A series of modal analysis was conducted on the plate to determine the resonance frequency during healthy and damage conditions. It was noted at the beginning of the test that the natural frequency of the plate was reduced to 16.31 Hz due to the additional mass of accelerometer and AE sensors. Therefore, the shaker was set to operate at 16.31 Hz . In the first run, the test lasted for 12,700 cycles (roughly 13 minutes). The acceleration recorded on the plate reduced immediately as the resonance frequency of the plate shifted. The test was stopped and the plate was inspected visually. However, the crack
was not observed, although the natural frequency reduced to 14.03 Hz . The frequency of the shaker was set accordingly and the test was restarted and stopped after 806 cycles. This time the crack emerged. The crack depth was measured about $\cong 2.7 \mathrm{~mm}$ depth as illustrated in Figure 5-20. The resonance frequency was reduced to 13.25 Hz . The procedures were repeated until the plate fractured.


Figure 5-20 Crack extension approximately $93 \%$ of plate thickness. Looking from side plate.

AE signals were filtered by durations and amplitudes. The recorded events contain various form of signals correspond to different stages of damage. AE signals from each stage were extracted and loaded in MATLAB®. The signals were correlated with Gaussian modulated cosine signal of 250 kHz central frequency. Figure 5-21 shows distribution of signal amplitudes from start-up. Signals in the marked region (1) contain small amplitudes of $\mathrm{S}_{0}$. However majority of the signals are irregular with no distinction of $S_{0}$ and $A_{0}$. These signals were generated mainly from microscopic activities such as micro fracture in the early stage of damage [135]. Signals in region (2) are most likely correspond to crack initiation and propagation. The plate acceleration reduced abruptly during these events due to reduction in structural stiffness. The natural frequency of the
plate shifted by $2.28 \mathrm{~Hz}(16.31 \mathrm{~Hz}-14.03 \mathrm{~Hz})$. However, the cracks were not visible during inspection which implies the cracks were buried in the mid-section.


Figure 5-21 Distribution of maximum amplitudes. Signals (1) shows small amplitude of $S_{0}$ wave modes compared to $A_{0}$. Signals (2) corresponds to crack initiation and propagation but buried in the mid-section.

After the test was restarted, a number of signals emerged at about 80 dB i.e. signal (3). It is noted that the $A_{0}$ amplitudes are smaller than the $S_{0}$. The inference that can be made from this observation is that the cracks in the mid-section continue to propagate above $90 \%$ depths. Another set of signals, marked (4) and (5) in Figure 5-22 correspond to crack propagation from the notch. The majority of maximum amplitudes from these signals are higher than that of signal (3). The damage evolution can be seen by the increase of $S_{0}$ amplitudes. A reduction of $A_{0}$ amplitudes as seen in signal (5) was also observed as soon as the measured acceleration dropped (i.e. 775 seconds of test time). The crack was visible as illustrated in Figure 5-20, after the test was stopped.


Figure 5-22 Distribution of maximum amplitudes in the second run. Signals (3) have large amplitude of $S_{0}$ mode compared to $A_{0}$. Signals (4) and (5) correspond to cracks propagation from the notch.

Within the last run of the fatigue test, a number of signals were recorded in the marked area (6) as shown in Figure 5-23. These signals carry larger amplitudes $S_{0}$ mode than the $\mathrm{A}_{0}$ mode until the plate fractured. Signal (7) contains a series of weak pulse-like signals appearing immediately before fracture. An interesting observation can be made from the fracture surface as shown in Figure 5-24. The inclusion that caused crack initiation is depicted by a dark region below the notch close to the centre of the mid-section. This inclusion is believed to be the reason why the crack was not visible after the first run. A slow crack growth region can be seen across the crack face.


Figure 5-23 Distribution of maximum amplitudes in the final run. Signals (6) correspond to crack propagation in the remaining thickness. Signals (7) are signals emerged immediately before fracture.


Figure 5-24 Fracture surface

The signals from each damage scenario were extracted and evaluated using the proposed damage sensitive feature. The mean, $\bar{\alpha}$ median, $\tilde{\alpha}$ and standard deviation, were calculated and tabulated in Table 5-3. A whisker plot of each signal is shown in Figure 5-25.

| Signal No. | Mean ( $\bar{\alpha}$ ) | Median ( $\tilde{\alpha}$ ) | Standard deviation ( $\sigma$ ) |
| :---: | :---: | :---: | :---: |
| 1 | 0.47 | 0.13 | 0.42 |
| 2 | -0.58 | -0.50 | 1.12 |
| 3 | -0.46 | -0.51 | 0.42 |
| 4 | 0.91 | 0.91 | 0.03 |
| 5 | 0.55 | 0.78 | 0.64 |
| 6 | -0.35 | -0.50 | 0.40 |

Table 5-3 - The mean, $\bar{\alpha}$ median, $\tilde{\alpha}$ and standard deviations of different signals.

These results suggest a good agreement with the previous observations. The calculated mean and median of Signal (1) are 0.47 and 0.13 respectively. Some of the signals do not have distinct $\mathrm{S}_{0}$ and $\mathrm{A}_{0}$ modes. Signal (2) and (3) correspond to crack extension above $90 \%$ depth. The $\bar{\alpha}$ and $\tilde{\alpha}$ for both signals are negative. However, there are signals with $\alpha$ values outside interquartile range (IQR) which is regarded as the outliers. The cracks were not visible until signal (5) appeared. Signal (6) and (7) corresponds to crack propagation before fracture. Therefore the majority of $\alpha$ are negative values.


Figure 5-25 Whisker plot of various signal sets.

To explicitly study the signals, cross-correlation was carried out between the signals obtained by FEA of different crack depths and the actual signals of cracks. To ensure a high correlation is achieved, a two-stage correlation is proposed. In the first stage, the signals from each analysis were cross-correlated with Gaussian modulated cosine signals. The cross-correlograms were enveloped using similar method used in section 5.3.1. In the second stage, cross-correlation was then carried out with the enveloped crosscorrelograms of FEA and AE signals. Both enveloped cross-correlograms were normalized with their respective maximum value in prior since both analyses were made independently. Therefore each analysis will have similar trend of signals with distinct $\mathrm{A}_{0}$ and $S_{0}$. It is noted that the sampling rate used in the experiment is 5 MHz , which is smaller than the time steps used in FEA i.e. 10ns. In order to ensure the number of samples is similar, the enveloped cross-correlograms were averaged for every 20 data points which make total number of 500 samples this being consistent with the AE signal samples. The two-stage cross correlation was done for each set of signal (i.e. signal 1 to signal 6). The calculated values are shown in Figure 5-26.
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Figure 5-26 Cross-correlation coefficients of the enveloped cross-correlograms between FEA and AE signals for various crack depths.

An interesting observation can be made comparing the calculated coefficient to the means, medians and standard deviations of $\alpha$ values determined in the previous analysis. Clearly the coefficients are scattered presenting some trends that may be related to crack propagation. Signal (2) and (5) consist of signals immediately before the occurrence of the large crack extension that caused the natural frequencies of the plate shifted abruptly. The coefficients related to 0.75 mm and 2.625 mm crack depths show opposite trend of decreasing and increasing coefficient with time. This is consistent with the reduction of $\alpha$ values as shown in Figure 5-25. After the test restarted, the cracks continued to propagate
slowly. This is proven by the increase of coefficient correspond to 2.625 mm depth and the negative $\alpha$ values calculated. The large number of signals/coefficients recorded reflects the high activity of crack propagation. However, the calculated coefficients are even more scattered. High coefficients become noticeable in signal (3) and signal (6) which imply larger cracks. In contrast, less number of signals with clear gap of coefficients calculated for 0.75 mm and 2.625 mm crack depth can be seen in signal (4) and in the beginning of signal (5). In this scenario, high coefficients were calculated for 0.75 mm crack depth while low coefficients were calculated for 2.625 mm crack depth which implies the cracks are mainly close to the surface. Therefore, the proposed damage sensitive feature (i.e. $\alpha$ values) is sufficient to quantitatively evaluate the severity of damage. The test was repeated using different plates of similar properties and dimensions. This time the phase track option was used which tracks phase change, and hence the excitation frequency is automatically tuned to match the resonance frequency. This technique eliminates the need to manually change the excitation frequency as damage evolves. A swept-sine test was done in prior to search the natural frequencies. During the test, a low acceleration level was used in order to avoid crack propagation. The shaker was set with a minimum and maximum abort limits that allow the system to automatically stop when the plate fails. Cumulative counts were compared with AE signal energy. During the test, a number of high amplitude signals were recorded. High amplitude signals were recorded at the beginning of the test between $230-348$ seconds. These signals are believed to be generated from the usual phenomena of early stage of damage such as micro fracture occurring at the beginning of fatigue test. These signals are less obvious in terms of $\mathrm{S}_{0}$ and $\mathrm{A}_{0}$. From the plot in the middle of the test duration an indication of crack propagation is depicted by the increase of cumulative energy and counts between 1500-2200 seconds or $25-37$ minutes of the test duration. Using similar approach as in the previous chapter, the AE signals of the events were extracted and the severity of damage was evaluated using the proposed damage sensitive features. The parameter was evaluated for a number of intervals. The located events were only recorded between $230-348$ seconds, 1181-2300 seconds, and $3300-3900$ seconds as depicted by the peaks of signal counts in Figure 5-27.


Figure 5-27 Counts (left axis) and cumulative energy (right axis) recorded for plate 2.

A block of signals of every 100 seconds were extracted and analysed. Figure 5-28 (top) shows a whisker plot of $\alpha$ for 1181-2300 seconds interval. The median $\tilde{\alpha}$ for each block is above zero with the highest recorded values between $1550-1750$ seconds. The signal amplitudes are consistently above 60 dB and sustained for a longer duration which contributed by the large amplitudes of $\mathrm{A}_{0}$ mode. The high $\tilde{\alpha}$ values imply the crack started to initiate and propagated from the notch. The negative $\alpha$ are mostly outliers of these data sets.


Figure 5-28 A whisker plot of $\alpha$ (top) and counts (bottom) recorded for plate 2 between $1181-2300$ seconds.

The median $\tilde{\alpha}$ and mean $\bar{\alpha}$ started to reduce after 1750 seconds. These parameters close to zero which implies damage reached above $62 \%$ depth. There are no located events after 2300 seconds. A reduction of resonance frequency was also noted.


Figure 5-29 A whisker plot of $\alpha$ (top) and counts (bottom) recorded for plate 2 between $3300-3900$ seconds.

The $\tilde{\alpha}$ and $\bar{\alpha}$ reduced to negative values between $3300-3900$ seconds. The inference can be made such that the cracks have propagated above $90 \%$ depth. However a positive $\tilde{\alpha}$ was calculated between 3750-3850 seconds. The high amplitude signals are mainly contributed by the $\mathrm{A}_{0}$ mode above 60 dB . However the signal counts are relatively low compared to 1181-2300 seconds interval.

### 5.4 CONCLUDING REMARKS

Acoustic emission monitoring of vibration-induced fatigue of an Aluminium 6082-T6 plate specimen has been successfully carried out. The experiment was designed using hybrid approach which involved vibration model correlation crack modelling, and wave propagation study using FEA. The fatigue test was designed such that the plate was excited in bending mode which promotes mode I fracture (i.e. opening mode). The methodology was to first evaluate the dynamic properties of the plate using modal analysis. The FEA simulations were carried out to evaluate stress distribution and stress
intensity factor for various crack depths. Thus, the applied load required for crack propagation to at least $90 \%$ depth was estimated. This allows damage assessment using the proposed damage sensitive feature over a wider range of crack lengths. The severity of damage was estimated using a dimensionless parameter derived from the difference of amplitudes of the fundamental wave modes. The relationship was established based on the fact that the $A_{0}$ and $S_{0}$ amplitudes decrease and increase respectively with crack depth, as reported in the literature. Using this relationship, damage extent can be predicted directly from the acquired signals. The frequency of waves that travel in the aluminium plate was identified through wave propagation analysis. Cross correlation with Gaussian modulated cosine signal of central frequency 250 kHz improved wave mode identification. Signals corresponding to AE source/cracks generated at mid-span were evaluated. Two different plates of similar properties and geometry were tested. The first test was done by manually changed the excitation frequency to match the resonance frequency of the plate. Using this approach, the signals corresponding to crack propagation could be identified as soon as the acceleration measured on the plate dropped. The second plate specimen was tested using phase track technique to ensure the excitation frequencies automatically tuned to match the resonance frequencies as damage evolved without stopping the test until the plate failed. The AE signals from both tests were extracted and the proposed damage sensitive feature was used to predict damage extent. The results obtained from the analysis of mean, $\bar{\alpha}$ median, $\tilde{\alpha}$ of the proposed feature, throughout the test show that the positive $\alpha$ values are generally related to crack propagation from the notch. The spread of $\alpha$ are clustered with small standard deviation. The $\mathrm{A}_{0}$ amplitudes started to decrease relative to $\mathrm{S}_{0}$ during crack propagation. The mean, $\bar{\alpha}$ and median, $\tilde{\alpha}$ are negative when cracks already reached $90 \%$ depth. This trend was observed towards the end of the test. The calculated damage sensitive features were compared with cross-correlation between FEA and the actual cracks signals for various depths in a two stage cross-correlation process. The first stage was done between FEA signals and Gaussian modulated cosine signals. The cross-correlation was also carried out between the actual signals of cracks and Gaussian modulated cosine signals. The enveloped cross-correlograms from each analysis were then cross-correlated in the second stage to find similarity of the signals. Consistent observation was found with the
calculated coefficients and the proposed damage sensitive feature particularly before the abrupt reduction of acceleration and natural frequencies. Therefore, the analysis of damage sensitive feature alone is sufficient to measure the severity of damage. However this technique is only limited to mode 1 crack and thin structures where the fundamental wave modes are significant.

## CHAPTER 6

## RESEARCH SUMMARY, CONTRIBUTIONS AND FUTURE WORKS

### 6.1 SUMMARY

The current research is motivated by the recent problems of vibration-induced fatigue of piping system reported by the Health and Safety Executive (HSE) [1] for offshore process plants in the North Sea. Guidelines have been published by the Energy Institute [3] which provides assistance for operators in the development of their own management system related to vibration problems in process piping. The guidelines involve qualitative assessment of determining the likelihood of failure (LOF) as a basis to identify potential threats which priorities more formal quantitative methods. However the LOF is not an absolute probability of failure. One of the recommended methods to quantify damage is by measuring dynamic strain. However, it is learnt that using strain gauges can neither detect nor locate damage unless the location of damage is known a priori. The strain measurement can be insensitive to crack propagation if damage is small and embedded deep in the structure. Their usage allows only identifying whether fatigue issue exists. Therefore, other feasible options are suggested without the requirement of a specific method, this being open to further research. Currently, "passive" non-destructive techniques (NDT) are considered useful over "active" techniques because do not require continuous supply of artificial sources/signals. The sources are only detected upon growing defects. The important benefit of "passive" techniques is that the detection is obtained at a very early stage of damage and in this study, this consideration led to the use and study of Acoustic Emission (AE) technique. AE is related to energy dissipation due to rapid change of stress state within a material such crack initiation or crack extension. These advantages promote their usage in a wider application of damage identification that is paramount in Structural Health Monitoring (SHM). SHM focuses on
damage identification and prediction through observation over time using damage sensitive features derived from measurements. The features are parameters related to structural degradation or changes in process performance overtime. The SHM strategies adopted in the current research follow the hierarchal structure of damage identification proposed by Rytter [65] which cover three levels as follows;

- Level 1 - Damage detection and signals discrimination
- Level 2 - Damage localization
- Level 3 - Damage extent assessment

The above strategies combine detection and signal discrimination/classification in level 1. Damage detection in AE requires dedicated signal processing techniques to obtain meaningful information, and the classification of signals according to various damage stages is very important. The discrimination of signal in level 1 allows only the filtered signals to be used for localization, in Level 2. Since localization in AE is based on the time of arrival (TOA), it is important to obtain the correct TOA to minimize the source localization errors. Level 3 requires a combination of techniques to predict the damage extent. Normally, level 3 is conducted by ultrasound technique (UT) where the geometric shapes of damage are deduced from the received signals (reflection). It has been shown in the literature that AE is capable to characterize damage by studying the relationship of AE count rate with crack propagation rate $[57,59]$. This method is however limited to simple problems using standard test methods and involves some limiting assumptions. To extend the research in Level 3, a dedicated experimental setup using AE monitoring is required which is able to monitor the fatigue damage evolution in a simple structure under vibration loading. Given the current vibration problem in the oil and gas industry, the objectives were established mainly to develop a SHM technique for detection, localization and identification of vibration-induced fatigue taking into account the environmental noises based on the study of vibration and elastic wave propagation in structures with simple geometries. A few research gaps have been identified in these research areas. There are two aspects of novelty developed in this research Some specific aspects were reported including experimental design of a non-standard fatigue test and finite element modelling of wave propagation. In the literature review chapter, an
overview of damage identification methods and their implementation in piping system was explored. AE is commonly generated in response to structural deformation and degradation. Their advantage in detecting damage at the same time it occurs is important which allows analysis of signals generated from fatigue damage during the onset of crack extension. In the current research, crack extension under mode I loading was studied due to its importance in most of the cases met in the industry. It is understood that there are many types of waves in mechanical structures, which depend on crack type, size, and orientation. And wave identification is important in this type of signal analysis. It is known that Rayleigh waves can be seen in thick structures having wavelength equivalent or less than the structural thickness. Rayleigh waves were observed in a carbon steel pipe of 50 mm thickness. Waves that are guided by geometrical boundaries having wavelength larger than the structural thickness, exhibit so-called Lamb waves. In general there are two types of Lamb waves (i.e. symmetry and asymmetry about mid-plane). The wave velocity is no longer constant but depends on wave frequency and these types of waves were observed in 6082-T6 aluminium plates of 3 mm thickness. It was learnt that the number of wave modes in pipes is greater than in plates. However the $\mathrm{L}(m, n)$ family modes in pipes consist of all Lamb waves in thin plates. Hence the wave modes identification in pipes is more complex than in plates. To understand different type of waves in both structures, a study was carried out using pencil lead break (PLB) sources (i.e. artificial crack signals). A number of measurement distances from AE sources were studied on the thick pipe to identify the wave modes that trigger the acquisition system using low threshold and high threshold settings. The average velocity measured in closearranged AE sensors was very consistent. In this setup, the wave that triggered the acquisition system was identified to be the $\mathrm{L}(0,5)$ mode from the wavelet transformation. However for far-field sensor arrangement, the waves that triggered the sensors were no longer the $\mathrm{L}(0,5)$ mode due to attenuation. Some sensors were triggered by different wave modes which travel at different wave speed. This inconsistency caused errors to the located events. Using high threshold, the events generated by PLB tests around the pipe were accurately located. High threshold allows only the time of arrival (TOA) triggered by the larger amplitudes signals. The velocity calculated was approximately $3000 \mathrm{~ms}^{-1}$ in all sensors, which is similar to the Rayleigh wave velocity i.e. approx. $90 \%$ of the
velocity of S-waves in steel. This study shows that Rayleigh waves are in fact useful in source localization in thick structure. In the second part of the study, the Single Sensor Modal Analysis Location (SSMAL) technique was used for locating AE sources on thin aluminium plates. This technique uses Lamb waves by manipulating time delay of symmetric and asymmetric waves. A shortcoming of using SSMAL is that the technique depends on the arrival time of the $\mathrm{S}_{0}$ and $\mathrm{A}_{0}$ which is difficult to obtain due to dispersion of flexural waves (i.e. asymmetric waves), this motivating the use of cross correlation of AE with Gaussian modulated cosine signals. One of the parameters defining the spread of the Gaussian distribution is the standard deviation $\sigma$. Effectively, the spread of the distribution has to be equivalent to the spread of the $\mathrm{S}_{0}$ and $\mathrm{A}_{0}$ waves to obtain the correct signal peaks corresponding to these wave modes this leading to the study on this parameter for damage detection. It was found that Gaussian modulation of central frequency 250 kHz with $\sigma=9 / 10 \mu \mathrm{~s}$, which corresponds to signal bandwidth of 60 Hz provides the least error (i.e. $0.7 \%$ ) of the located events compared to the actual PLB locations. This study has shown that the wave mode identification could be enhanced using cross correlation, and hence improve the source localization. It is known that in SHM applications, the output from continuous monitoring and online measurement can be prohibitively large. A similar problem has been encountered in the fatigue test of the carbon steel pipe conducted in the present research. This problem requires a dedicated signal analysis and statistics tools to estimate the features obtained either directly from AE signals or indirectly from explicit parameters derived from the measurement. The objective of the fatigue test was to evaluate whether AE can be an effective method for continuous monitoring of vibration-induced fatigue pipe. Although in theory, the change of physical and dynamic characteristics can be related to damage, however, this is not obvious from the frequency analysis of the damaged pipe. The frequency associated with damage could only be seen as soon as the excitation was removed from the system. The emerging frequencies are similar with the increase of the recorded strain frequencies. A damage sensitive feature was established using the actual number of cycle and the calculated cycles from the strain measurement. The trend shows good agreement with the acoustic emission energy distribution. However the errors of the located events are significant due to many false events recorded although a high detection
threshold was used. Therefore, a study of the uncertainties associated with source localization was done by using the Bayesian estimation. Bayesian estimation evaluates the most probable effective coefficient (EC) derived using the cross correlation of signals of the located events. EC measures the minimum degree of similarity of the correlated signals taking into account the maximum and minimum coefficients from each signal combination. Using this relationship, if all signals are similar then EC equals to one. The Bayesian estimation was carried out for a number of time intervals considering the mean of the posterior distribution as the most probable EC. The prior distribution was taken from a set of artificial signals of cracks generated by pencil lead break (PLB). The use of signals from PLB tests as the prior is considered novel since such approach has never been done in the past to the knowledge of this author. The prior distribution is updated with the data obtained from the located AE events. The estimated posterior means EC were taken within $95 \%$ credible intervals, and compared with the means obtained from PLB tests. For comparison with the signals generated from damage, the maximum time of arrival $\Delta t_{\max }$ was limited in the acquisition system to only capture the events generated near the weld, where damage accumulated. It is learnt that the asymmetric sensor arrangement on the pipe created four different sets of isosceles triangle. From this arrangement the weld intersects with the circumcentre and hence $\Delta t_{\max }$ can be effectively applied which limits the assessment area near the weld. This technique could be used in real application for damage detection with known locations in prior. The energy of the signals from the filtered located events were obtained and compared with the estimated EC. Both the energy and the estimated EC are in very close agreement and shows higher EC values. This observation provides strong evidence that Bayesian estimation can be an effective method to quantify the uncertainties of the located events. The proposed method is considered novel since it only requires the minimum number of sensors for planar localization compared to the conventional method which require many sensors (i.e. overdetermined system of equations) to estimate the uncertainties. Another benefit of using cross correlation is that it does not rely of the time of arrival of signals reported by acquisition system as in conventional methods, and hence remove the dependency on signal threshold. The work so far has covered Level 1 and 2 of the SHM strategy. To qualitatively estimate damage extent under Level 3, an experiment trial of
acoustic emission monitoring of vibration-induced fatigue for a set of 6082-T6 Aluminium plates were carried out. The plates were relatively thin to ensure Lamb waves can be detected during fatigue damage. The plates were excited in bending mode which promotes mode I fracture. It was identified that the extraneous noises were mainly generated from the joints, fixtures and sensors mounted on the plate during the test. Thus, a non-standard test method was designed to ensure the noise is eliminated from the measurement. To achieve this, a hybrid approach which involved vibration analysis, cracks modelling, and wave propagation using FEA was conducted. From these studies, a low noise level below 40 dB was achieved to ensure low amplitude signals associate with damage could be obtained. This threshold value is relatively small compared to many fatigue test conducted in the literature (i.e. common signal threshold used above 50 dB due to noise from the supports). This achievement provides a platform for future analysis if a noise level below 30 dB is desired. The experiment also enabled the cracks to propagate for at least $90 \%$ depth. The severity of damage was estimated using a dimensionless parameter with damage sensitive features $(\alpha)$ derived from the amplitude difference of the fundamental wave modes. The relationship was established based on the fact that the $\mathrm{A}_{0}$ and $\mathrm{S}_{0}$ amplitudes decrease and increase with crack depth as reported in the literature [151]. Using this relationship, damage extent can be predicted directly from the signals. Cross correlation with Gaussian modulated cosine signal of central frequency 250 kHz was carried out for wave mode identification. The AE signals recorded from the fatigue tests were extracted and the proposed damage sensitive feature was used to predict damage extent from the analysis of mean, $\bar{\alpha}$ median $\tilde{\alpha}$, and standard deviation, $\sigma$. It was concluded that the positive $\alpha$ values are generally related to crack propagation from the notch. The $\mathrm{A}_{0}$ amplitudes started to decrease relative to $\mathrm{S}_{0}$ during crack propagation. The mean, $\bar{\alpha}$ and median, $\tilde{\alpha}$ are negative which implies cracks already reached $90 \%$ depth. The negative values were calculated due to the $\mathrm{A}_{0}$ amplitudes being less than the $\mathrm{S}_{0}$ amplitudes. To validate the proposed feature, the AE signals were correlated with FEA model of different crack depths in a two stage cross process. The first stage involves correlation of signals obtained from the experimental test and FEA with Gaussian modulated cosine signals of central frequency 250 kHz . In the second stage, cross-correlation of the enveloped correlogram from the first stage was carried out
to obtain coefficients for each AE signal with respect to various crack depths. High levels of correlation were calculated for a 2.625 mm crack depth immediately before large reduction of the resonance frequency occurred which implies fast crack propagation. This is consistent with the negative $\alpha$ values obtained. The opposite trend was observed for 0.75 mm crack depth where low levels of correlations were obtained. In contrast, high level of correlation for the 0.75 mm crack depth was calculated for positive $\alpha$ values. This method is considered novel for the assessment of crack extension or severity of damage under Level 3. The method is however valid for thin plates where Lamb waves exist, and the crack is assumed to propagate through thickness under mode I. In short, the outputs from the current research provided various opportunities to be applied in industry by using Acoustic Emission monitoring.

### 6.2 Contributions

The main contributions from this research are as follows:

1) A novel technique was developed to measure the uncertainties associated with source localization. An effective coefficient (EC) was proposed which evaluates similarity of AE signals using cross-correlation technique. The most likely EC values were determined using Bayesian estimation having as prior information the artificial signals of cracks. This technique is useful for acoustic emission in the event of large error of source localization.
2) The use of an asymmetric sensor arrangement allowing limitation of arrival time for source localization that can be segregated around the weld regions. The AE sensors set up is useful in monitoring vibration problem since the high levels of acceleration for pipes during vibrations can make different areas difficult to access for measurements, creating problems for sensor attachment and personnel safety. Therefore the proposed methods used in this research can be used in real application to assess the condition of the welds subjected to any type of damage not limited to fatigue cracks.
3) A novel method was developed to assess damage severity for plate analysis. A damage sensitive feature $\alpha$ was proposed which manipulates symmetry $S_{0}$ and asymmetry $\mathrm{A}_{0}$ modes of Lamb waves. This feature is basically a parameter less than unity which decreases as crack depth increases. Negative $\alpha$ means the crack has propagated over $90 \%$ thickness. The feature was validated numerically.
4) A non-standard vibration-induced fatigue test for simple plate geometry was designed using both experimental testing and numerical simulations. The methodology allowed to reduce noise level below 40 dB , which is crucial in wave mode identification. The setup can be used to study Acoustic Emission signals generated in the early stage of damage such as dislocation of slip bands prior to micro/macro fracture or crack initiation.
5) The accuracy of source localization using a Single Sensor Modal Analysis Localization (SSMAL) was improved using a cross-correlation methodology with Gaussian modulated cosine signals. The dispersion of $\mathrm{A}_{0}$ was reduced using signal enveloping. This method eliminates for this specific study, the error of the calculated time difference between the $\mathrm{S}_{0}$ and $\mathrm{A}_{0}$
6) A methodology to carry out acoustic emission monitoring for resonance fatigue test of a large pipe in extreme environment was reported. This includes system and instrumentation setups.
7) The importance of Rayleigh waves in thick pipe and their significance in source localization using high threshold setting was demonstrated.
8) Wave propagation analysis in finite element using node release method to allow crack extension through thickness in pre-stressed structure was reported. The signals obtained has been successfully correlated with the actual signals of cracks

A number of papers have been published from the outputs of the present research;

1) Shamsudin, M. F., Mares, C., Johnston, C., Edwards, G., \& Gan, T. -H. Vibration and Acoustic Emission Monitoring of a Girth Weld during a Resonance Fatigue Test. In 24th International Congress on Sound and Vibration 23-27 July, 2017. London
2) Shamsudin, M. F., Mares, C., Gan, T. -H., \& Edwards, G. (2017). Bayesian Estimation for Crack Monitoring of a Resonant Pipe using Acoustic Emission Method. In International Conference on Structural Engineering Dynamics. Ericeira, Portugal
3) Shamsudin, M. F., Mares, C., Gan, T. -H., \& Edwards, G. The Application of Bayesian Estimation for Structural Health Monitoring of Fatigue Crack in a Welded Steel Pipe. Journal of Mechanical System and Signal Processing(accepted)

### 6.3 Recommendation for Future Works

A number of future steps such as improvement of the current acoustic emission monitoring setup for the resonance fatigue test can be done. It is learnt that high acceleration vibration caused problems to mount AE sensors. One of the solutions is to design a dedicated sensor mount so that the sensors can be placed close to the weld. The mount has to be fixed directly to the pipe to avoid displacement of sensors during fatigue test. This arrangement is expected to improve cross-correlation of signals and hence higher EC values related to cracks occurrence could be obtained. This allows different parameters derivable from signals that are associated with different types of damages and noises. Multiple Bayesian models can be used to predict these parameters. Therefore model selection of different scenarios can be studied such as using such Bayesian Model Averaging (BMA) to select the best model for a particular dataset. The advantage of having multiple models is that it can provide adequate description of distribution of the observed data. The analysis of EC is useful to measure the uncertainties associated with source localization. This parameter can be used as an additional feature to quantify the uncertainty of the located events in conjunction with the standard AE features. In another separate study, wave mode identification using cross-correlation with Gaussian modulated cosine signals was proven useful for thin plates damage detection. This method can also be applied to analyze wave propagation on thick pipe. However to clearly identify the fundamental waves in any thick structure, low resonant frequency sensors are required. This increases complexity of continuous monitoring in extreme test
condition; low frequency noises from the surrounding will be recorded as well, which may result in large data and hence requiring in-depth analysis. The non-standard experimental setup using elastodynamic shaker shows a promising avenue for early stage of fatigue damage identification. It was noted that the study related to the movement of slip bands and dislocation in fatigue receive less attention due to noise from surroundings. Using the current setup, the noise could be reduced to as low as 30 dB during fatigue testing. The analysis of damage sensitive feature of various crack depths was shown to be useful for the damage detection analysis. The study can be extended using regression or classification of the calculated coefficients/features and establish the threshold for damage detection. One of the advantage of using regression and classification for the current experiment is that the training data is already available. The test could be repeated for different crack modes and validated with correlated finite element models. A fusion of information can be made with vibration data such that as using the rate of natural frequency change over time with the rate of change of proposed features. This provides multitudes of information to better characterize the damage mechanisms if random vibrations are studied.
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## APPENDIX A

## EQUIPMENT AND SENSORS

## A. 1 AE Sensors

## A.1.1 NANO30

The AE sensor of NANO30 is manufactured by Physical Acoustics Corporation (PAC). The sensitivity curves of the sensor are given in A. 1 and the details of the sensor specifications are given in Table A. 1 [152].


Figure A. 1 shows NANO30 sensitivity curves [152]

| Peak Sensitivity, Ref $V / \mathrm{ms}^{-1}(d B)$ | 62 |
| :--- | :--- |
| Peak Sensitivity, Ref $V / \mu b a r(d B)$ | -72 |
| Resonance Frequency $V / \mathrm{ms}^{-1}(\mathrm{KHz})$ | 140 |
| Resonance Frequency $V / \mu b a r(\mathrm{KHz})$ | 300 |
| Freq. Range $(\mathrm{KHz})$ | $125-750$ |

Table A. 1 NANO30 sensor specifications

## A.1.2 VS900-RIC

The VS900-RIC sensor is manufactured by Vallen Systeme. The sensitivity curves of the sensor are given in Figure A. 2 and the details of the sensor specifications are given in Table A. 2 [100].


Figure A. 2 show the VS900-RIC sensitivity curves [100]

Peak Sensitivity, Ref $V / \mu b a r(d B) \quad-28$
Resonance Frequency $V / \mu b a r(K H z) \quad 350$
Freq. Range $(\mathrm{KHz}) \quad 100-900$
Weight
Table A. 2 VS900-RIC sensor specifications

## A. 2 AcCelerometers

## A.2.1 66212ANZ1

The 66212ANZ1 is manufactured by IMISENSORS. The specifications of the sensors are given in Table A.3.

| Sensitivity $\pm 20 \%\left(\mathrm{mV} / \mathrm{ms}^{-2}\right)$ | 1.02 |
| :--- | :--- |
| Measurement Range $\left(\mathrm{ms}^{-2}\right)$ | $\pm 490$ |

Frequency Range $\pm 30 \mathrm{~dB}(\mathrm{~Hz}) \quad 0.5$ to 10,000

Resonant Frequency $(\mathrm{KHz}) \quad 25$
Table A. 3 66212ANZ1 accelerometer specifications [153]

## A. 3 Impact Hammer

## A.3.1 086C03

The transient load is excited by an impact hammer manufactured by PCB PIEZOTRONICS. The specification is given in Table A. 4 and the sensitivity curves is shown in Figure A.3.

Sensitivity $\pm 15 \%(\mathrm{mV} / \mathrm{N}) \quad 2.25$
Measurement Range ( $N$ ) $\pm 2224 N$ pk
Resonant Frequency ( $\mathrm{KHz} \mathrm{)}$
22
Table A. 4 Impact hammer specification


Figure A. 3 Impact hammer sensitivity curves [154]


[^0]:    ${ }^{1}$ Smart system refers to a device or an array of devices that can sense changes in its environment and makes an optimal response.

[^1]:    ${ }^{2}$ Posterior is a predictive distribution to account for the unobserved observations

[^2]:    ${ }^{3}$ Hydrostatic test involves pressurizing the pressure boundary equipment to a point greater than the maximum operating pressure. The pressure is then observed for several hours to determine if any leaks are present. Because a hydrostatic test could potentially cause a leak or rupture, all the hazardous materials in the pipeline must be replaced with water to prevent environmental damage

[^3]:    4 "Passive" refers to the signals generated within the material whereas "active" receives the reflection of the emitted signals by the NDT instrument itself
    ${ }^{5}$ Kaiser effect i.e. no signals will be generated upon the second loading until the previous maximum load is exceeded

[^4]:    ${ }^{6}$ A voltage controlled gate to count emissions only at the requisite part of the cycle

[^5]:    ${ }^{7}$ Damage prognosis uses combination of information from the system's original, past, current, and anticipated future environmental and operational conditions to estimate the remaining useful life of the system

[^6]:    ${ }^{8} \mathrm{Hsu}$-Nielsen (H-N) is referred to the pencil lead breakage for artificial acoustic emission source

[^7]:    ${ }^{9}$ The reference state here means spatial coordinates or volume of infinitesimal cube of elastic solid before deformation

[^8]:    ${ }^{10} \mathrm{~A}$ mathematical definition for wavelets coefficients.
    ${ }^{11}$ The wavelet functions must satisfy the orthogonality.

[^9]:    ${ }^{12}$ Stress near the crack tip tend to increase with finer mesh in FEA.

