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a b s t r a c t

We present a quadratic programming problem arising from the p-version for a finite
element method with an obstacle condition prescribed in Gauss–Lobatto points. We show
convergence of the approximate solution to the exact solution in the energy norm. We
show an a-priori error estimate and derive an a-posteriori error estimate based on bubble
functionswhich is used in an adaptive p-version. Numerical examples show the superiority
of the p-version compared with the h-version.
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1. Introduction

Wepresent a quadratic programming problem arising from a p-version finite element scheme for variational inequalities
applied to a one-dimensional model problem, where we extend the approach in [10]. We approximate the solution of a
continuous minimization problem (1) by a sequence of discrete quadratic programming problems (35), where we optimize
the size of the discrete quadratic programmingproblems, given by the degree vector p⃗ ∈ N|Th|, |Th| is the number of elements
in the mesh Th.

We show asymptotic upper bounds for theminimumof the discreteminimization functional J(v), see (35), depending on
the degree vector p⃗ ∈ N|Th|. First for a uniform degree distribution, see Theorem 2, and second for an adaptively generated
degree distribution, see Theorem 3.

Special care has to be taken to ensure that the discretization process is first convergent (see Theorem 1), but also efficient,
so that the evaluation of the minimization function is not too expensive. In this scheme the obstacle condition is satisfied
in the Gauss–Lobatto points leading to a non-conforming approximation of the convex subset representing the obstacle
condition. We prove convergence of the approximate solution to the exact solution of the obstacle problem in the energy
norm. For a smooth obstacle our a-priori estimate shows convergence with the rate O(p−1/2) which we believe to be
suboptimal. Our proof is based on an abstract error estimate for variational inequalities in [7], which has been applied
before only to the h-version with low-order elements (cf. [7,8]). The restriction to the one-dimensional case is for ease
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of presentation. The given scheme and the analysis of the a-priori error estimate can be extended straight forwardly to
corresponding obstacle problems for second order strongly elliptic or monotone non-linear differential operators in higher
dimensions [11], as well as for boundary element methods, see e.g. [13,14].

An alternative to the standard continuous Galerkin method applied here, is the Mortar method, which also leads to
consistent discretization schemes for contact problems, see [16].

We present an a-posteriori error estimate based on hierarchical bases for an enriched space of piecewise polynomials of
degree p + 1. Our estimator is based on the stability of the additive Schwarz operator for a two-level decomposition using
anti-derivatives of Legendre polynomials.We use this error estimator in an adaptive schemewhich increases the polynomial
degree of the trial space locally in some subintervals.

Our numerical experiments underline our theory and show better results for the p-version than for the h-version.
Contrary to the suboptimal a-priori estimate we obtain for the p-version a higher numerical rate of convergence than for
the h-version.

The paper is organized as follows: In Section 2 we show the convergence of the p-version for a one-dimensional model
contact problem. Herewemake use of thework by Bernardi, Maday about interpolation in Sobolev spaces and by Glowinski,
Lions, Trémolières about variational inequalities. The a-posteriori error estimator and the adaptive scheme are given in
Section 3. In Section 4 we comment on the implementation issues of the p-version and present numerical experiments. We
also compare the p-version with the h-version.

2. Convergence of the p-version

Let V := H1
0 (I) = {v ∈ H1(I), v(±1) = 0}, I := (−1, 1). Let f ∈ V ′

= H−1(I). Bilinear form and linear form are defined
as

a(u, v) :=


I
u′v′ dx , L(v) := ⟨f , v⟩ ∀u, v ∈ V .

Furthermore, let ψ ∈ H1(I) ∩ C0(I) be an obstacle function with ψ(±1) ≤ 0, and let K be defined by

K := {v ∈ H1
0 (I) | v ≥ ψ a.e. on I}.

Then the obstacle problem reads:

u = argmin
v∈K

J(v), J(v) :=
1
2
a(v, v)− L(v), (1)

or equivalently, find u ∈ K such that

a(u, v − u) ≥ L(v − u) ∀v ∈ K . (2)

Since K is a closed convex nonempty subset of V (cf. [8, Proof of Theorem II.2.1]) it is known from [8, Theorem I.3.1] that
there exists a unique solution u of (2).

Next we introduce an approximation of (2) by the p version FEM:
Let Th be a finite set of intervals e ⊂ I with I =


e∈Th

e,
◦

e1 ∩
◦

e2 = ∅∀e1, e2 ∈ Th with e1 ≠ e2. Set h := maxe∈Th |e|.
The space V can be approximated by the following p version FE space:

Vp⃗ := V Th
p⃗ := {w ∈ C0(I) |w(±1) = 0 and w|e ∈ Ppe(e), ∀ e ∈ Th} (3)

using the degree vector p⃗ ∈ N|Th|, with the number of elements |Th. In the following we investigate first a uniform degree
distribution, indicated by Vp, i.e. pe = p, ∀ e ∈ Th.

The continuous minimization problem in general cannot be solved exactly. Therefore it can and has to be replaced by
a sequence of discrete minimization problems (arising here from FEM), which depend on the choice of a mesh Th and a
polynomial degree vector p⃗. The size of the discrete problem is given by N =


e∈Th

(pe + 1). Our goal here is to minimize
the problem size, by keeping the mesh fixed and choosing an quasi-optimal degree distribution. First, we investigate the
approximation quality for a uniform degree distribution, and later we suggest an additive scheme, which allows for a quasi-
optimal choice of polynomial degrees.

For the approximation of K we introduce the following notations: On the interval I we choose p+1Gauss–Lobatto points,
i.e. the points ξ p+1

j , 0 ≤ j ≤ p, that are the zeros of (1 − ξ 2)L′
p(ξ), where Lp denotes the Legendre polynomial of degree p.

For these points it is known (cf. [4, Proposition 2.2, (2.3)]) that there exist positive weight factors ρp+1
j such that

∀φ ∈ P2p−1(I) :

p
j=0

φ(ξj)ρ
p+1
j =


I
φ(ζ ) dζ . (4)

With the affine linear transformation Qe : I → e = [a, b] given by

Qe(ζ ) :=
a+b
2 +

b−a
2 ζ (5)
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we define the sets of points

Ge,p := {Qe(ξ
p+1
j ) | 0 ≤ j ≤ p},

Gp :=


e∈Th

Ge,p.

Based on these modified sets of Gauss–Lobatto points the interpolation operator ie,p : C0(e) → Pp(e) is given by

(ie,pψ)(Qe(ξ
p+1
j )) = ψ(Qe(ξ

p+1
j )), 0 ≤ j ≤ p

and the global interpolation operator iTh,p : C0(I) → PTh,p(I) by

iTh,pψ =


e∈Th

χe ie,pψ|e, ψ ∈ C0(I). (6)

Here, χe denotes the characteristic function of e. For the approximation of K we denote the following subset of Vp:

Kp := {w ∈ Vp |w(xk) ≥ ψ(xk), xk ∈ Gp}. (7)

Proposition 1. Kp is a closed convex subset of Vp.

Proof. The convexity of Kp is trivial. Let vn → v strongly in H1
0 (I), where vn ∈ Kp and v ∈ H1

0 (I). With vn(xk) ≥ ψ(xk) ∀xk ∈

Gp, there follows v(xk) ≥ ψ(xk) ∀xk ∈ Gp and therefore v ∈ Kp.

The discrete problem reads:
Find up ∈ Kp such that

a(up, vp − up) ≥ L(vp − up) ∀vp ∈ Kp. (8)

From [8, Theorem I.3.1] it follows that (8) has a unique solution. Here, it is worthwhile to note that we have Vp ⊂ V but we
do not have Kp ⊂ K , which means that we have to deal with non-conform approximation sets.

The convergence of the solution up of the discrete approximation problem (8) towards the solution u of (2) is stated in
the following theorem:

Theorem 1. Let ψ ∈ C0(I) ∩ H1(I) and ψ ≤ 0 in a neighborhood of −1 and 1. With the above assumptions on K and Kp, there
holds limp→∞ ∥up − u∥H1(I) = 0 with up the solution of (8) and u the solution of (2).

Proof. The bilinear form a(·, ·) is positive definite on V and Vp. Thus, it suffices due to Theorem [8, Theorem I.5.2] to prove
the following hypotheses:

H1 If (vp)p is such that vp ∈ Kp,∀p and converges weakly to v as p → ∞, then v ∈ K .
H2 There exists a dense subset χ of K and a family of mappings rp : χ → Kp such that limp→∞ rpv = v strongly in V for all

v ∈ χ .

H1 is shown in Lemma 1, H2 in Lemma 2.

Lemma 1. If the sequence (vp)p with vp ∈ Kp converges weakly to v for p → ∞ then v ∈ K .

Proof. Consider φ ∈ C0(I) with φ ≥ 0. For e ∈ Th we approximate φ by a combination of Bernstein polynomials on the
intervals e ∈ Th, i.e.

φe,p(x) := Be,pφ(x) :=

p
k=0

p
k

 x − a
b − a

k  b − x
b − a

p−k

φ|e


a +

k
p
(b − a)


and

φp :=


e∈Th

χe φe,p(x).

Since the Bernstein operators Be,p are monotone we have φp ≥ 0 and with [5, Theorem 2.3]

lim
p→∞

∥φ − φp∥L∞(I) = 0. (9)

For the obstacle function ψ we define the interpolate ψp := iTh,pψ . By [4, Theorem 4.2] we know

lim
p→∞

∥ψ − ψp∥L2(I) = 0.

Now, let the sequence (vp)p, vp ∈ Kp converge weakly to v.
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Using (9) and φ ∈ L∞(I) = (L1(I))′, we obtain that

lim
p→∞


I
(vp − ψp)φp−1 dx =


I
(v − ψ)φ dx .

With Rellich’s embedding theorem (cf. [1, A 5.1]) there follows

lim
p→∞

vp = v strongly in L2(I).

Note, that since V is closed and convex it is weakly closed, i.e. v ∈ V (cf. [1, 5.10]). Thus, it suffices to show that v ≥ ψ
almost everywhere.

With (4) and the definition of ψp we get for all e ∈ Th
e
(vp − ψp)φp−1 dx =

|e|
2

p
j=0

[(vp − ψp)φp−1](Qe(ξ
p+1
j )) ρ

p+1
j ≥ 0. (10)

The inequality follows since φp−1(x) ≥ 0 for all x ∈ I and (vp − ψp)(xj) ≥ 0 for all 0 ≤ j ≤ p due to the definition of Kp.
Furthermore it is known that the weights ρj, 0 ≤ j ≤ p, of the Gauss–Lobatto quadrature formula are positive.

Combining (9) and (10) we obtain that for all φ ∈ C0(I)with φ ≥ 0
e
(v − ψ)φ dx ≥ 0 ∀e ∈ Th,

hence v ≥ ψ almost everywhere on I , i.e. v ∈ K .

Lemma 2. Assuming ψ as in Theorem 1 there exists a dense subset χ of K and a sequence of mappings rp : χ → Kp such that
limp→∞ rpv = v strongly in V for all v ∈ χ .

Proof. Consider χ := C∞

0 (I) ∩ K and rp : H1
0 (I) ∩ C0(I) → Vp defined by

rpv := iTh,pv. (11)

As shown in [4, Theorem 4.5] there exists a constant C independent of v and p such that

∥rpv − v∥H1(I) ≤ Cp−1
∥v∥H2(I) ∀v ∈ H1

0 (I) ∩ H2(I)

and thus for all v ∈ χ . With (11) it is obvious that rpv ∈ Kp for all v ∈ χ . Thus the assertion of the lemma is fulfilled if
χ = K . This follows with [8, Lemma II.2.4] if ψ ≤ 0 in a neighborhood of −1 and 1.

With Theorem 1 the convergence of the p-version is proved without convergence rate.
If we assume higher regularity of the solution u and of the obstacle ψ , i.e. u ∈ H2

0 (I), ψ ∈ H2(I)we obtain the following
a priori error estimate which proposes a convergence rate of O(p−1/2). Note, that this assumption is quite natural since
a smooth obstacle ψ implies a smooth solution, i.e. u ∈ H2

0 (I) (cf. [9]). As the proof of Theorem 2 shows, the suboptimal
estimate results from our treatment of the term ∥v − up∥L2(I) in (14).

Theorem 2. Let u and up be the solutions of (2) and (8), respectively. Furthermore, suppose u ∈ H2
0 (I), ψ ∈ H2(I). Then there

exists a constant C > 0, independent of u and p, such that

∥u − up∥H1(I) ≤ Cp−1/2 
∥u∥H2(I) + ∥f ∥L2(I) + ∥ψ∥H2(I)


.

Proof. Denote by A : V → V ′ the linear map defined, for u ∈ V , by a(u, v) = ⟨Au, v⟩ ∀v ∈ V . Let C1 > 0 and C2 > 0 denote
the constants of the equivalence inequality

C1∥w∥
2
H1(I) ≤ a(w,w) ≤ C2∥w∥

2
H1(I) ∀w ∈ V .

Assuming that f − Au ∈ L2(I)we apply directly [7, Theorem 1] and obtain

∥u − up∥
2
H1(I) ≤

C2
2

C2
1
∥u − vp∥

2
H1(I) +

2
C1

∥f − Au∥L2(I)

∥u − vp∥L2(I) + ∥up − v∥L2(I)


∀v ∈ K and ∀vp ∈ Kp. (12)

Let vp := iTh,p u ∈ Kp the interpolate of u ∈ H2(I). With [4, Theorems 4.2 and 4.5] we have the following approximation
properties:

There exist constants C3, C4 > 0 independent of u and p such that

∥u − vp∥L2(I) ≤ C3 p−2
∥u∥H2(I)

and ∥u − vp∥H1(I) ≤ C4 p−1
∥u∥H2(I).

(13)
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We define the new function sup(f1, f2) by sup(f1, f2)(x) := sup(f1(x), f2(x)) a.e. Let v be defined by v = sup(up −ψp, 0)+ψ
and Φ by Φ := {x ∈ I : up(x) < ψp(x)}. up − ψp|e is a polynomial of degree p on for every element e ∈ Th. Therefore
up −ψp|e can change the sign at most p-times on e. Consequently,Φ is the union of a finite number of open subintervals and
sup(up −ψp, 0) is continuous and piecewise a polynomial of degree p, i.e. sup(up −ψp, 0) ∈ H1. Then we have v ∈ K ∩H1.

We canwrite v−up = sup(up−ψp, 0)+ψ−up = ψ−ψp+sup(up, ψp)−up. Due toup ∈ Kp wehave iTh,p sup(up, ψp) = up
and therefore with [4, Theorem 4.2] that

∥v − up∥L2(I) ≤ ∥ψ − ψp∥L2(I) + ∥ sup(up, ψp)− up∥L2(I) (14)

≤ C3 p−1
∥ψ∥H1(I) + C3 p−1

∥ sup(up, ψp)∥H1(I). (15)

Using Theorem 1, we know that there exists a C5 independent of p such that

∥ sup(up, ψp)∥
2
H1(I) = ∥up∥

2
H1(I\Φ) + ∥ψp∥

2
H1(Φ)

≤ C2
5


∥u∥2

H1(I) + ∥ψ∥
2
H1(I)


. (16)

Introducing the coincidence set Ψ := {x ∈ I : u(x) = ψ(x)}, we have

Au = f onΩ\Ψ

and Au = Aψ on Ψ

by [9, Theorem II.6.9].
It follows ∥Au∥2

L2(I)
= ∥f ∥2

L2(I\Ψ )
+ ∥Aψ∥

2
L2(Ψ )

≤ ∥f ∥2
L2(I)

+ ∥ψ∥
2
H2(I)

, and further

∥f − Au∥L2(I) ≤ 2∥f ∥L2(I) + ∥ψ∥H2(I).

Combining the error estimates for the interpolation (13), the consistency (16), and for ∥f − Au∥L2(I) with (12), this proves
the theorem if we define C as

C2
:=

C2
2C

2
4

C2
1

+
8C3(1 + C5)

C1
. (17)

3. A-posteriori error estimate for the p-version

We will extend the space Vp⃗ by bubble functions given on each element in Th.

Let Lj(t) be the Legendre polynomial of degree j and let ψj(x) :=


2j−1
2

 x
−1 Lj−1(t) dt (2 ≤ j), ψ0(x) :=

1−x
2 , ψ1(x) :=

1+x
2 . With the affine mapping Qe as in (5) we define the space

V̂e := span{ψe,pe+1} ∀e ∈ Th

where ψe,j := ψj(Q−1
e (x)).

Hence we obtain the following subspace decomposition

Vp⃗+1 := Vp⃗ ⊕ V̂p⃗ (18)

where

V̂p⃗ :=


e∈Th

V̂e, (19)

and p⃗ + 1 denotes the polynomial degree vector with (p + 1)e := pe + 1 for all e ∈ Th. Due to (7) the convex subset
Kp⃗+1 ⊂ Vp⃗+1 is given.

Let Pp⃗ : Vp⃗+1 → Vp⃗, Pp⃗,e : Vp⃗+1 → V̂e be the Galerkin projectionswith respect to the bilinear forms a(·, ·). For all u ∈ Vp⃗+1
we define Pp⃗ and Pp⃗,e by

a(Pp⃗u, v) = a(u, v) ∀v ∈ Vp⃗ (20)

a(Pp⃗,eu, v) = a(u, v) ∀v ∈ V̂e, e ∈ Th. (21)

Finally, we define the two-level Schwarz operator

P := Pp⃗ +


e∈Th

Pp⃗,e. (22)

We use the notation

∥ · ∥a := a(·, ·)1/2.

The following lemma states that the condition number of the operator P is independent of p⃗.
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Lemma 3. There holds

∥v∥2
a = ∥Pp⃗v∥2

a +


e∈Th

∥Pp⃗,ev∥2
a ∀v ∈ Vp⃗+1 (23)

independent of p⃗ and Th.

Proof. For e, e′
∈ T with e ∩ e′

= ∅ there holds

a(ve, ve′) = 0 ∀ve ∈ V̂e, ve′ ∈ V̂e′ (24)

due to the disjointed support of e and e′.
For all e ∈ Th there holds

a(ve, vp) = 0 ∀vp ∈ Vp⃗, ve ∈ V̂e. (25)

This follows, because due to the definition of Vp⃗ the derivative of vp|e(x) is a polynomial of degree pe − 1 and the derivative
of ve(x) is the affine image of a Legendre polynomial of degree pe, therefore the orthogonality property of the Legendre
polynomials leads to

a(ve, vp) =


I
v′

e(x)v
′

p(x) dx =


e
v′

e(x)v
′

p|e(x) dx = 0.

Let v = vp+


e ve with vp ∈ Vp, ve ∈ V̂e for all e ∈ Th. Due to the definition of theGalerkin projections and the orthogonality
relations we have

a(v, v) = a(v, vp)+


e∈Th

a(v, ve)

= a(Ppv, vp)+


e∈Th

a(Pev, ve)

= a(Ppv, v)+


e∈Th

a(Pev, v)

= a(Ppv, Ppv)+


e∈Th

a(Pev, Pev).

Let u be the solution of the variational inequality (2) and let up⃗ ∈ Vp⃗ be the solution of the corresponding discrete problem
(8).

We assume the following saturation condition (see, e.g. [2,3]):

Assumption 1. There exist a parameter 0 ≤ κ < 1 such that for all discrete spaces:

∥u − up⃗+1∥a ≤ κ∥u − up⃗∥a.

Theorem 3. Assume that Assumption 1 holds. Then, there are constants ζ1, ζ2 > 0 such that

ζ1


Θ2

p⃗ +


e∈Th

Θ2
p⃗,e

1/2

≤ ∥u − up⃗∥a ≤ ζ2


Θ2

p⃗ +


e∈Th

Θ2
p⃗,e

1/2

(26)

where

Θp⃗ := ∥Pp⃗ep⃗+1∥a (27)

Θp⃗,e := ∥Peep⃗+1∥a =
|a(ep⃗+1, ψe,pe+1)|

∥ψe,pe+1∥a
(28)

and ep⃗+1 ∈ Kp⃗+1 − up⃗ is the solution of the variational inequality

a(ep⃗+1, v − ep⃗+1) ≥ L(v − ep⃗+1)− a(up⃗; v − ep⃗+1) ∀v ∈ Kp⃗+1 − up⃗ (29)

with Kp⃗+1 − up⃗ := {v − up⃗ | v ∈ Kp⃗+1}.
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Proof. The defect ep⃗+1 := up⃗+1 − up⃗ ∈ Kp⃗+1 − up⃗ of the solution to

a(up⃗+1; v − up⃗+1) ≥ L(v − up⃗+1) ∀v ∈ Kp⃗+1 (30)

is given by the solution of

a(ep⃗+1; v − ep⃗+1) ≥ L(v − ep⃗+1)− a(up⃗; v − ep⃗+1) ∀v ∈ Kp⃗+1 − up⃗. (31)

(31) is solvable analogously to (8) with the shifted obstacle function ψ − up⃗.
We can apply Lemma 3 to obtain

∥ep⃗+1∥
2
a = ∥Pp⃗ep⃗+1∥

2
a +


e∈Th

∥Peep⃗+1∥
2
a. (32)

Applying the saturation Assumption 1 we obtain

(1 − κ)∥u − up⃗∥a ≤ ∥up⃗+1 − up⃗∥a = ∥ep⃗+1∥a ≤ (1 + κ)∥u − up⃗∥a.

Combining this with (32) we obtain the assertion of this theorem with the constants

ζ1 =
1

1 + κ
and ζ2 =

1
1 − κ

. (33)

The coarse grid error estimatorΘ2
p⃗ = ∥Pp⃗ep⃗+1∥

2
a has to be computed by solving explicitly the linear system

a(Ppep+1, v) = a(ep+1, v) ∀v ∈ Vp⃗

to obtain Ppep+1 ∈ Vp⃗.
The fine grid error estimatorsΘp⃗,e ∈ V̂e have to be computed by solving the one dimensional linear systems (21), i.e. for

all e ∈ Th we have to solve

a(Pp⃗,eep⃗+1, v) = a(ep⃗+1, v) ∀v ∈ V̂e.

Due to Pp⃗,eep⃗+1 ∈ V̂e we have Pp⃗,eep⃗+1 = µeψe,pe+1 and therefore

a(Pp⃗,eep⃗+1, ψe,pe+1) = µea(ψe,pe+1, ψe,pe+1) = a(ep⃗+1, ψe,pe+1),

i.e. µe =
a(ep⃗+1,ψe,pe+1)

a(ψe,pe+1,ψe,pe+1)
and

Θ2
p⃗ = a(Pp⃗ep⃗+1, Pp⃗ep⃗+1) = a(Pp⃗ep⃗+1, ep⃗+1) =

a2(ep⃗+1, ψe,pe+1)

a(ψe,pe+1, ψe,pe+1)
.

Remark 1. We have to compute the solution of (29) explicitly, because (29) is a variational inequality. The solutions of
variational inequalities do not have the orthogonality property of the Galerkin solution of a usual variational formulation.
In case of a standard Galerkin solution the coarse grid error estimator is vanishing due to the Galerkin orthogonality.

Adaptive algorithm for the p-version: In this section we formulate an adaptive algorithmwhich uses the error indicators from
Theorem 3 to generate a sequence of locally enriched spaces.

We estimate the global error by

ηp⃗ :=


Θ2

p⃗ +


e∈Th

Θ2
p⃗,e

1/2

. (34)

Algorithm 1. Let the parameters ϵ > 0, 0 < δ < 1 and an subdivision Th of I and an initial polynomial degree vector p⃗0 be
given. With V(p⃗)0 we denote the initial test and trial space.

For k = 0, 1, 2, . . .

1. Compute the solution u(p⃗)k ∈ K(p⃗)k ⊂ V(p⃗)k of (8).
2. Solve the defect problem (29) for ep⃗+1.
3. Compute the error indicatorΘp⃗.
4. Compute the local error indicatorΘp⃗,e for each e ∈ Th.
5. Compute the global error estimate ηp⃗. Stop if ηp⃗ < ϵ.
6. DetermineΘp⃗,e′ such that card({e ∈ Th : Θp⃗,e < Θp⃗,e′}) = ⌊δcard(Th)⌋.
7. p-adaption step. If Θp⃗,e ≥ Θp⃗,e′ , increase the polynomial degree on e ∈ Th by 1. This defines an enlarged space

V(p⃗)k+1 ⊃ V(p⃗)k . Goto 1.
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Table 1
Convergence of the h-version.

i Ni ∥u−ui∥H1(I) αi Ci #It CPU (s)

1 15 7.22 · 10−2 – – 17 0.00
2 31 3.60 · 10−2 0.96 0.96 33 0.00
3 63 1.80 · 10−2 0.98 1.04 85 0.01
4 127 9.02 · 10−3 0.99 1.09 201 0.02
5 255 4.51 · 10−3 0.99 1.11 472 0.01
6 511 2.25 · 10−3 1.00 1.13 835 0.02
7 1023 1.12 · 10−3 1.00 1.14 4401 0.16
8 2047 5.63 · 10−4 1.00 1.15 8219 0.53
9 4095 2.82 · 10−4 1.00 1.15 23348 2.93

10 8191 1.41 · 10−4 1.00 1.15 59329 14.14
11 16383 7.05 · 10−5 1.00 1.15 141182 65.25

4. Implementation and numerical experiments

For the implementation we define a basis B of Vp by the Lagrange interpolation polynomials λe,j on the intervals e ∈ Th

corresponding to the Gauss–Lobatto points Qe(ξ
p+1
j ), 0 ≤ j ≤ p. Defining

λ̃
p
i (ξ) :=


0≤k≤p, k≠i

ξ − ξk

ξi − ξk
∀0 ≤ k ≤ p

where ξk denote the Gauss–Lobatto points on I we have λ̃pi (ξj) = δij. Thus with λe,i(x) = λ̃
p
i (Q

−1
e (x)),∀x ∈ e, and

λe,i(x) ≡ 0,∀x ∈ I\e, we can rewrite Kp of (7):

Kp =


e∈Th


0≤i≤p

we,iλe,i |we,i ≥ ψ(Qe(ξi)), ∀e ∈ Th, 0 ≤ i ≤ p


.

Introducing a global counting for the pairs (e, i) such that B = {λj |1 ≤ k ≤ N},N := dim B andψj := ψ(Qe(ξi)) the discrete
problem (8) can be rewritten as a matrix inequality:

Find u ∈ K p such that

(vT − uT ) A u ≥ (vT − uT ) f , ∀v ∈ K p

where K p, A, f are defined by K p := {w ∈ RN
|wj ≥ ψj, 1 ≤ j ≤ N}, f := (L(λj))1≤j≤N , and A := (a(λj, λi))1≤i≤N, 1≤j≤N . This

is equivalent to the quadratic programming problem

u = argmin
v∈Kp

J(v), J(v) :=
1
2
vT A v − vT f . (35)

This problem of minimizing a convex quadratic form subject to upper or lower bounds on the variables can be solved by
relaxation methods (cf. [8, Chapter V]) or a generalized conjugate gradient algorithm (cf. [15]), known as Polyak algorithm.
A more modern and also more efficient alternative is the MPRGP-algorithm found in [6].

The matrix inequalities of the following example were solved by the Polyak algorithm. As initial values for the iteration
process we prolongated the known solution up ∈ Vp into up′ ∈ Vp′ , p′ > p, via basis transformation. The prolongation
decreases the time for computation significantly and leads to stable solutions up′ in spite of the high condition number of
the matrix A.

Example. With ψ = |x| − 1, x ∈ I, f ≡ 2 the exact solution of (2) is given by (cf. [8, Section II 3.3.2])

u =


−x − 1 for x ≤ −

1
2

x − 1 for x ≥
1
2

x2 −
3
4 else.

Firstwe compute the discrete solution of (8) via the h-version. In Table 1we list the computed values for the experimental
convergence rate

α1
i := −

log

∥u − ui∥H1(I) / ∥u − ui−1∥H1(I)


log

Ni /Ni−1

 and C1
i := N−αi

i · ∥u − ui∥H1(I);
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Table 2
Convergence of the p-version, h = 2/5.

p Np ∥u − up∥H1(I) αi p Np ∥u − up∥H1(I) αi

2 9 5.2701 · 10−2 4 19 8.1986 · 10−3

5 24 1.0758 · 10−2
−1.734 7 34 3.8914 · 10−3

−1.331
8 39 5.2139 · 10−3

−1.541 10 49 2.3912 · 10−3
−1.365

11 54 3.2205 · 10−3
−1.513 13 64 1.6640 · 10−3

−1.381
14 69 2.2411 · 10−3

−1.503 16 79 1.2474 · 10−3
−1.388

17 74 1.6752 · 10−3
−1.499 19 94 9.8273 · 10−4

−1.387
20 99 1.3137 · 10−3

−1.496 22 109 8.0246 · 10−4
−1.382

23 114 1.0662 · 10−3
−1.493 25 124 6.7324 · 10−4

−1.373
26 129 8.8824 · 10−4

−1.490 28 139 5.7694 · 10−4
−1.362

29 144 7.5517 · 10−4
−1.486 31 154 5.0294 · 10−4

−1.348
32 159 6.5270 · 10−4

−1.481 34 169 4.4463 · 10−4
−1.333

35 174 5.7187 · 10−4
−1.475 37 184 3.9774 · 10−4

−1.318
38 189 5.0685 · 10−4

−1.468 40 199 3.5936 · 10−4
−1.301

41 204 4.5370 · 10−4
−1.458 43 214 3.2747 · 10−4

−1.284
44 219 4.0966 · 10−4

−1.446 46 229 3.0063 · 10−4
−1.268

47 234 3.7276 · 10−4
−1.431 49 244 2.7777 · 10−4

−1.251

 

Fig. 1. Convergence of the h-version and of the p-version for different mesh parameters h.

we also give the total iteration number ‘#It’ for the Polyak algorithm and the cpu-time ‘CPU(s)’ for the solver. The stopping
criterion for the iterative solver was ∥xk+1

− xk∥2 ≤ 10−10
∥xk∥2.

For the p-version we define Th := { ]−1 + (i − 1)h,−1 + ih[, | 1 ≤ i ≤ 2/h}. The errors and the experimental conver-
gence rate for h := 2/5 are listed in Table 2, in the left part p runs from 2 up to 47 with step width 3, and in the right part
p runs from 4 up to 49 with step width 3. Fig. 1 shows the results for h := 2/3, 2/5, 2/7 with p up to 63. The oscillating
errors of Fig. 1 are due to the non-conformities Kp+1 ⊈ Kp ⊈ K . Thus, we do not obtain a strict convergence in the sense
of ∥u − up+1∥H1(I) < ∥u − up∥H1(I), but we observe a 3-step structure, see Table 2, where we can compute a numerical
convergence rate. Nevertheless, Table 2 and Fig. 1 confirm

∥u − uN(h,p)∥H1(I) < 0.7N(h, p)−5/4
≤ O(p−5/4)

for different mesh parameters h and a better convergence rate than in the case of the h-version concerning the number of
unknowns N(h, 1) and N(h, p), respectively.

Due to our discrete formulation our basis functions are necessarily Lagrange polynomials in Gauss–Lobatto points. In
Table 3 we give the extreme eigenvalues and condition numbers for the resulting stiffness matrix of the p-version with
h = 2/5. The condition number grows κ(A) ∼ O(p5/2).

The computations have been performed with the research framework Maiprogs [12] using a Intel i7-3820QM machine
with 2.70 GHz, 4 cores and 16 GB main memory.
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Table 3
Eigenvalues λmin, λmax and condition number κ of the p-version, h = 2/5.

p Np λmin λmax κ p Np λmin λmax κ

2 9 0.49242 25.85 5.250 · 101 4 19 0.24639 70.58 2.864 · 102

5 24 0.19710 97.54 4.948 · 102 7 34 0.14076 173.4 1.232 · 103

8 39 0.12315 221.4 1.798 · 103 10 49 0.09851 333.4 3.384 · 103

11 54 0.08955 398.5 4.450 · 103 13 64 0.07577 546.6 7.214 · 103

14 69 0.07036 629.6 8.949 · 103 16 79 0.06156 813.5 1.322 · 104

17 84 0.05794 914.4 1.578 · 104 19 94 0.05183 1134.0 2.188 · 104

20 99 0.04924 1252.0 2.544 · 104 22 109 0.04476 1507.0 3.368 · 104

23 114 0.04282 1644.0 3.840 · 104 25 124 0.03939 1935.0 4.913 · 104

26 129 0.03788 2089.0 5.517 · 104 28 139 0.03517 2416.0 6.869 · 104

29 144 0.03396 2588.0 7.622 · 104 31 154 0.03176 2950.0 9.287 · 104

32 159 0.03077 3140.0 1.020 · 105 34 169 0.02896 3538.0 1.222 · 105

35 174 0.02813 3746.0 1.331 · 105 37 184 0.02661 4179.0 1.570 · 105

38 189 0.02591 4404.0 1.700 · 105 40 199 0.02462 4873.0 1.980 · 105

41 204 0.02401 5117.0 2.130 · 105 43 214 0.02290 5622.0 2.455 · 105

44 219 0.02238 5883.0 2.629 · 105 46 229 0.02140 6423.0 3.000 · 105

47 234 0.02095 6702.0 3.199 · 105 49 244 0.02009 7278.0 3.621 · 105
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