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Abstract

This paper presents an Adaptive Cross Approximation (ACA) accelerated Isogeometric Boundary Element Method

(IGBEM) using Non-Uniform Rational B-Splines (NURBS) as shape and interpolation functions. Provided that

NURBS are used in CAD programs to describe geometry, mesh generation in the IGBEM is no longer necessary.

For large and complex models the traditional BEM quickly becomes very time and memory consuming. In order to

overcome this problem, the use of ACA is considered in this paper. As the NURBS control points are typically lo-

cated outside the boundary, non-uniform boundary conditions cannot be applied at control points. So, a transformation

matrix is used to allow the application of boundary conditions at control points without losing accuracy and, with a

special approach, preserving the time and memory advantages of hierarchical matrices provided by the ACA. Two and

tree dimensional numerical examples are presented in order to assess the accuracy and feasibility of the method.
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1. Introduction

The predominant technology used by CAD packages in the representation of complex geometries is the rational non-

uniform B-spline (NURBS). This allows to accurately reproduce entities that would only be approximated by polyno-

mial functions, including circular conic sections. There is a vast literature dealing with different aspects of NURBS

(eg: [1], [2]), and decades of research have resulted in several efficient algorithms for rapid assessment and refinement.

The main concept presented in [3] is to use NURBS not only to represent the geometry, but also as a discretization tool

in the analysis, assigning the denomination of isogeometric analysis to this family of methods. Later, a book was pub-

lished [4], dedicated exclusively to isogeometric analysis using the finite element method (FEM). This type of analysis
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has already been applied in several areas, including solids mechanics, fluid mechanics and mechanical contact. The

idea of using CAD technologies in the FEM has already been discussed since [5] where B-splines are used as shape

functions in the FEM. In the BEM, a formulation using B-splines was presented initially in [6] and [7] but still without

concern for integration into CAD. This integration was later observed in [8] and [9].

Although more developed in the FEM context, the isogeometric concept is only really isogeometric in the BEM. In

CAD models only the surfaces are defined, and the interior of the solids are not explicitly modelled. However, in

FEM, since the domain definition is required for the analysis, an additional stage where CAD representations have to

be converted to solid models is required. Meanwhile, in BEM, only the boundary representation is needed, which is

completely defined by CAD.

In addition, the higher-order continuity of NURBS basis functions reduces the sparsity of the matrices in the FEM,

greatly increasing the computational cost of the method [10]. This effect is not observed in the BEM, since the matrices

generated are already full. Another disadvantage of the isogeometric FEM is that the Gauss quadrature is no longer

optimal since the integrand is no longer a simple polynomial. This behaviour is already observed even in the standard

BEM since the fundamental solution, which is part of the integrand, is not a polynomial.

The idea that the BEM is superior to domain methods since they reduce the size of the problem by discretizing only its

surface is somewhat simplistic. Matrices generated by the method are full, non-symmetric and have a high assembly

cost. Several techniques have been investigated in order to overcome these difficulties: wavelets [11], block-based

solvers [12, 13, 14] agglutination processes, and iterative techniques [15, 16]. A popular technique is the multipole

method [17, 18, 19, 20, 21, 22, 23, 24, 25]. The fast multipole method, in spite of making the BEM more efficient for

large scale problems, requires that a series expansion of the fundamental solution must first be known. All the terms

of the series, for a given precision, must be calculated beforehand and then integrated, which significantly alters the

standard BEM integration process. Another very popular technique is based on adaptive cross-approximation (ACA)

[26, 27, 28, 29]. This technique efficiently reduces the assembly time and storage cost of the BEM matrices without

altering the standard BEM integration process, provided it is an algebraic approach.

The ACA technique approximates the BEM dense matrices by hierarchical matrices, which allows a representation

with a much lower amount of data. This representation is based on a tree structure that describes a block partitioning of

the matrix. Each block contains a low rank approximation or the exact matrix itself. References [30, 31, 32] define the

arithmetic of hierarchical matrices including operations such as addition, multiplication, inversion and LU factorization

using the advantages obtained by low rank approximations.

To solve a system of linear equations with many degrees of freedom, iterative methods [33] should be applied in order

to achieve superior performance. Any of the classical methods, such as Jacobi, Gauss-Seidel, minimum residue (MIN-

RES), conjugate gradient, bi-stabilized conjugate gradient (BICGSTAB) or generalized minimum residue (GMRES),

2



has as its main cost the matrix-vector multiplication that is much more efficient when using hierarchical matrices. A

BEM code that uses ACA, hierarchical matrices and iterative techniques can greatly accelerate the time required by the

simulations.

The use of ACA to accelerate isogeometric BEM can be found in the literature (see, for example,[34]). However, this

previous work presents only the analysis of numerical problems where boundary conditions are uniform. On the other

hand, they do not present any special treatment to apply non-uniform boundary conditions. As it will be shown in this

paper, provided that boundary conditions in the isogeometric formulation are applied at control points, it is necessary

to use a technique to move boundary conditions from boundary points to control points. Otherwise, only uniform

boundary condition problems could be analysed satisfactorily.

This work presents an isogeometric formulation along with fast boundary elements, using the ACA as a fast method and

NURBS as isogeometric basis functions. No work has been found in the literature where an isogeometric formulation

of the BEM is used in conjunction with fast methods and applied to problems with non-uniform boundary conditions.

Therefore, the proposed formulation has the advantages inherent to both ACA and IGBEM: being an accelerated

method that skips the mesh generation step and has exact geometric representation.

2. NURBS

A NURBS curve is defined by its order, a set of weighted control points, and a knot vector. NURBS curves and surfaces

are generalizations of both B-splines and Bezier curves and surfaces. The primary difference is the weighting of the

control points due to the fact that the NURBS curves are rational (non-rational B-splines are a special case of rational

B-splines).

The shape of the curve is determined by control points. Each point of the curve is computed by taking a weighted

sum of a number of control points multiplied by basis functions. For a curve of degree d, the basis function of any

control point is only nonzero in d + 1 intervals of the parameter space. Within those intervals, the basis functions

change according to a rational polynomial function. At boundaries of intervals, basis functions go smoothly to zero,

the smoothness being determined by the degree of the polynomial.

The knot vector is a sequence of parameter values that determines where and how control points affect the NURBS

curve. The number of knots is equal to the number of control points plus the order of the curve. The knot vector divides

the parametric space in intervals, referred to as knot spans. Each time the parameter value enters a new knot span, a

new control point becomes active, while an old control point is discarded.

Consecutive knots can have the same value. This defines a knot span of zero length, which implies that two control

points are activated at the same time (and consequently two control points become deactivated). This alters the con-
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tinuity of the curve allowing the creation of corners in an otherwise smooth NURBS curve. A number of coinciding

knots is known as a knot with a certain multiplicity. The multiplicity of a knot is limited to the degree of the curve,

since a higher multiplicity would split the curve into disjoint parts and would leave control points unused.

The B-spline basis functions used in the construction of NURBS curves is denoted as Ni,k(u), in which i corresponds

to the i-th control point, and k corresponds to the degree of the basis function. The function is computed as

Ni,k(u) =
u− ti

ti + k − ti
Ni,k−1(u) +

ti+k+1 − u

ti+k+1 − ti+1
Ni+1,k−1(u) (1)

and

Ni,0(u) =

1, if ti <= u < ti+1

0, otherwise
(2)

The definition of these basis functions is clearly recursive.

Once these functions are defined, one can calculate the piecewise rational polynomial function that is the NURBS basis

function:

C(u) =
n∑

i=0

wiPiNi,k(u)

wiNi,k(u)
. (3)

A NURBS surface representation is a straightforward extension of a NURBS curve. By carrying out a tensor product

between two sets of basis functions one can obtain the surface S(u, v) as:

S(u, v) =

n∑
i=0

m∑
j=0

Ni,p(u)Nj,q(v)wi,jPi,j

n∑
i=0

m∑
j=0

Ni,p(u)Nj,q(v)wi,j

. (4)

It is worthwhile to use a rational basis definition, such as:

Ri,j(u, v) =
Ni,p(u)Nj,q(v)wi,j

n∑
k=0

m∑
l=0

Nk,p(u)Nl,q(v)wk,l

. (5)

With this definition, the surface equation can be simplified to:

S(u, v) =
n∑

i=0

m∑
j=0

Ri,j(u, v)Pi,j . (6)

4



Equation (6) is the one that will be used in the isogeometric analysis, and relates values at the control points to values

in the surface.

3. The boundary element method

The isogeometric boundary element method differs from the conventional BEM on three main points:

• The basis functions for the geometry and field variables,

• The position of the collocation points,

• The application of the boundary conditions.

A direct collocation form of the BEM consists in constructing a system of equations by taking a collocation point

for every unknown and integrating along the boundary. For potential problems, the integral equation that relates the

potential and its derivative is given as:

cu(x′) =

∫
Γ

∂u

∂n
u∗dΓ−

∫
Γ

u
∂u∗

∂n
dΓ (7)

where c is a jump term that arises from the limiting process of the integral equation and is dependent on the geometry

at the source point x′, u and ∂u
∂n are the potential and its derivative in the normal to the boundary direction, respectively,

while u∗ and ∂u∗

∂n refers to fundamental solutions.

In order to make equation (7) suitable for numerical implementation, the continuous fields u and ∂u
∂n have to be repre-

sented in a discrete manner. In the conventional BEM, the idea is to split the boundary into elements using a Lagrange

interpolation while in the isogeometric method the geometry is exactly obtained from the CAD model and the basis

functions from equations (3) and (6) are used to approximate the variables. This leads to:

cu(x′) =

∫
Γ

u∗
n+1∑
i=1

(
∂uc

i

∂n
Ri,k(t)

)
dΓ−

∫
Γ

n+1∑
i=1

(uc
iRi,k(t))

∂u∗

∂n
dΓ. (8)

The boundary integrals in the conventional BEM can be easily divided into elements whereas in isogeometric formu-

lations the definition of elements is not obvious. An easy way to define elements is by separating the knot spans in

domains of influence of each control point, resulting in:

cu(x′) =
n+1∑
i=1

(
∂uc

i

∂n

∫ ti+k

ti

u∗Ri,k(t)
dΓ

dt
dt

)
−

n+1∑
i=1

(
uc
i

∫ ti+k

ti

Ri,k(t)
∂u∗

∂n

dΓ

dt
dt

)
. (9)
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where, finally, one can do a transformation to a standard domain in order to easily integrate numerically using Gauss-

Legendre quadrature:

n+1∑
i=1

(
uc
i

(∫ 1

−1

Ri,k(t)
∂u∗

∂n
(x, x′)

dΓ

dt

dt

dξ
dξ + cRi,k(x

′)

))
=

n+1∑
i=1

(
∂uc

i

∂n

∫ 1

−1

u∗(x, x′)Ri,k(t)
dΓ

dt

dt

dξ
dξ

)
. (10)

The Jacobian of the transformation comprises of two terms: one that maps from the physical coordinate space, dΓ
dt , and

one that maps from the parameter space of the curve to a local coordinate dt
dξ .

The same straightforward procedure can be applied to potential and elasticity in both two and three dimensions. For

three dimensions, the resulting equation is given as:

n+1∑
i=1

(
uc
i

(∫ 1

−1

∫ 1

−1

Ri,k(t)
∂u∗

∂n
J
dt

dξ

dv

dη
dξdη + cRi,k(x

′)

))
=

n+1∑
i=1

(
∂uc

i

∂n

∫ 1

−1

∫ 1

−1

u∗Ri,k(t)J
dt

dξ

dv

dη
dξdη

)
, (11)

where the surface integrals are transformed into double integrals in a standard domain and J is the Jacobian of the

transformation from global coordinates x, y, z to local coordinates t, v.

3.1. Integration

The evaluation of boundary integrals is key to any BEM implementation. However, in isogeometric BEM, special care

is needed since the strongly singular integrals cannot be obtained indirectly through the constant temperature or rigid

body motion hypothesis. The values at the collocation points are not interpolated as in the conventional BEM. They are

approximated, resulting in multiple singular integrals for each equation. The method of choice for dealing with strongly

singular integrals is the singularity subtraction technique presented by [35] for two-dimensional problems and by [36]

for three-dimensional problems. Weakly singular integrals are calculated using the Telles [37] transformation in two

dimensions, while in three dimensions the singular area integral is dealt with by transforming it into polar coordinates.

The choice of collocation points used in this work makes it simple to obtain the jump term c since their position will

always be on a smooth boundary, resulting in a value of c always equal to 1/2.
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3.2. Collocation points

Control points and the knots used to define the NURBS are not required to be unique, as mentioned earlier; they can

have a multiplicity up to the degree of the curve. Control points are not located at the boundary but on a circumscribed

polygon. These characteristics make these entities not the best choices for collocation points in the BEM. The domain

point over which a control point has maximal influence is called a Greville abscissa [38] and is defined as an average

of d knots :

γi =
1

d
(ti+1 + ...+ ti+d). (12)

where d is the degree of the curve and γi are the Greville coordinates. These points are unique, located at the boundary

and are equal in number to the control points. When the curve is smooth, these are the ideal candidates to be used as

collocation points, and are used in such manner in [8] and [39]. However, when corners are present, specially for 3D

problems, it becomes troublesome to calculate the diagonal terms since the collocation points are at corners.

To circumvent this issue, collocation points are, in this work, distributed according to Gaussian quadrature points:

γi =
(ti+1 − ti+2)(ξ + 1)

2
+ ti+1 (13)

where ξ is the coordinate of the Gauss points. If all knots are unique, the number of knot spans, with length different

from zero, is equal to the number of control points and only one Gauss point is used. Therefore, the collocation points

will be at the center of each knot span. When the knot has a multiplicity larger than one, the number of Gauss points is

increased, maintaining an equal number of collocation points and control points.

Considering that the Gauss points are never at the limits of the integration interval, collocation points will also never

be at a corner of the curve.

This procedure resembles the use of discontinuous elements but no change in the control points is made and, conse-

quently, there is no loss of continuity in the approximation.

4. Adaptive cross approximation

The ACA acceleration process starts by dividing the geometric domain as a tree data structure. This division creates, in

each tree node, a cluster of collocation points or control points that are close to each other. When the distance between

a pair of collocation and control points is large enough, the block defined from those entries is considered admissible
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and is represented by a low rank approximation. The remaining blocks are generated in the usual BEM manner and are

stored as full matrices. A detailed presentation of ACA can be found in [40] and [41].

The savings in memory and time are due to the low rank approximations. This format needs less entries than a full

matrix and is much faster when multiplying a vector. Most iterative methods for solving linear systems are based on

matrix-vector multiplication and if that is optimised, the whole method will become more efficient.

The procedure involved in calculating the low rank approximations in ACA has to evaluate exactly a column and a row

at a time. For constant elements, this can be done easily as each column is related to a specific element and therefore

also a specific node. When dealing with isogeometric BEM, there is no proper definition of element and each control

point has a unique, but intersecting, interval in which its basis function is non-zero.

That interval can be understood as the domain of influence Ωi of each control point i and is defined as:

Ωi = (ti+1, ti+d) (14)

To calculate a single column, there is only the need to integrate the domain of influence of the corresponding control

point. By working in such manner, the basis function and the geometric properties of Gauss points are only calculated

once for each column. It is important reminding that the evaluation of NURBS basis functions is much more expensive

than regular polynomial basis functions. When calculating a row, it is necessary to integrate over all domains of

influence of the corresponding control points. By definition, when one seeks a low rank approximation, field and source

points are relatively far from each other, therefore one can expect that fundamental solutions will change smoothly

leading to the possibility of using a very low number of Gauss points, half the order of the curve plus one for example,

and still obtaining a satisfactory approximation.

5. Boundary conditions

As control points are typically outside the boundary, boundary conditions cannot be applied directly. In order to

overcome this issue, a transformation matrix E for B-splines was proposed in [6]. This matrix uses the basis functions

to relate values at control points with values at collocation points:

u = Euc (15)
∂u

∂n
= E

∂uc

∂n
(16)
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where u is a vector containing values at the collocation points and uc is the vector containing values at control points.

An equivalent matrix can be obtained for NURBS using the equilibrium equation derived in [6]:

Huc = G
∂uc

∂n
(17)

which is rewritten as:

HE−1u = GE−1 ∂u

∂n
. (18)

This procedure becomes an issue when one tries to use ACA. The inverse of the transformation matrix is not sparse

and the method would become unable to be accelerated by ACA, as the hierarchical matrices H and G would turn into

full matrices after being multiplied by E−1.

What is proposed is that we add a knot with maximum multiplicity for every change in boundary condition type. By

doing so, intervals with different boundary conditions can be separated and values at control points can be found by

solving a simple linear system for each interval:

uc =
[
E−1

0 u0 · · ·E−1
i ui · · ·E−1

n un

]
(19)

∂uc

∂n
=

[
E−1

0

∂u0

∂n
· · ·E−1

i

∂ui

∂n
· · ·E−1

n

∂un

∂n

]
. (20)

This procedure does not change the geometry but points where the boundary condition changes become only C0

continuous. For most cases, that should not be an issue.

6. RESULTS

In this session, in order to assess the potential isogeometric formulation, two two-dimensional and four three-dimensional

problems are analysed. Results are compared with constant elements and the analytical solution. For the 3D problems,

results for the conventional BEM are obtained with the software provided by [25], that uses constant triangular ele-

ments and the fast multipole method. In order to assess the accuracy at single points, the relative error erel = yt

ya
is

considered. The normalized root mean square error is used as an error measure in some instances. This estimator is
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given by:

erms =

√∑n
t=1(yt−ya)2

n

ymax − ymin
. (21)

where yt is the numerically obtained value at point t, ya is the analytical value, n is the number of points, ymax and

ymin are the maximum and minimum values of variable ya.

6.1. Heat transfer in a hollow cylinder

The first problem is the heat transfer in a hollow cylinder that will be modelled in two dimensions as shown in figure

1. This problem has an analytical solution which will be used to assess the results. The temperature is known at the

internal boundary Si and the flux is known at the external boundary Se. The analytical solution for the temperature is

given by:

T (r) = Ti + qere log

(
r

ri

)
(22)

and for the flux:

q(r) = qe
re
r

(23)

where Ti e qe are the temperature and the flux at the internal and external boundaries, respectively.

ri

O r

re

Si

Se

AB

Figure 1: Potential problem in an annular region.

For this problem, the following values are considered: ri = 1, re = 2, Ti = 100, qe = 200 and k = 1. This results in

the analytical solution Te = 377.25 and qi = −400. The external and internal boundaries are discretized with the same

number of elements. In figures 2 and 3, relative errors for the temperature at point B and flux at point A are shown for

constant and isogeometric elements.
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Figure 2: Flux errors at A.

Both the conventional method and the isogeometric method converge to the exact solution. The isogeometric discretiza-

tion has a better response with few elements while constant elements have a faster convergence. As all variables are

constant, the biggest difference between the methods is the geometric representation. Even the poorest discretization

represents the geometry exactly for the isogeometric method.

RMS errors are used to show the approximation at internal points. The temperature is calculated at 10 uniformly

distributed points along the segment AB. The RMS error and the maximum error are shown in figure 4.

The error obtained by the isogemetric method is smaller than the constant even for a number of nodes where the error

at the boundary for the conventional method is smaller. This shows that the exact representation of the boundary in the

isogeometric method has stronger influence on internal points than on boundary points. Reasons for this behaviour are

out of the scope of this work.

6.2. Rectangular plate

The problem analysed is a rectangular plate as shown in figure 5.

Boundary conditions are:

q = − 1

2
√
r

(
cos

θ

2
cos θ + sin

θ

2
sin θ

)
in BC, (24)

q = − 1

2
√
r

(
cos

θ

2
cos θ − sin

θ

2
sin θ

)
in CD, (25)
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Figure 3: Temperature errors at B.

q =
1

2
√
r

(
cos

θ

2
cos θ + sin

θ

2
sin θ

)
in DA, (26)

T = 0 in AO (27)

and

q = 0 in OB. (28)

This problem has an analytical solution given by:

u =
√
r cos

θ

2
; (29)

qx =
cos θ

2

2
√
r

(30)

and

qy =
sin θ

2

2
√
r
. (31)

Figures 6 and 7 show the relative error of the temperature at point E for isogeometric elements of various orders and

constant elements. In figure 6, the proposed method for imposing the boundary conditions is utilized, while in figure

7 no special care is taken. There is a clear difference: results obtained with the proposed method are superior to the
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Figure 4: Temperature errors along AB.

alternative. This is a good problem to show the efficiency of the method as the imposed boundary conditions are not

uniform. They are, in fact, quite complex, as there is a singularity at point O.

Results in figure 6 show an improvement as the order increases. However, even for the isogeometric element with the

lowest order, 2, there is an improvement when compared to the conventional method.

6.3. Sphere

The example shown in [42] will be analysed here. The problem consists in a spherical structure of radius equal to 1

and centre at (0.5, 0.5, 0.5) as shown in figure 8. The temperature prescribed at the boundary is:

u = x2 − y2 + 2x+ z (32)

The analytical solution for the flux is given by −kn∇u where:

∇u = [2x+ 2 − 2y 1]. (33)

In table 1, the normalized RMS errors are shown for both isogeometric elements of order 3 and constant triangular

elements. In this comparison, it becomes clear that the performance of isogeometric elements is superior to standard

constant boundary elements. However, the NURBS representation of the sphere generates two poles that concentrate
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C

BO

E

A

D

r
θ

Figure 5: Rectangular plate.

Table 1: Normalized RMS error for the sphere.
Constant elements Order 3 isogeometric elements

Nodes Normalized RMS Errors Nodes Normalized RMS Errors
320 0.017847 45 0.0110208
1280 0.011417 91 0.00231124
5120 0.010104 153 0.00151761
20480 0.0099437

the control points, as seen in figure 8. This concentration requires special attention in dealing with the singularities.

The treatment of the singular integrals suffer with element distortion [43] requiring over 500 integrations points, when

near the poles, in order to obtain an error smaller than 10−6. In future works, special techniques to reduce the amount

of integration points in these kind of problems should be addressed.

6.4. Torus

In this example, presented by [42], a torus of external radius R = 2 and internal radius r = 1 is analysed with the

temperature at the boundary equal to:

u =
x2

2
+

y2

2
− z2 + 5x+ 5y + 5z. (34)

The analytical solution for the flux is given by −kn∇u, where:

∇u = [x+ 5 y + 5 − 2z + 5]. (35)

Figure 9 shows the flux obtained with 81 control points. There is no concentration of control points in this geometry,

that leads to a less troublesome singularity treatment when compared to the sphere (a maximum of 120 integration
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Figure 6: Errors at point E for the proposed method.

Table 2: Normalized error for the torus
Constant elements Order 3 isogeometric elements

Nodes Normalized RMS error Nodes Normalized RMS error
1792 0.0086708 81 0.0176615

28224 0.0098135 169 0.0027632
441 0.000568215

points is used).

In table 2, where the RMS errors for the collocation points are shown, a clear advantage of the isogeometric method

can be observed when compared to the constant element. In [42] a comparison is made with quadratic elements where,

even with the use of 1600 elements, the error is still higher than 10−3.

6.5. Square plate with holes

In order to test the efficiency of ACA in the execution time of the method, a square plate with a growing number of

uniformly distributed holes is analysed. In figure 10, one can observe the case for 16 holes. The size of the holes is

modified in such a way that the ratio between the area of the holes and the area of the plate remains constant and equal

to 12.47%.

The execution time as the number of holes increases, from 1 until 121, is shown in figure 11. The change of slope of

the curves shows the evident improvement in speed: the standard method has a slope close to n2 while the one using
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Figure 7: Errors at point E without the proposed method.

ACA is close to n log n. Even though the accelerated method is slower for small problems, the different in slope make

it faster for larger problems.

7. CONCLUSION

This work presented a proper way to couple NURBS and ACA, taking special care with boundary conditions, result-

ing in a method that is very efficient for large and complex CAD models with generic and non-uniform boundary

conditions. The usage of ACA provides memory saving and running time reduction when compared to the standard

BEM. As it uses the CAD parameters directly, there is no need to create a mesh in the isogeometric formulation. This

drastically reduces the engineering work involved in the numerical analysis.

The position of the collocation points makes the formulation easier to implement, specially for three dimensional

problems, since there is no collocation point at corners. As the curve is always smooth, there is no need for a special

treatment of the diagonal terms. However, quasi-singularities are present, since points are near the corners. When there

is a concentration of the control points, as in the sphere, the integrals become more troublesome.

The method for imposing the boundary conditions is shown to be accurate while maintaining the beneficial properties

of hierarchical matrices. The order of complexity of the method reduces from n2 to n log n by taking advantage of

16



Figure 8: Sphere represented with NURBS.

Figure 9: Torus represented by NURBS.
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T = 0T = 1

Figure 10: Plate with holes.

Figure 11: Execution time for various holes.
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the ACA. The proposed method is not only faster and more memory efficient but also more accurate than the standard

BEM.
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