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Abstract. Spectrahedra are affine-linear sections of the cone Pn of positive semidefinite
symmetric n×n-matrices. We consider random spectrahedra that are obtained by intersecting
Pn with the affine-linear space 1+V , where 1 is the identity matrix and V is an `-dimensional
linear space that is chosen from the unique orthogonally invariant probability measure on the
Grassmanian of `-planes in the space of n × n real symmetric matrices (endowed with the
Frobenius euclidean structure). Motivated by applications, for ` = 3 we relate the average
number Eσn of singular points on the boundary of a three-dimensional spectrahedron to the
volume of the set of symmetric matrices whose two smallest eigenvalues coincide. In the case
of quartic spectrahedra (n = 4) we show that Eσ4 = 6 − 4√

3
. Moreover, we prove that the

average number E ρn of singular points on the real variety of singular matrices in 1 + V is
n(n − 1). This quantity is related to the volume of the variety of real symmetric matrices
with repeated eigenvalues. Furthermore, we compute the asymptotics of the volume and the
volume of the boundary of a random spectrahedron.

1. Introduction

The intersection of an affine-linear subspace V ⊂ Sym(n,R) of the space of real symmetric
matrices with the cone of positive semidefinite symmetric matrices Pn is called a spectrahedron.
The cone over V ∩ Pn is called a spectrahedral cone. That is, a spectrahedral cone is the
intersection of Pn with a linear subspace of Sym(n,R).

Optimization of a linear function over a spectrahedron is called semidefinite programming
[3, 22]. This is a useful generalization of linear programming, i.e., optimization of a linear function
over a polyhedron. Problems like finding the smallest eigenvalue of a symmetric matrix or
optimizing a polynomial function on the sphere can be approached via semidefinite programming.

The content of this article is a probabilistic study of spectrahedra and spectrahedral cones.
We see our results as a contribution to understanding the geometry of feasible sets, which can
contribute to better understanding of algorithms in future works. In particular, Theorem 1.3 on
the expected number of singular points on the boundary of a three-dimensional spectrahedron
should be highlighted here. For n = 4 we show that that for our model of a random spectrahe-
dron the expected number of singular points on the boundary is 6 − 4√

3
≈ 3.69, which implies

that the appearance of singular points should be anticipated. This should be of interest for
reseachers working in optimization, because the presence of singularities is relevant for semidefi-
nite programming: the set of all linear functions, that when constrained on a three-dimensional
spectrahedron attain their maximum in a singular point of the boundary, is an open set, and
hence not neglectable. For example, consider the following cubic spectrahedron :

S =
{

(x, z, y) ∈ R3 |
( 1 x y
x 1 z
y z 1

)
∈ Pn

}
.

The linear function ψw(x, y, z) = 〈w, (x, y, z)〉, w ∈ R3, constrained on S attains its maximum
at a point (x, y, z) ∈ ∂S on the boundary of S at which the normal cone to ∂S contains w. At
a singular point of the boundary the normal cone is three dimensional; cf. shown in Figure 1.1
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Figure 1.1. On the left is the cubic spectrahedron from the introduction. On the
right is a quartic spectrahedron (in [7] it is called the “pillow”). The singularities on
the boundaries of both spectrahedra are visible.

Furthermore, we believe that our results will be helpful for testing algorithms when generating
random input data. Below we discuss two probabilistic models for a spectrahedron, one of which
is empty with high probability, while the other one is non-empty. Therefore, if one wants to
validate an algorithm that computes with non-empty spectrahedra – such as for instance the
step of following the central path in interior point methods – one should take the second model
for generating random instances for testing.

Besides mentioned applications spectrahedra also appear in modern real algebraic geometry:
in [13] Helton and Vinnikov gave a beautiful characterization of two-dimensional spectrahedra
and in [10] Degtyarev and Itenberg described all generic possibilities for the number of singular
points on the boundary of a quartic three-dimensional spectrahedron. The reader can also look
at the survey [27]. We thus also see our work as a contribution to random real algebraic geometry.

1.1. A possible probabilistic model. Before discussing the model of this paper, we first
describe a first possible natural model for a random spectrahedral cone. This is obtained by
taking is the intersection of the cone Pn of positive semidefinite matrices with a linear space
drawn from the uniform distribution (i.e., the unique orthogonally invariant probability distri-
bution) on the Grassmannian G` := {V ⊂ Sym(n,R) : dimV = `} of `-dimensional linear
subspaces of Sym(n,R). However, this model is of little practical importance as a random
spectrahedral cone sampled according to the above distribution is empty with high probability.
Indeed, if, in this model, S`,n denotes a random spectrahedral cone, then, by [19, Lemma 4],
P{S`,n 6= ∅} ≤ O(n−c), as n → +∞ and ` is fixed, for every c > 0. In other words, the proba-
bility that S`,n is not empty decays superpolynomially in n. Nonempty spectrahedral cones for
this model are essentially inaccessible.

1.2. Our probabilistic model. Motivated by the previous discussion, we propose an alterna-
tive model, in which a random spectrahedral cone does not disappear with such an overwhelm-
ing probability. To obtain a random spectrahedral cone we intersect Pn with the linear space
span{1 + V }, where 1 ∈ Sym(n,R) is the identity matrix and V is chosen from the uniform
distribution on G`. Now, with this definition a random spectrahedral cone is always nonempty:
in fact, the interior of this spectrahedral cone is open and, since it always contains the identity
matrix, this open set is also nonempty.

For our probabilisitc study, we consider random spectrahedra of the form

(1.1) Ŝ`,n =
{
x = (x1, . . . , x`) ∈ R` | 1 + x1Q1 + · · ·+ x`Q` ∈ Pn

}
,

where the matrices Q1, . . . , Q` are independently sampled from the Gaussian Orthogonal Ensem-
ble GOE(n) [20, 24]. We write Q ∼ GOE(n) if the joint probability density of the entries of the
symmetric matrix Q ∈ Sym(n,R) is ϕ(Q) = 1/Cn exp(−‖Q‖2F /2), where ‖Q‖2F = tr(Q2) is the
square of the Frobenius norm and Cn is the normalization constant with

∫
Sym(n,R)

ϕ(Q) dQ = 1,
dQ =

∏
1≤i<j≤n dQij . In other words, the entries of Q are centered gaussian random variables,
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the diagonal entries having variance 1 and the off-diagonal entries having variance 1/2. The
distribution of the Qi is orthogonally invariant, and so the linear space span{Q1, . . . , Q`} has
the same distribution as V above.

In fact, we make two more “practical” adjustments to the model (1.1). First, we rescale
the matrices Qi by the factor (2n`)−1/2. This serves to balance the order of magnitudes of
eigenvalues of the two summands 1 and x1Q1 + · · ·+ x`Q`. Second, we introduce the following
alternative parametrization, which we call a spherical spectrahedron:

(1.2) S`,n =

{
x = (x0, . . . , x`) ∈ S` | x0 1 +

1√
2n`

(x1Q1 + · · ·+ x`Q`) ∈ Pn
}
.

Here, S` denotes the unit sphere in R`, hence the prefix spherical.

In this sense, spherical spectrahedra are just another possible normalization of the spectra-
hedral cone, in the same way as spectrahedra are the normalization given by fixing one vector
in the linear space to be contained in the corresponding affine-linear space. In particular, Ŝ`,n

is non-empty, if and only if S`,n is non-empty. Moreover, for three-dimensional spectrahedra,
the number of singular points on the boundary1 of Ŝ3,n and S3,n coincide.

In the following, our study focuses on spherical spectrahedra, because the formulas for the
volumes are easier to grasp for (1.2) than for (1.1). Furthermore, from now on, for simplicity, we
abuse the terminology and use the term “spectrahedron” to refer to a spherical spectrahedron.

Our first main result Theorem 1.1 concerns the expected spherical volume |S`,n| of a random
spectrahedron S`,n. We show that asymptotically, when both ` and n tend to +∞, a random
spectrahedron on average occupies at least 15% of the sphere S`.

Next to the volume of the spectrahedron itself, we are also interested in the volume of its
boundary ∂S`,n. The boundary is contained in the symmetroid hypersurface

(1.3) Σ`,n = {x ∈ S` | det(x01 + 1√
2n`

(x1Q1 + · · ·+ x`Q`)) = 0}.

The random real algebraic variety Σ`,n is singular with positive probability when ` ≥ 3. Ex-
cluding the singular points of Σ`,n from ∂S`,n, we get a smooth manifold embedded in S`, and
we define the volume of the boundary of the spectrahedron as the volume of this manifold:
|∂S`,n| := |∂S`,n\Sing(Σ`,n)|.

As we noted above, an important feature for applications is the understanding of the structure
of singularities on the boundary of the spectrahedron. In the case ` = 3 the singularites are
isolated points with probability one (see Corollary Proposition 5.2). For the sake of completeness
we will study not only the expected number of singular points on ∂S3,n but also on the whole
symmetroid surface Σ3,n (in each case the number of singular points is finite with probability
one). By σn and ρn we denote the number of singular points on ∂S3,n and on Σ3,n respectively.

Summarizing, we will be interested in:

E |S`,n|rel, E |∂S`,n|rel, Eσn and E ρn,

where

|S`,n|rel :=
|S`,n|
|S`|

and |∂S`,n|rel :=
|∂S`,n|
|S`−1|

.

Our main results on these quantities follow next.

1In this paper a “singular point” of a spectrahedron is a singular point on the symmetroid surface (1.3) (singular
in the sense of algebraic geometry) which belongs to the spectrahedron.
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1.3. Main results. In the following by λmin(Q) we denote the smallest eigenvalue of a real
symmetric matrix Q and we write

(1.4) λ̃min(Q) :=
λmin(Q)√

2n

for the rescaled smallest eigenvalue. The following result is proved in Section 3.

Theorem 1.1 (Expected volume of the spectrahedron). Let F` denote the cumulative distribu-
tion function of the student’s t-distribution with ` degrees of freedom [16, Chapter 28] and Φ(x)
denote the cumulative distribution function of the normal distribution [23, 40:14:2]. Then2

(1) E |S`,n|rel = E
Q∈GOE(n)

F`
(
λ̃min(Q)

)
.

(2) E |S`,n|rel = Φ(−1) + O(`−1) + O(n−2/3), where the implied constants in O(`−1) and
O(n−2/3) are independent of ` and n.

Note that Φ(−1) ≈ 0.1587. This means that asymptotically (when both n and ` go to +∞)
the average volume of a random spectrahedron is at least 15% of the volume of the sphere. In the
following theorem, whose proof is given in Section 4, we are interested in the expected volume
of the boundary of a random spectrahedron.

Theorem 1.2 (Expected volume of the boundary of the spectrahedron). Let χ2
`−1 denote the

chi-square distribution with `− 1 degrees of freedom [16, Chapter 18] and define the function

f`,n(x) =
`

`+ x2
E

w∼χ2
`−1

√
1 +

x2

`
+

w

2n`

Then:

(1) E |∂S`,n|rel = E
Q∼GOE(n)

f`,n(λ̃min(Q)).

(2) E|∂S`,n|rel = 1 − 1
2` + O(`−2) + O(n−1/2), where constants in O(`−2) and O(n−1/2) are

independent of ` and n.

For the average number of singular points σn on ∂S3,n and number of singular points ρn on
Σ3,n the result is more delicate to state. We denote the dimension of Sym(n,R) by N := n(n+1)

2

and the unit sphere in Sym(n,R) by SN−1 := {Q ∈ Sym(n,R) | tr(Q2) = 1}. Let ∆ ⊂ SN−1 be
the set of symmetric matrices of unit norm and with repeated eigenvalues and let ∆1 ⊂ ∆ be
its subset consisting of symmetric matrices whose two smallest eigenvalues coincide:

∆ := {Q ∈ Sym(n,R) ∩ SN−1 | λi(Q) = λj(Q) for some i 6= j},
∆1 := {Q ∈ Sym(n,R) ∩ SN−1 |λ1(Q) = λ2(Q)}.

Note that ∆ and ∆1 are both semialgebraic subsets of SN−1 of codimension two; ∆ is actually
algebraic. The following theorem relates Eσn and E ρn to the volumes of ∆1 and ∆, respectively.
We give its proof in Section 5. In the following |∆1|rel := |∆1|

|SN−3| and |∆|rel := |∆|
|SN−3| .

Theorem 1.3 (The average number of singular points). The average number of singular points
on the boundary of a random 3-dimensional spectrahedron S3,n ⊂ S3 equals

(1) Eσn = 2|∆1|rel.

The average number of singular points on the symmetroid Σ3,n ⊂ S3 equals

(2) E ρn = 2|∆|rel.

In [8, Thm. 1.1] it was proved that |∆| =
(
n
2

)
|SN−3|. This immediately yields the following.

2Here the notation f(x) = O(g(x)) means that there exists C > 0 (called “the implied constant”) such that
f(x) ≤ Cg(x) for all x > 0 large enough.
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Figure 1.2. The histograms show the outcome of the following numerical experiment. For
each n ∈ {4, 5, 6} we independently sampled 1000 triples (Q1, Q2, Q2) ∼ GOE(n)3. Then,
we computed ρn and σn using the Julia [6] package HomotopyContinuation.jl [9]. The grey
bars show the distribution of 2σn and the white bars the distribution of ρn. The empirical
means are ρ4 = 12.12, ρ5 = 19.66, ρ6 = 28.948 and 2σ4 = 7.416, 2σ5 = 8.48, 2σ6 = 9.3.

Corollary 1.4. E ρn = n(n− 1).

For the expectation of σn we are a lacking such an explicit formula. However combining
Theorem 1.3 (1) with the formula in [8, Remark 6] one obtains

(1.5) Eσn =
2n√
π n!

(
n

2

) ∫
u∈R

E
Q∼GOE(n−2)

[
det(Q− u1)21{Q−u1∈Pn}

]
e−u

2

du.

We expect that limn→∞
Eσn
E ρn = 0, but it is difficult to predict how small is Eσn compared to E ρn.

The main challenge is to handle the indicator function 1{Q−u1∈Pn} in the integral above.
Quartic spectrahedra [21] are a special case of our study, corresponding to n = 4. In this

case the random symmetroid surface

Σ3,n = {x ∈ S3 | det(x01 + 1√
2n`

(x1Q1 + x2Q2 + x3Q3)) = 0}, Q1, Q2, Q3
i.i.d.∼ GOE(n),

has degree four, since 1, Q1, Q2, Q3 ∈ Sym(4,R). In [10] Degtyarev and Itenberg proved that all
possibilities for σ4 and ρ4 are realized by some generic spectrahedra S3,4 and their symmetroids
Σ3,4 under the following constraints:

(1.6) σ4 is even and 0 ≤ σ4 ≤ 10; ρ4 is a multiple of 4 and 4 ≤ ρ4 ≤ 20.

Degtyarev and Itenberg proved this for the spectrahedron and its symmetroid in projective space,
that is why in our condition (1.6) above we have to double their estimates. More generally, when
n ≡ 2 mod 4 we have the deterministic bound ρn ≥ 2; see Corollary 5.3. The fact that ρ4 ≥ 4 is
a notable fact, which has topological reasons (see [?, 17, 11] for related questions).

An “average picture” of the Degtyarev and Itenberg result is given in the following proposition.

Proposition 1.5 (The average number of nodes on the boundary of a quartic spectrahedron).
We have

Eσ4 = 6− 4√
3
≈ 3.69 and E ρ4 = 12.

It would be interesting to understand the distribution of the random variables σ4, ρ4 and
compare it with the deterministic picture in (1.6). See also Figure 1.2.

1.4. Notation. Throughout the article some symbols are repeatedly used for the same purposes:
Sym(n,R) stands for the space of n× n real symmetric matrices. For the rescaled Qi we write

Ri =
1√
2n`

Qi.

By Q = (Q1, . . . , Q`) ∈ (Sym(n,R))` and R = (R1, . . . , R`) ∈ (Sym(n,R))` we denote a col-
lection of ` symmetric matrices and its rescaled version respectively. The k-dimensional sphere
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endowed with the standard metric is denoted Sk. The symbol 1 stands for the unit matrix (of
any dimension). For x = (x0, x1, . . . , x`) ∈ S` we denote the matrices

(1.7) Q(x) =
∑̀
i=1

xiQi, A(x) = x0 1 + 1√
2n`

Q(x)

By S`,n, ∂S`,n and Σ`,n we denote a (random) spectrahedron, its boundary and a symmetroid
hypersurface respectively. Letters α, λ and µ are used to denote eigenvalues and λ̃ = 1√

2n
λ

stands for the rescaled eigenvalue λ.

1.5. Organization of the article. The organization of the paper is as follows. In the next
section we recall some known deviation inequalities for the smallest eigenvalue of a GOE(n)-
matrix. In Sections 3–5 we prove our main theorems. Finally, Section 6 deals with the case of
quartic spectrahedra.

2. Deviation inequalities for the smallest eigenvalue

In this section we want to summarize known inequalities for the deviation of λmin(Q) from its
expected value in the GOE(n) random matrix model. The results that we present are due to [18].
Note that in that reference, however, the inequalities are given for the largest eigenvalue λmax(Q).
Since the GOE(n)-distribution is symmetric around 0, we have λmax(Q) ∼ −λmin(Q). Using
this we translate the deviation inequalities for λmax(Q) from [18] into deviation inequalities for
λmin(Q). Furthermore, note that in [18, (1.2)] the variance for the GOE(n)-ensemble is defined
differently than it is here: eigenvalues of a random matrix in [18] are

√
2 times eigenvalues in

our definition.

We express the deviation inequalities in terms of the scaled eigenvalue λ̃min(Q), cf. (1.4).
The following Proposition is [18, Theorem 1]. We will not need this result in the rest of the
paper directly, but we decided to recall it here because it gives an idea of the behavior of the
smallest eigenvalue of a random GOE(n) matrix, in terms of which our theorem on the volume
of random spectrahedra is stated.

Proposition 2.1. For some constant C > 0, all n ≥ 1 and 0 < ε < 1, we have

Prob
Q∈GOE(n)

{
λ̃min(Q) ≤ −(1 + ε)

}
≤ Ce−C

−1nε3/2

and
Prob

Q∈GOE(n)

{
λ̃min(Q) ≥ −(1− ε)

}
≤ Ce−C

−1n2ε3 .

Proposition 2.1 shows that for large n the mass of λ̃min(Q) concentrates exponentially around−1.
Thus E λ̃min(Q) converges to −1 as the following proposition shows.

Proposition 2.2. For some constant C > 0 and all n ≥ 1 we have

|E λ̃min(Q) + 1| ≤ E|λ̃min(Q) + 1| ≤ Cn−2/3.

Proof. By [18, Equation after Corollary 3] we have

(2.1) lim sup
n→∞

2pn2p/3 E|λ̃min(Q) + 1|p <∞.

The assertion follows from monotonicity of the integral: |E λ̃min(Q) + 1| ≤ E|λ̃min(Q) + 1|
and (2.1) with p = 1. �
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Remark. The distribution of the scaled largest eigenvalue of a GOE(n) matrix for n → ∞ is
known as the Tracy-Widom distribution [25]. Suprisingly, this distribution appears in branches
of probability that at first sight seem unrelated. For instance, the length of the longest increas-
ing subsequence in a permutation that is chosen uniformly at random in the limit follows the
Tracy-Widom distribution [5]. In the survey article [26] Tracy and Widom give an overview of
appearances of the distribution in growth processes, random tilings, statistics, queuing theory
and superconductors. The present article adds spectrahedra to that list.

3. Expected volume of the spectrahedron

In this section we prove Theorem 1.1.

3.1. Proof of Theorem 1.1 (1). Note that due to the rotational invariance of the standard
Gaussian distribution N(0, 1) the volume of a spectrahedron S`,n can be computed as follows:

(3.1) |S`,n|rel =
|S`,n|
|S`|

= Prob
ξ0,...,ξ`

iid∼N(0,1)

{
ξ0 1 +

1√
2n`

∑̀
i=1

ξiQi ∈ Pn

}
Using this and the notations Q(x) = x1Q1 + · · · + x`Q` and A(x) = x01 + Q(x) from (1.7) we
now write the expectation E |S`,n|rel of the relative volume of the random spectrahedron as:

E|S`,n|rel = E
Q∈GOE(n)`

Prob
ξ0,...,ξ`

iid∼N(0,1)

{
ξ0 1 +

1√
2n`

∑̀
i=1

ξiQi ∈ Pn

}
= E
Q

E
ξ
1{A(ξ)∈Pn} =: (?)

where 1Y denotes the characteristic function of the set Y . Using Tonelli’s theorem the two
integrations can be exchanged:

(3.2) (?) = E
ξ
E
Q

1{A(ξ)∈Pn} = E
ξ

Prob
Q∈GOE(n)`

{
ξ0 1 +

1√
2n`

Q(ξ) ∈ Pn
}
.

For a unit vector x = (x1, . . . , x`) ∈ S`−1 by the orthogonal invariance of the GOE-ensemble we
have Q(x) ∼ GOE(n) which leads to

(?) = E
ξ

Prob
Q∈GOE(n)

{
ξ0

(ξ2
1 + · · ·+ ξ2

` )1/2
1 +

1√
2n`

Q ∈ Pn
}

= E
Q∈GOE(n)

Prob
ξ

{
ξ0
√
`

(ξ2
1 + · · ·+ ξ2

` )1/2
1 +

1√
2n
Q ∈ Pn

}
,

where in the second equality we again used Tonelli’s theorem. Let us put t` := ξ0
√
`

(ξ21+···+ξ2` )1/2
. Note

that by [16, (28.1)] the random variable t` follows the Student’s t-distribution with ` degrees
of freedom. Since this distribution is symmetric around the origin and t`1 + 1√

2n
Q ∈ Pn is

equivalent to −t` ≤ 1√
2n
λmin(Q), we have

(?) = E
Q∈GOE(n)

Prob
t`

{
t` ≤

1√
2n
λmin(Q)

}
= E
Q∈GOE(n)

F`
(
λ̃min(Q)

)
,

where F` is the cumulative distribution function of the random variable t`. This proves Theo-
rem 1.1 (1) since (?) = E |S`,n|rel. �

3.2. Proof of Theorem 1.1 (2). The random variable t` is absolutely continuous. Moreover,
its density F ′` is continuous and bounded uniformly in ` [16, (28.2)]. In Lemma 3.1 below we
show the (uniform in `) asymptotic E|Σ`,n|rel = F`(−1)+O(n−2/3), where F`(x) = Prob {t` ≤ x}
and the random variable t` follows the Student’s t-distribution with ` degrees of freedom. By
[16, (28.15)] for fixed x we have F`(x) = Φ(x)(1+O(`−1)), where Φ is the cumulative distribution
function of the standard normal distribution. Plugging in x = −1 proves Theorem 1.1 (2). �
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Lemma 3.1. Let f : R → R be a smooth function such that there exists a constant c > 0 with
‖f ′‖∞ ≤ c. Then EQ∈GOE(n) f

(
λ̃min(Q)) = f(−1) + O(n−2/3), and the constant in O(n−2/3)

only depends on c (but not on f).
Proof. Using the intermediate value theorem we write f(λ̃min) = f(−1) + f ′(x)(λ̃min + 1) for
some x = x(λ̃min) ∈ R. Taking expectation we obtain

E f(λ̃min) = f(−1) + E f ′(x)(λ̃min + 1) ≤ f(−1) + E |f ′(x)| |λ̃min + 1|,
where the last step is the triangle inequality. This implies, using |f ′(x)| < c, that

E f(λ̃min) ≤ f(−1) + cE |λ̃min + 1| = f(−1) +O(n−2/3)

where the last equality follows from Proposition 2.2 (and is independent of f). �

4. Expected volume of the boundary of the spectrahedron

In this section we prove Theorem 1.2.

4.1. Proof of Theorem 1.2 (1). We use the Kac-Rice formula for volume of random manifolds
[1, Theorem 12.1.1]. Let Q(x) =

∑`
i=1 xiQi and A(x) = x01 + 1√

2n`
Q(x) be as in (1.7) and

denote by µ1(x) ≤ . . . ≤ µn(x) the ordered eigenvalues of Q(x). We write the eigenvalues of
A(x) as αj(x) = x0 + 1√

2n`
µj(x). For a fixed x, the density of the random number α1(x) is

denoted pα1(x). Later we will also need λ1 ≤ · · · ≤ λn, the eigenvalues of the first matrix Q1.

The set of smooth points of ∂S`,n is described as follows:

(4.1) (∂S`,n)sm = {x ∈ S` | α1(x) = 0, α1(x) 6= α2(x)}
In the following we omit ‘x ∈ S`’ in the notation of sets. By continuity of Lebesgue measure, we
have |∂S`,n| = limε→0 |{α1 = 0} ∩ {|α1 − α2| ≥ ε}| and, consequently, taking expectation over
Q ∼ GOE(n)` we have

E |∂S`,n| = E lim
ε→0
|{α1 = 0} ∩ {|α1 − α2| > ε}| = lim

ε→0
E |{α1 = 0} ∩ {|α1 − α2| > ε}|;(4.2)

for the last equality we have used monotone convergence to exchange the limit with the expec-
tation. For a fixed ε the function α1 is smooth on the set {|α1 − α2| > ε} and we can use the
Kac-Rice formula3 [1, (12.1.4)] to obtain

E |∂S`,n| = lim
ε→0

∫
S`

E
{
|∇S`α1(x)| · 1{|α1(x)−α2(x)|>ε}

∣∣α1(x) = 0
}
· pα1(x)(0) dx.(4.3)

Here ∇S` denotes the gradient with respect to an orthogonal basis of TyS`, also called the
spherical gradient, and pα1(x)(0) is the value of the density of α1(x) at zero.

For a vector x = (x0, x1, . . . , x`) ∈ S` let us denote x̂ := (x1, . . . , x`). Due to the law
of adding i.i.d. Gaussians we have ‖x̂‖−1Q(x) = ‖x̂‖−1

∑`
i=1 xiQi ∼ GOE(n). Therefore, the

probability distribution of A(x) = x01 + 1√
2n`

Q(x) is invariant under rotations preserving the
axis through the point (1, 0, . . . , 0) ∈ S`. Consequently, the integrand in (4.3) only depends

3Here we are applying a generalization of [1, Theorem 12.1.1] with the choice M = Sn, f = α1 : S` → R,
h = α1 − α2 : S` → R (two random fields) and B = (−∞, ε) ∪ (ε,∞) ⊂ R. The higher generality comes from
the fact that f−1(0) has codimension one in Sn; in this, and in the more general case when f : M → Rk with
dim(M) ≥ k (the codimension-k case), we have to modify the statement of [1, Theorem 12.1.1] as follows. Under
the assumption that “0” is a regular value of the random map f on h−1(B) with probability one, the expectation
of the geometric (dim(M)− k)-dimensional volume of f−1(0) ∩ h−1(B) equals:

E |f−1(0) ∩ h−1(B)| =
∫
M

E
{
|NJf(x)| · 1{h∈B}(x)

∣∣ f(x) = 0
}
· pf(x)(0) dx,

where NJf(x) denotes the Normal Jacobian of f at x; in our case the Normal Jacobian equals the norm of the
spherical gradient, i.e. the gradient with respect to an orthonormal basis of TxS`. The proof of this generalization
is essentially identical to the proof of [1, Theorem 12.1.1], with some obvious modifications. A proof of this
statement in the Gaussian case, without the constraint “h−1(B)”, can be found in [4, Theorem 6.10].
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on y = (x0,
√

1− x2
0, 0, . . . , 0). Moreover, the uniform distribution on S` induces the uniform

distribution on the first entry x0. Hence,

E |∂S`,n| = lim
ε→0

∫
x0∈[−1,1]

E
{
|∇S`α1(y)| · 1{|α1(y)−α2(y)|>ε}

∣∣α1(y) = 0
}
pα1(y)(0) dx =: (?)

Before continuing with the evaluation of (?) we examine the integrand and the random variables
therein. Recall that αj(y) is the j-the eigenvalue of A(y), i.e., α1(y) = x0 + 1√

2n`
µ1(y). Note

(4.4) α1(y) = 0 if and only if µ1(y) = −x0

√
2n`.

Let us denote by u(x) the normalized eigenvector of Q(x) associated to the eigenvalue µ1(x). The
spherical gradient ∇S`α1(x) is the projection of the (ordinary) gradient ∇S`α1(x) onto TxS`:

(4.5) ∇S`α1(x) = ∇R`+1α1(x)− 〈∇R`+1α1(x), x〉x.

Using Hadamard’s first variation [24, Section 1.3] we can write

(4.6) ∇R`+1α1(x) =

(
1,

1√
2n`

u(x)TQ1u(x), . . . ,
1√
2n`

u(x)TQ`u(x)

)
.

Since the Q1, . . . , Q` are all symmetric, there is an orthogonal change of basis that makes Q1

diagonal. Then, Q(y) =
√

1− x2
0Q1 is also diagonal and we can assume that the eigenvector

corresponding to µ1(y) is u(y) = (1, 0, . . . , 0). Recall that we have denoted the smallest eigen-
value of Q1 by λ1 and note that

√
1− x2

0 λ1 = µ1(y). Consequently, u(y)TQ1u(y) = λ1 and
therefore we can assume that ∇R`+1α1(y) has the form

(4.7) ∇R`+1α1(y) =

(
1,

λ1√
2n`

,
ξ2√
2n`

, . . . ,
ξ`√
2n`

)
where ξk = (Qk)11, k = 2, . . . , `, are standard independent gaussian variables (recall that in our
definition the diagonal entries of a GOE(n)-matrix are standard normal variables). In particular,
by (4.5),

(4.8) |∇S`α1(y)|2 = |∇R`+1α1(y)|2 − 〈∇R`+1α1(y), y〉2 = 1 +
λ2

1

2n`
+
χ2
`−1

2n`
−
(
x0 +

µ1(y)√
2n`

)2

,

where χ2
`−1 =

∑`
i=2 ξ

2
i is a chi-squared distributed random variable with `−1 degrees of freedom.

Observe that the inner expectation in (?) is conditioned on the event α1(y) = 0. Given this
equality we have that x0 + 1√

2n`
µ1(y) = 0. This deletes the last summand in (4.8). Furthermore,

we rewrite the right-hand side of (4.4) as

(4.9)
λ1√
2n

= − x0

√
`√

1− x2
0

.

Recall that λ̃ = λ/
√

2n denotes the scaled eigenvalue and define now the function

(4.10) h(λ̃, w) =

√
1 +

λ̃2

`
+

w

2n`
.

Denote by p(λ̃1,λ̃2) the conditional density of (λ̃1, λ̃2) on α1(y) = α1(x0,
√

1− x2
0, 0, . . . , 0) = 0

and by pλ̃1
the marginal density of λ̃1. The expectation inside (?) is with respect to (α1(y), α2(y)),

and we have α1(y) = x0 +

√
1−x2

0

` λ̃1. Instead of integrating over (α1, α2), we integrate over
(λ̃1, λ̃2) and, using (4.10), the expectation becomes:

(4.11) E
{
|∇S`α1(y)| · 1{|α1(y)−α2(y)|>ε}

∣∣α1(y) = 0
}

= E
λ̃1,w

[
h(λ̃1, w)1B(ε) | λ̃1 = −x0

√
`√

1−x2
0

]
where w ∼ χ2

`−1 and B(ε) = {
√

1−x2
0

` |λ̃1 − λ̃2| > ε}.
9



We now go back to our integral. First observe that the densities of the eigenvalues at zero
are related by:

(4.12) pα1(y)(0) =
√

`
1−x2

0
pλ̃1

(
−x0

√
`√

1−x2
0

)
.

Using this and (4.11), we get

(?) = lim
ε→0

∫
x0∈[−1,1]

E
λ̃1,w

[
h(λ̃1, w)1B(ε) | λ̃1 = −x0

√
`√

1−x2
0

] √
`

1− x2
0

pλ̃1

(
−x0

√
`√

1−x2
0

)
dx0.

Using the monotone convergence theorem we can perform the limit within the expectation.
Thereafter, λ2 does not appear in the variable we take the expected value from. We may omit
it to get

(?) =

∫
x0∈[−1,1]

E
λ̃1,w

[
h(λ̃1, w) | λ̃1 = −x0

√
`√

1−x2
0

] √
`

1− x2
0

pλ̃1

(
−x0

√
`√

1−x2
0

)
dx0

=

∫
x0∈[−1,1]

E
λ̃1,w

[
h

(
−x0

√
`√

1−x2
0

, w)

)] √
`

1− x2
0

pλ̃1

(
−x0

√
`√

1−x2
0

)
dx0

where in the last step we have used the independence of λ̃1 and w. Let us denote by pχ2
`−1

(w)

the density of the χ2
`−1-random variable. Then we can write

(?) =

∫
x0∈[−1,1]

∫
w>0

√
`

1− x2
0

h

(
−x0

√
`√

1−x2
0

, w

)
pλ̃1

(
−x0

√
`√

1−x2
0

)
pχ2

`−1
(w) dwdx0.

We use the formula (4.9) to make the change of variables x0 7→ λ̃1 (this trick allows to perform the
x0-integration over the smallest rescaled eigenvalue of a GOE(n) matrix). For the differentials
we get dx0 = − `

(`+λ̃2
1)

3
2

dλ̃1 and, writing λ̃min(Q) instead of λ̃1 we obtain:

(?) =

∫
R

(
E

w∼χ2
`−1

`

`+ λ̃1

h(λ̃1, w)

)
pλ̃1

(λ̃1)dλ̃1

= E
Q∼GOE(n)

E
w∼χ2

`−1

`

`+ λ̃min(Q)2
h(λ̃min(Q), w)

= E
Q∼GOE(n)

[
`

`+ λ̃min(Q)2
E

w∼χ2
`−1

√
1 +

λ̃min(Q)

`
+

w

2n`︸ ︷︷ ︸
=f`,n(λ̃min(Q))

]
.

Because (?) = E |∂S`,n|rel, the assertion follows. �

4.2. Proof of Theorem 1.2 (2). The overall idea to prove Theorem 1.2 (1) is to apply
Lemma 3.1 to the function

f`,n(x) =
`

`+ x2
E

w∼χ2
`−1

√
1 +

x2

`
+

w

2n`
.

The derivative of f`,n(x) is

(4.13) f ′`,n(x) =
−2x`

(`+ x2)2
E

w∼χ2
`−1

√
1 +

x2

`
+

w

2n`
+

`

`+ x2
E

w∼χ2
`−1

x

`
√

1 + x2

` + w
2n`

10



Using the bound x ≤
√
`
√

1 + x2

` + w
2n` we see that the second term in (4.13) is bounded as

0 ≤
√
`

`+x2 Ew∼χ2
`−1

1 ≤ 1, so that g`,n(x) ≤ f ′`,n(x) ≤ g`,n(x) + 1 where

g`,n(x) =
−2x`

(`+ x2)2
E

w∼χ2
`−1

√
1 +

x2

`
+

w

2n`
,

and in particular

(4.14) |f ′`,n(x)| ≤ |g`,n(x)|+ 1.

Next, we bound |g`,n(x)|. Because
√
a+ b ≤

√
a+
√
b for non-negative a and b, we have√

1 +
x2

`
+

w

2n`
≤
√

1 +
x2

`
+

√
w

2n`
.

Taking expectation (the expectation of
√
w can be found, e.g., in [16]) we get

E
w∼χ2

`−1

√
1 +

x2

`
+
w

n`
≤
√

1 +
x2

`
+

1√
2n`

Γ
(
`
2

)
Γ
(
`−1

2

) .
By [28] we have

Γ( `2 )√
` Γ( `−1

2 )
≤ 1 for ` ≥ 2 and hence

(4.15) E
w∼χ2

`−1

√
1 +

x2

`
+

w

2n`
=

√
1 +

x2

`
+O(n−1/2),

where the constant in O(n−1/2) does not depend on `. Thus,

|g`,n(x)| = 2|x|`
(`+ x2)2

(√
1 +

x2

`
+O(n−1/2)

)
,

which shows that |g`,n(x)| is bounded uniformly in x, ` and n, i.e., there exists a constant c ∈ R
with sup`,n,x |g`,n(x)| < c. Then, by (4.14), sup`,n,x |f ′`,n(x)| ≤ c+1 and Lemma 3.1 implies that

E
Q∼GOE(n)

f`,n(λ̃min(Q)) = f`,n(−1) +O(n−2/3),

where the constant in O(n−1/2) is independent of ` and n. Now the value of f`,n at x = −1 is

f`,n(−1) =
`

`+ 1
E

w∼χ2
`−1

√
1 +

1

`
+

w

2n`

=
`

`+ 1

(√
1 +

1

`
+O(n−1/2)

)
=

√
`

`+ 1
+O(n−1/2),

where the second equality follows from (4.15). The assertion is implied by Theorem 1.2(1) and
the asymptotic

√
`
`+1 = 1− 1

2` +O(`−2). �

5. The average number of singular points

For the study of the average number of singular points on the boundary of a random spec-
trahedron and on its symmetroid surface we will rely on the following proposition, which implies
that this number is generically finite.

Proposition 5.1. Let S
(k)
`,n be the set of matrices of corank k in the spectrahedron S`,n and Σ

(k)
`,n

the set of matrices of corank k in the symmetroid hypersurface Σ`,n. For a generic choice of
R = (R1, . . . , R`) ∈ Sym(n,R)` the sets S

(k)
`,n ,Σ

(k)
`,n ⊂ S` are semialgebraic of codimension

(
k+1

2

)
(if nonempty).
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Proof. In the space Sym(n,R) consider the semialgebraic stratification given by the corank:
Sym(n,R) =

∐n
k=0Z(k), where Z(k) denotes the set matrices of corank k, and the induced

stratification on the cone Pn of positive semidefinite matrices Pn =
∐n
k=0(Z(k) ∩ Pn). These

are Nash stratifications [2, Proposition 9] and the codimensions of both Z(k) and Z(k) ∩ Pn are
equal to

(
k+1

2

)
.

Consider now the semialgebraic map

(5.1) F : S` × (Sym(n,R))` → Sym(n,R), (x,R) 7→ x01 + x1R1 + · · ·+ x`R`.

Then Σ
(k)
`,n = {x ∈ S` |F (R, x) ∈ Z(k)} and S

(k)
`,n = {x ∈ S` |F (R, x) ∈ Z(k) ∩ Pn} and hence

they are semialgebraic.

We now prove that F is transversal to all the strata of these stratifications. Then the
parametric transversality theorem [14, Chapter 3, Theorem 2.7] will imply that for a generic
choice of R the set S`,n is stratified by the S

(k)
`,n and the same for the set Σ`,n. Moreover, when

the preimage strata are nonempty, codimensions are preserved. To see that F is transversal to
all the strata of the stratifications we compute its differential. At points (x,R) with x 6= e0 =

(1, 0, . . . , 0) we have D(x,R)F (0,
•

R) = x1

•

R1+· · ·+x`
•

R` and the equation D(x,R)F (
•
x,

•

Q) = P can
be solved by taking •

x = 0 and
•

R = (0, . . . , 0, x−1
i P, 0, . . . , 0) where x−1

i P is in the i-th entry and
i is such that xi 6= 0 (in other words, already variations in R ensure surjectivity of D(x,R)F ). All
points of the form (e0,R) are mapped by F to the identity matrix 1 which belongs to the open
stratum Z(0), on which transversality is automatic (because this stratum has full dimension).
This concludes the proof. �

The following result on the number of singular points on a generic symmetroid surface is
well-known among the experts.

Proposition 5.2. For generic R ∈ Sym(n,R)3 the number of singular points ρn on the sym-
metroid Σ3,n and hence the number of singular points σn on ∂S3,n is finite and satisfies

σn ≤ ρn ≤
n(n+ 1)(n− 1)

3
.

Moreover, for any n ≥ 1 there exists a symmetroid Σ3,n with ρn = n(n+1)(n−1)
3 singular points

on it.

Proof. The fact that σn ≤ ρn are generically finite follows from Proposition 5.1 with k = 2, as
remarked before. Observe that ρn is bounded by twice (since Σ3,n is a subset of S3) the number
#Sing(ΣC

3,n) of singular points on the complex symmetroid projective surface

ΣC
3,n = {x ∈ CP3|det(x01 + x1R1 + x2R2 + x3R3)) = 0}

Since Sing(ΣC
3,n) is obtained as a linear section of the set Z(2)

C of n × n complex symmetric
matrices of corank two (using similar transversality arguments as in Proposition 5.1) we have
that generically #Sing(ΣC

3,n) = deg(Z(2)
C ). The latter is equal to n(n+1)(n−1)

6 ; see [12].

Now comes the proof of the second claim, we are thankful to Bernd Sturmfels and Simone
Naldi for helping us with this. Consider a generic collection of n + 1 linear forms L1, . . . , Ln+1

in 4 variables. Then, consider the spectrahedron

S3,n = {x ∈ S3 : diag(L1(x), . . . , Ln(x)) + Ln+1(x) eeT ∈ Pn},

where e = (1, . . . , 1). The corresponding symmetroid Σ3,n is defined by the equation

det(diag(L1(x), . . . , Ln(x)) + Ln+1(x) eeT ) =

n+1∑
i=1

∏
j 6=i

Li(x) = 0.

12



(the equality can, for instance, be shown by using the determinant rule for rank-one updates).
Therefore the singular points on Σ3,n are given by the equations

n+1∑
i=1

∏
j 6=i

Li(x) = 0 and
n+1∑
i=1

∑
j 6=i

∏
k 6∈{i,j}

Lk(x) = 0.

The triple intersections of the hyperplanes L1, . . . , Ln+1 produce 2
(
n+1

3

)
= (n+1)n(n−1)

3 solutions
in S3 for those equations. They are (n+1)n(n−1)

3 singular points on Σ3,n. �

We now prove Theorem 1.3.

5.1. Proof of Theorem 1.3. We prove Theorem 1.3 (2). The proof of Theorem 1.3 (1) is
completely analogous.

By Proposition 5.1, for a generic choice of R = (R1, R2, R3) ∈ Sym(n,R)3 the singular locus
of Σ3,n is given by the matrices of corank 2 in Σ3,n:

Σ
(2)
3,n = Sing(Σ3,n),(5.2)

and the set Σ
(2)
3,n is finite.

We first show that the number #(Sing(Σ3,n) of singular points on the symmetroid surface
defined by R = (R1, R2, R3) coincides with the number #(V ∩∆) of matrices in the linear space
V = span{R1, R2, R3} meeting ∆. For this observe that

λi(x01 +R(x)) = x0 + λi(R(x)), i = 1, . . . , n,(5.3)

where we denote R(x) = x1R1 + x2R2 + x3R3. Thus, if two eigenvalues of R(x), say λi(R(x))
and λj(R(x)), coincide, then, due to (5.3) we have

λi(x01 +R(x)) = λj(x01 +R(x)) = 0 for x0 = −λi(R(x)).

Therefore, by (5.3),

(−λi(R(x)), x1, x2, x3)√
λi(R(x))2 + x2

1 + x2
2 + x2

3

∈ S
(2)
3,n = Sing(∂S3,n)

is a singular point of ∂S3,n. Vice versa, if (x0, x1, x2, x3) ∈ Sing(S3,n) we have, by (5.3),
λ1(R(x)) = λ2(R(x)) and (x1, x2, x3) 6= 0. Hence, R(x)/‖R(x)‖ ∈ ∆. Moreover, one can easily
see that the described identification is one-to-one.

When Q1, Q2, Q3 ∈ Sym(n,R) are GOE(n)-matrices and Ri = Qi/
√

6n, i = 1, 2, 3 the space
V = span{R1, R2, R3} is uniformly distributed in the Grassmanian G3. Applying the integral
geometry formula [15, p. 17] to ∆ ⊂ SN−1 and the random space V ⊂ Sym(n,R) we write

E#(V ∩∆) = 2
|∆|
|SN−1|

= 2|∆|rel(5.4)

From the above it follows that with probability one #(V ∩ ∆) = #(Sing(Σ3,n)) = ρn. Thus
E#(V ∩∆) = E ρn which combined with (5.4) completes the proof of Theorem 1.3 (1). �

From this proof we get the following deterministic corollary.

Corollary 5.3. If n ≡ 2 mod 4, then ρn ≥ 2.

Proof. As was shown in the proof, ρn = #(V ∩ ∆), where V is the 3-dimensional linear space
V = span{R1, R2, R3}. Lax [17] proved that every 3-dimensional linear subspace of Sym(n,R)
contains at least one point in ∆. This implies ρn ≥ 2 (because, points on SN−1 come in pairs of
antipodal points). See also [11] for other values of n with ρn = #(V ∩∆) ≥ 2. �
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6. Quartic Spectrahedra

In this section we prove Proposition 1.5: the identity E ρ4 = 12 follows immediately from
Corollary 1.4 for n = 4. For the other identity we apply (1.5) and the formula [8, (3.2)]:

Eσ4 =
24

√
π

1

4!

(
4

2

) ∫
u∈R

E
Q∼GOE(2)

[
1{Q−u1∈Pn} det(Q− u1)2

]
e−u

2

du

=
4√
π

∫
R

(
1

Z2

∫
R2

(λ1 − u)2(λ2 − u)2|λ1 − λ2|e−
λ21+λ22

2 1{λ1−u>0,λ2−u>0}dλ1dλ2

)
e−u

2

du

= (?),

where Z2 = 4
√
π is the normalization constant for the density of eigenvalues of a GOE(2)-matrix

(see [8, (3.1)]).

We now apply the change of variables α1 = λ1 − u, α2 = λ2 − u in the innermost integral,
obtaining:

(?) =
4√
π

∫
R

(
1

Z2

∫
R2

+

(α1α2)2|α1 − α2|e−
α2
1+α2

2
2 e−u

2−u(α1+α2) dα1 dα2

)
e−u

2

du

=
4√
π

1

Z2

∫
R2

+

(α1α2)2|α1 − α2|e−
α2
1+α2

2
2

(∫
R
e−2u2−u(α1+α2)du

)
dα1 dα2

=
1

π

∫
R2

+

(α1α2)2|α1 − α2|e−
α2
1+α2

2
2

(√
π

2
e

(α1+α2)2

8

)
dα1 dα2

=
1√
2π

∫
R2

+

(α1α2)2|α1 − α2|e−
α2
1+α2

2
2 +

(α1+α2)2

8 dα1 dα2

=
2√
2π

∫
R2

+∩{α1<α2}
(α1α2)2|α1 − α2|e−

α2
1+α2

2
2 +

(α1+α2)2

8 dα1 dα2.

In the last equality we have used the fact that the integrand is invariant under the symmetry
(α1, α2) 7→ (α2, α1). Consider now the map F : R2

+ ∩ {α1 < α2} → R[x] ' R2 given by

F (α1, α2) = (x− α1)(x− α2) = x2 − (α1 + α2)x+ α1α2.

Essentially, F maps the pair (α1, α2) to a monic polynomial of degree two whose ordered roots
are (α1, α2). Observe that F is injective on the region R2

+ ∩ {α1 < α2} with never-vanishing
Jacobian |JF (α1, α2)| = |α1 − α2|. What is the image of F in the space of polynomials R[x]?
Denoting by a1, a2 the coefficients of a monic polynomial p(x) = x2 − a1x + a2 ∈ R[x], we see
first that the conditions α1, α2 > 0 imply a1, a2 > 0. Moreover the polynomial p(x) = F (α1, α2)
has by construction real roots, hence its discriminant a2

1 − 4a2 must be positive.

Viceversa, given (a1, a2) such that a1, a2 > 0 and a2
1−4a2 > 0, the roots of p(x) = x2−a1x+a2

are real and positive. Hence, F (R2
+ ∩ {α1 < α2}) = {(a1, a2) ∈ R2 | a1, a2 > 0, a2

1 − 4a2 > 0}.
Thus we can write the above integral as

(?) =
2√
2π

∫ ∞
0

∫ a21
4

0

a2
2e
− a

2
1−2a2

2 +
a21
8 da2da1 =

2√
2π

∫ ∞
0

e−
3a21
8

∫ a21
4

0

a2
2e
a2da2

 da1

and performing elementary integration we obtain (?) = Eσ4 = 6− 4√
3
.
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