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 Formerly, short-form word was widely used in the field of journalism. 
However, nowadays, short-form word has been widely used by many 
people, especially in online communication. These short-form words 
trigger problems in the field of data mining, especially those involving 
online text processing. It leads to inaccurate result of text mining 
activities. On the other hand, only few works have investigated on 
Malay short-form word identification and conversion. Therefore, this 
work aims to develop an application that can identify and convert 
Malay short-form words into its’ full word. In order to develop this 
application, the short-form rules need to be carefully examined. The 
formal rules from Dewan Bahasa & Pustaka (DBP) are used as the 
primary reference for generating the short form word identification 
algorithm. While for the conversion algorithm, Levenshtein Distance 
(LD) is used to measure the similarity. The rule-based technique is 
also used as a complement to LD technique. As a result, 70.27% of 
the Malay short-form words have been correctly converted into their 
full words. The conversion rate is quite promising, and this work can 
be further strengthened by incorporating more rules into the algorithm. 
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1. Introduction 
A short-form word or formally known as abbreviation is a shorter version of word by 

eliminating certain characters. Short-form exists in many languages, and it exists in the Malay 
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language as well. The following is an example of a comment in the Malay language taken from the 
official Facebook page of Ministry of Health Malaysia: 

 
“Hampir 1 juta dh yg mati akibat covid dlm masa +-10 bln, tp syukurlh msia 

masih trkawal…semoga wabak ni cpt berlalu…tlg la weh..jaga sop kita” 
 

The above message contains short-form words (abbreviation and acronym), incorrect spell words, 
symbols, improper casing, and punctuation. There is also other improper word structure of a short 
form found in online messages created by Malaysian such as mixed language words, code-mixing 
[1], phonetic spelling [2], and homophone words [3]. Sometimes, when the creation of a short-form 
is too creative than the usual standard, the machine cannot process the words, but even humans 
are also confused with the actual meaning of the short forms used. 

Previously, the purpose of using short-form was to save space and speed up the writing 
process, which is very common in the journalism industry. However, nowadays, in the digital 
communication era, short-form is widely used by almost all levels of people. This is because they 
want to minimize keystroke (especially those using mobile devices to generate the message) and 
to speed up the communication process. The issue is that the use of these short-form words has a 
significant impact on society, such as the youngsters who also tend to use it in their formal writing 
[4]. This situation is not good for their language development. In fact, using short-form can degrade 
the original value of the language [3]. 

Short-form words, however, bring greater problems in the data mining field. In text 
processing activity, the short form word is categorized as an out-of-vocabulary (OOV) terms. It is a 
kind of noisy text. It cannot be processed accurately. Findings from [5] report that, on average in an 
online Malay text message containing 60 words, as many as 15 words were made up of noisy text. 
It means, as much as 25% of the words found in a text message are meaningless. If this kind of 
noisy text (short form) is omitted, most likely some important information in a message will be lost. 
Therefore, it becomes necessary to fix or normalize the short-form word so that it can be processed 
accurately. 

This project aims to develop an application that can identify short-form words and translate 
them into its’ correct word. Firstly, we observed the short form words that are commonly used by 
Malaysian on the social media platform. Then we thoroughly studied the guidelines for creating the 
Malay short-form words. After that, we constructed an algorithm that automatically identifies and 
replaces the short-form words. Finally, this project manages to develop an application that can 
convert the Malay short-form word into their correct word using Levenshtein Distance and rule-
based technique. 

This paper is arranged as follows. Section 2 presents several pieces of research related to 
the normalization of Malay short form or abbreviation. Section 3 explains about the Levenshtein 
Distance string metric. Then, section 4 lists out several rules and guidelines in Malay short forms. 
While section 5 clarifies the methodology used to develop this project. Lastly, section 6 and 7 
discuss the results and concludes the findings.  

 
 
2. Related Works 

Research done by Samsudin [6] has been cited by many researchers who research Malay 
OOV or Malay noisy text. There were two (2) major contributions made by them; first is the 
common noisy text list, and second is the creation of the artificial abbreviation list. The common 
noisy text list is generated based on the noisy text that occurred more than two times in their 
corpus. A total of 10,550 common noisy words were listed. On the other hand, the artificial 
abbreviation list was created by adopting the DBP rules and observing the noisy text pattern from 
the common noisy word list. The list is comprised of 80,000 noisy artificial words, which is used to 
improve the normalization process. They managed to get to 76% of correctly identified noisy words 
by using both the common noisy list and the abbreviation list. Besides, they also highlighted the 
rules they used to manipulate the characters of Malay OOV words. Those rules have drawn the 
attention of many scholars. We gained a lot of knowledge on Malay noisy words from this 
publication.  

Omar [7], attempted to build a Malay abbreviation corpus by using social media data, and 
they named it as Malay Social Media Corpus (MSMC). They have extracted and normalized one 
(1) million user-generated content (post) from Twitter and Facebook. All the content was filtered 
with multilayer pattern matching and statistical machine translation. They attempted to identify the 
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abbreviation words by removing all the matched in-vocabulary (IV) terms. They assumed the 
remaining (OOV) words are the abbreviation words. Then, all the identified abbreviation words 
(OOV) were linked to IV words semi-automatically. It means that their corpus contains one million 
social media posts with all the words (normal and abbreviation words) linked to IV words. So 
indirectly, the corpus can be used to translate any abbreviation if the abbreviation pattern is the 
same as the pattern in the MSMC. Other than that, they also published eight (8) common 
abbreviation patterns being used in the user-generated content from Twitter and Facebook. We 
took into consideration the abbreviation patterns figured out by them. Besides that, we also pay 
attention to their way of identifying the OOV (abbreviation) words. 

A research work proposed by Roza [8] has brought us an idea of using LD and rule 
manipulation to convert the short-form words. They conclude that LD alone is not enough to 
normalize the OOV words, and it creates a benchmark that can be further improved. Their testing 
result shows that with additional rules adaptation, the results have increased significantly. For the 
character manipulation rules, they have closely followed the rules published by [5]. Besides, they 
also proposed new rules to normalize the OOV. They suggest adding a stemming process before 
the OOV can be normalized with other rules. Besides that, they managed to compile a list of the 
most frequent OOV words that appear in their dataset. They also agreed that the Malay language's 
colloquial terms will continue to evolve and change over time, which makes the research in this 
area always relevant. 

 
 

2.1 Levenshtein Distance  
Levenshtein Distance (LD) is a very common string metric used in spelling correction and 

plagiarism application [9]. It is often referred to as edit distance. The word ‘distance’ implies the 
number of changes required to alter a word [10]. This technique is used to measure the amount of 
edit needed to correct a word [11]. LD formula is as in (1). 
 

 
 

        (1) 
 
 
 
In simple words, LD is a number showing how different two strings are. The higher the 

number, the more different the two strings are [12], [13]. The LD algorithm involves addition, 
deletion, and character substitution into a word. 

 
 

2.2 Malay Short-form Rules 
As per our observation, Malaysian commonly tend to remove the vowels when creating 

short forms such as ‘mkn’ for ‘makan’ (eating), ‘sy’ for ‘saya’ (I) and ‘bsr’ for ‘besar’ (big). Some 
tend to remove the syllable such as ‘ni’ for ‘ini’ (this), ‘gi’ for ‘pergi’ (go) and ‘tu’ for ‘itu’ (that). And 
some even try to create a shorter version of short-form such as ‘y’ for ‘ya’ (yes), ‘k’ for ‘ok’, ‘x’ for 
‘tidak’ (no) and ‘g’ for ‘pergi’.  

Apart from the observation, we also delved into several works done by [5], [14], [15], [16] 
and [17], to get more in-depth about this subject. Almost all of them referred to the same basic 
guidelines produced by Dewan Bahasa & Putaka (DBP). DBP is an institution set up by the 
government of Malaysia to preserve ‘Bahasa Melayu’ (Malay language). DBP has published more 
than 15 guidelines for creating short-form word and acronym [18], but we only chose eight 
guidelines as our primary reference to suit our project scope, which did not cover the acronym type 
short form. The referred guidelines are as follows: 

 
i. Remove all vowel 

ii. Remove vowel and consonant simultaneously 

iii. Remove based on syllable 

iv. Use one character from the word 

v. Combination of character and number 

vi. Use the first character from a closed compound word 
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vii. Use the first and last character of the word 

viii. Use 2 to 3 number of characters from a word 

Those guidelines were used to create the rule-based algorithm which complements the LD 
technique. 
 

 
3. Methodology 

The development of this application is based on the prototyping model. This model 
suggests six (6) phases of operation: planning, analysis, design, building a prototype, user 
evaluation, refined prototype, and final product. We chose this model because it focuses on 
producing the end product by refining it until it achieves the project requirement. Figure 1 illustrates 
the activity involved during each phase of the prototyping model. 

 

 
 

Figure 1. Development methodology-prototyping model 
 
 
System architecture, as in Figure 2 provides an overview of the processes that take place 

in the proposed application. The first block on the right is the back-end process, which occurs 
before the application run. At this stage, the rules for short-form were created. It is created from 
three (3) main sources. The first source is from our own observation on the social media 
atmosphere, and the remaining is from the DBP guidelines and research publications. Then we 
triangulate these three (3) sources to acquire the rules, patterns, and concepts that are commonly 
used in Malay short-form words. This information is used in the next stage of development. 

The second block of the system architecture exhibits the main process in the development. 
It involves several operations. The first operation is the pre-processing procedure, which includes 
case-folding and tokenization. It converts all the letters to lower case and separates all the 
submitted words or sentences into tokens. Then the tokens undergo identification and segregation 
process. It is done with the aid of the short-form information (rules and patterns) that we have 
obtained earlier.  

Later, the short-form word is classified by counting the number of vowel in a string (token). 
If the number of vowel is found equal to or less than one, then it is labelled as a short form 
candidate. Next, the candidate is checked with Malay single-syllable word (‘kata tunggal satu suku 
kata’) list. If the candidate is not in the list of Malay single-syllable words, it is classified as a short-
form. Only then, the LD algorithm is used to find the nearest word to convert the short-form word 
into its full words. This algorithm calculates the number of edits needed between two strings. A 
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string match with the lowest LD value is chosen as the best word to replace the short form 
candidate. In addition to the LD method, the short form candidate will go through the rule-based 
operation. The rule is based on the guidelines that have been published by the DBP. Finally, the 
application displays the full word of the short-form that has been entered by the user. 

 

 
 

Figure 2. System architecture 
 

 
 

The user interface of our application is as in Figure 3. The interface has an input area, 
convert (“TUKAR”) button, and output area. The input area is where the user enters the 
text/sentences, while the output area is where the result of the conversion is shown. 
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Figure 3. The user interface of the application 
 
 
4.  Results and Discussion 

The application is built entirely in the Java Eclipse environment, and the algorithms are 
constructed using Java language. Once the development completes, the first module (tokenization, 
identification, and segregation algorithm) is tested by submitting several sentences containing a 
mixture of short-form and non-short-form word to the application. Sample of the output in Figure 4 
shows that the application managed to identify and segregate the short form word from the non-
short form word. 

 
 
 
 
 
 
 
 
 
 
 
 
  
 
 

Figure 4. The output of short-form identification and segregation module 
 
 
Next, the second module is tested: the short form conversion module (LD and rule-based 

algorithm). We have prepared 111 of short-form words for the testing. All the words were Table 1 
shows the sample of short-form word used.  



   

 

40 

 

 
Table 1. Sample of the short-form word and their full word 

 
No Short Form Full Word 

1 ank anak 

2 ap apa 

3 awk awak 

4 abg abang 

5 adk adik 

6 bln bulan 

7 bwh bawah 

8 bli beli 

9 btl betul 

10 byk banyak 

 

 

They were all carefully tested, and 78 of them were converted successfully by the 
algorithm. It indicates that 70.27% of the short form words were correctly converted. It is illustrated 
in Figure 5. We compare our result to work done by [8], which also apply a similar approach to our 
work. They recorded only 16% of the OOV words were successfully normalized, compared to our 
work that has achieved better accuracy. We believe the percentage can be increased if more rules 
are introduced to the algorithm.  

 

 
 

Figure 5 . Percentage of conversion results 
 

 

The test result is also analyzed based on the category of rules aspect. Figure 6 shows the numbers 
of successful and unsuccessful conversion based on its category of rules. The conversion of short-
form words from vowel removal, one character, and a combination of character and number 
categories, are among the most successful. In contrast, the short-form conversion from the first 
character of a closed compound word category is the most unsuccessful. An example of short-form 
from this category is ‘tt,’ which refers to ‘tandatangan’ (signature). The word ‘tandatangan’ is a 
Malay compound word comprised of the word ‘tanda’ and ‘tangan’. So the first character from each 
word (the compound word) devoted the short form of ‘tt’. The failure of the conversion may be due 
to inaccurate identification of the compound word, which also leads to inaccurate LD calculation. 
Apart from it, the LD algorithm is also ineffective to be used with a long string.  
 

78, 70.27%

33, 29.46%

Malay Short-Form Words Conversion into Full 
Word 

Successful

Unsuccessful
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Figure 6. Conversion result based on types of short-form rules 
 
 
In total, 29.46% of the short form words were not successfully converted. It indicates that 

further research needs to be done. It has been our main concern to add more rules and adopt other 
technique that may increase the conversion rate in future. 

 
5. Conclusion 

This work aims to develop an algorithm that can convert Malay short-form words into its’ 
full word. Before constructing the algorithm, there were eight (8) rules have been identified for 
creating the Malay short-forms words which are removing vowel from the words, removing vowel 
and consonant simultaneously, short-form words that used syllable, use one character from the 
word, combination of character and number, using the first character from closed compound words, 
and by using the last character of the word. These rules were used as the principal guidance for 
constructing the identification and conversion algorithm. As for the basis of the development, 
Levenshtein Distance was used to calculate and measure the similarity of the strings. In addition, 
several rules were created and added to the algorithm as a supplementary to the Levenshtein 
Distance technique. Finally, 70.27% of the short-form words were converted correctly. However, 
this work has some limitation, such as the number of test data can be further increased to produce 
richer results. Moreover, the LD algorithm itself has its drawback as it is ineffective when dealing 
with a long string (word). Although this application is a prototype version, it managed to garner 
positive results based on the proposed algorithm that applied both LD and rules-based technique. 
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