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#### Abstract

This thesis contains three contributions to cross quadrature amplitude modulation (XQAM) systems. Paper A and paper B are concerning error performance analysis, and paper C involves the design of a space-time labeling diversity scheme for XQAM. 1) In paper $A$, an approximation of the symbol error probability (SEP) of a single-input multipleoutput (SIMO) XQAM modulated system over dual correlated fading channels, including Rayleigh, Nakagami-m, Nakagami-n (Rice) and Nakagami-q (Hoyt), is derived. Diversity combining is achieved using maximal-ratio combining (MRC), and the moment generating function (MGF) is used to derive the average SEP equations. Tight approximations for the Gaussian Q-function and the generalized Gaussian Q-function are derived using the trapezoidal rule. The resulting expressions consist of a finite sum of MGF's which are accurate and easily evaluated. In addition, a transformation technique is used to convert the correlated channels into independent channels which are then used in the analysis. SEP simulation results show a tight match with the derived approximation expressions. 2) In paper $B$, the results from paper $A$ are extended to consider an SIMO XQAM modulated system over an arbitrary number of non-identical, correlated fading channels. Rayleigh, Nakagami-m and Nakagami-q fading channels are considered. Diversity combining is achieved using MRC. The MGFs for the fading channels are used to obtain the average SEP. A transformation technique is proposed that uses knowledge of the channel covariance matrix to convert an arbitrary number of non-identical, correlated fading channels into independent channels, which are then used in the analysis. SEP simulation results are shown to match well with the theoretical results. 3) In paper C, an uncoded space-time labeling diversity (USTLD) system with improved bandwidth efficiency for XQAM is proposed. The proposed system is a combination of USTLD with XQAM and M-ary phase shift keying (MPSK) modulation. A low complexity detection scheme is proposed based on the maximum likelihood (ML) detection scheme. A simple approach is discussed to design mappers for XQAM and MPSK which are then used in the proposed system. Rayleigh flat-fading conditions are considered, and the tightness achieved by a theoretical average bit error probability (ABEP) bound is investigated. By introducing extra bits to a USTLD system via a 16-PSK phase component, the data rate for 32XQAM and 128XQAM USTLD can be improved by $20 \%$ and $14.3 \%$ respectively. Simulation


results show that the performance of the proposed system closely matches performance of the standard USTLD system at high SNR.
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## Part I

Introduction

## 1 Introduction

Wireless communication is an area of high interest nowadays and has applications in many different fields. There are ever increasing demands for high speed data communication over varying distances and channel conditions.

New transmission schemes and techniques are being researched to meet the symbol error rate (SER) or bit error rate (BER), system throughput and delay requirements for specific applications. Diversity techniques are one such method, and include space diversity, time diversity, frequency diversity, cooperative diversity, and more. Diversity schemes use multiple copies of the same information to improve the BER or SER of a system. In recent works, a promising new diversity scheme called uncoded space-time labeling diversity (USTLD) has been proposed.

The choice of modulation scheme for a system can have a significant effect on system error performance. Different modulation schemes exist in the literature. An important and widely used scheme is quadrature amplitude modulation (QAM). There are various different possible configurations of the QAM constellation, including square QAM (SQAM), rectangular QAM, triangular QAM (TQAM), and cross QAM (XQAM).

It is important to be able to predict the BER or SER performance of a wireless communication system to ensure that the system will meet the BER or SER requirements for a particular application. In aid of this, probability distributions are commonly used in modelling real-life fading channel conditions. Some commonly used distributions include Rayleigh, Nakagami-m, Nakagami-n (Rice) and Nakagami-q (Hoyt) distributions. Other aspects of the channel condition need to be considered as well in order to accurately predict the behaviour of a system. These include the effects of correlation between multiple fading channels, or channels that are not identically distributed.

### 1.1 Cross quadrature amplitude modulation

Digital QAM is a modulation scheme widely used in wireless communication. QAM consists of two carrier signals that are amplitude modulated. The carriers are also 90 degrees out of phase with each other (orthogonal), and are called quadrature carriers [1].

The most common configuration for a QAM constellation is square QAM, as this minimizes symbol error probability by maximizing the Euclidian distance between any two constellation points. However, this configuration can only be used when the number of bits to be transmitted is even: 4QAM for 2 bits, 16QAM for 4 bits, etc. Historically, rectangular QAM was used for systems that required the transmission of an odd number of bits: 8QAM for 3 bits, 32QAM for 5 bits, etc.

XQAM is an alternative configuration used in place of rectangular QAM for odd bit transmission. It was proven in [2] that using XQAM instead of rectangular QAM results in greater power efficiency and at least a 1 dB signal-to-noise ratio (SNR) gain. Due to the benefits of the scheme, XQAM is used in adaptive modulation schemes as it allows for smaller steps in modulation size [3-7], in blind equalization [8], and is also used in various systems such as ADSL, VDSL and in DVB-C [9-11].


Fig. 1 32XQAM constellation diagram

### 1.2 Fading channel models

For SER or BER performance analysis, we need a mathematical model that approximates the behavior of a wireless fading channel. Covered here is a brief overview of the fading channel models relevant to this thesis, based on the material in [12] and [13].

### 1.2.1 Rayleigh

Rayleigh fading refers to a channel that experiences fading according to a Rayleigh distribution. This model is applicable to wireless systems without a dominant line of sight component, such as the scattered paths in tropospheric [14] and ionospheric [15-16] signal propagation. Other examples include propagation in heavily built up city centres [17] and the reflected and refracted paths in ship-to-ship radio links [18]. For Rayleigh fading, the probability density function (PDF) of the channel fading amplitude $\alpha$ is given by

$$
\begin{equation*}
p_{\alpha}(\alpha)=\frac{\alpha}{\sigma^{2}} \exp \left(-\frac{\alpha^{2}}{2 \sigma^{2}}\right), \quad \alpha \geq 0 \tag{1}
\end{equation*}
$$

where $\sigma^{2}$ is the channel variance.

### 1.2.2 Nakagami-n (Rician)

A channel experiencing Rician fading shows the characteristics of the Rician distribution. This model is applicable to systems where the signal arrives at the receiver via multiple paths, but at least one of the paths is dominant, typically a line of sight (LOS) component. This fading model is applicable to microcellular urban and suburban land-mobile [19], picocellular indoor [20], and factory [21] environments with LOS paths. It also applies to the dominant LOS path of satellite [22-23] and ship-to-ship [18] radio links. The PDF of the channel fading amplitude $\alpha$ for the Rician distribution is given by

$$
\begin{equation*}
p_{\alpha}(\alpha)=\frac{\alpha}{\sigma^{2}} \exp \left(-\frac{\alpha^{2}+s^{2}}{2 \sigma^{2}}\right) \cdot I_{0}\left(\frac{\alpha s}{\sigma^{2}}\right) \tag{2}
\end{equation*}
$$

where $I_{0}(\cdot)$ is the modified Bessel function of the first kind with zero order, and $s^{2}$ is the power of the LOS component, and $\sigma^{2}$ is the power in the remaining multipaths. We can define Rician fading in terms of two parameters: $K$ represents the ratio of the power in the LOS component to the power in the other components:

$$
\begin{equation*}
K=\frac{s^{2}}{2 \sigma^{2}} \tag{3}
\end{equation*}
$$

and $\Omega$ represents the average fading power and is given by

$$
\begin{equation*}
\Omega=s^{2}+2 \sigma^{2} \tag{4}
\end{equation*}
$$

From (5-7) we can write the PDF for Rician fading in terms of $K$ and $\Omega$ as

$$
\begin{equation*}
p_{\alpha}(\alpha)=2 \alpha \frac{1+K}{\Omega} \exp \left(-K-\frac{1+K}{\Omega} \alpha^{2}\right) \cdot I_{0}\left(2 \alpha \sqrt{\frac{K(1+K)}{\Omega}}\right) \tag{5}
\end{equation*}
$$

With no LOS component ( $K=0$ ), Rician fading becomes Rayleigh fading.

### 1.2.3 Nakagami-m

Nakagami fading was originally developed empirically based on measurements, and provides a better estimation for the behaviour of certain wireless fading channels [24]. For example, Nakagami fading is used to model interference from multiple sources in a cellular system [25] or for urban radio multipath channels [26]. Other applications for the Nakagami-m distribution include land-mobile [27-29] and indoor-mobile [30] multipath propagation, as well as scintillating ionospheric radio links [31-34]. PDF of the channel fading amplitude $\alpha$ for Nakagami-m distribution is given by

$$
\begin{equation*}
p_{\alpha}(\alpha)=2 \alpha \frac{2 m^{m} \alpha^{2 m-1}}{\Omega^{m} \Gamma(\mathrm{~m})} \exp \left(-\frac{\mathrm{m} \alpha^{2}}{\Omega}\right), \quad \alpha \geq 0, \quad m \geq \frac{1}{2} \tag{6}
\end{equation*}
$$

where $m$ is the Nakagami-m fading parameter, $\Gamma(\cdot)$ is the incomplete gamma function, which is defined as $\Gamma(\alpha)=\int_{0}^{\infty} t^{\alpha-1} e^{-t} d t$ and $\Omega$ is the average fading power.

### 1.2.4 Nakagami-q (Hoyt)

The Nakagami-q (Hoyt) distribution is used in the modelling of certain systems affected by wireless fading [35-36]. It has found particular relevance to modelling cellular communications for satellite channels [36-38]. The PDF of the channel fading amplitude $\alpha$ for Nakagami-q distribution is given by

$$
\begin{equation*}
p_{\alpha}(\alpha)=\alpha \frac{\left(1+q^{2}\right)}{\mathrm{q} \Omega} \exp \left(-\frac{\left(1+q^{2}\right)^{2}}{4 q^{2} \Omega} \alpha^{2}\right) \cdot I_{0}\left(\frac{\left(1-q^{4}\right)}{4 q^{2} \Omega} \alpha^{2}\right), \quad \alpha \geq 0,0 \leq q \leq 1 \tag{7}
\end{equation*}
$$

where $q$ is the Nakagami fading parameter and $\Omega$ is the average fading power.

### 1.3 Signal-to-noise ratio

In analyzing the performance of a system, one of the most important metrics is the signal-tonoise ratio (SNR). As the name suggests, it's the ratio between the signal power and the noise experienced by the signal by the time it reaches the receiver. For error performance analysis, the average SNR is of interest, which is obtained by averaging the instantaneous SNR over the PDF of the fading distribution. This can be shown mathematically as [3, eq. 1.1]

$$
\begin{equation*}
\bar{\gamma} \triangleq \int_{0}^{\infty} \gamma p_{\gamma}(\gamma) d \gamma \tag{8}
\end{equation*}
$$

where $\gamma$ is the instantaneous SNR, and $p_{\gamma}(\gamma)$ is the PDF of the fading distribution in terms of $\gamma$. The PDF of the instantaneous SNR for the fading channels described above are given by [3, pg. 21]

Table 1 PDF of $\gamma$ for selected fading channels

| Fading channel | PDF $\boldsymbol{p}_{\boldsymbol{r}}(\boldsymbol{\gamma})$ |
| :---: | :---: |
| Rayleigh | $P_{\gamma_{R}}(\gamma)=\frac{1}{\bar{\gamma}} \exp \left(-\frac{\gamma}{\bar{\gamma}}\right)$ |
| Nakagami-m | $P_{\gamma_{m}}(\gamma)=\frac{m^{m} \gamma^{m_{-1}}}{\bar{\gamma}^{m} \Gamma(m)} \exp \left(-\frac{m}{\bar{\gamma}} \gamma\right), m \geq \frac{1}{2}$ |
| Nakagami-n | $P_{\gamma_{n}}(\gamma)=\frac{1+K}{\bar{\gamma}} e^{-K} \exp \left(-\frac{1+K}{\bar{\gamma}} \gamma\right) I_{0}\left(2 \sqrt{\frac{1+K}{\bar{\gamma}} K \gamma}\right), K \geq 0$ |
| Nakagami-q | $P_{\gamma_{q}}(\gamma)=\frac{1+q^{2}}{2 q \bar{\gamma}} \exp \left(-\frac{\left(1+q^{2}\right)^{2}}{4 q^{2} \bar{\gamma}} \gamma\right) I_{0}\left(\frac{1-q^{4}}{4 q^{2} \bar{\gamma}} \gamma\right), 0 \leq q \leq 1$, |

### 1.4 Moment generating function

The moment generating function (MGF) is a useful alternative representation of the probability distribution. The moment generating function, where it exists, can be found using the following equation [3, eq. 1.2]

$$
\begin{equation*}
M_{\gamma}(s)=\int_{0}^{\infty} p_{\gamma}(\gamma) e^{s \gamma} d \gamma \tag{9}
\end{equation*}
$$

The MGF for the fading channels described above are given by [3, pg. 21].

Table 2 MGF of $\gamma$ for selected fading channels

| Fading channel | MGF $\boldsymbol{M}_{\boldsymbol{\gamma}}(\boldsymbol{s})$ |
| :---: | :---: |
| Rayleigh | $M_{\gamma_{R}}(s)=(1+\bar{\gamma} s)^{-1}$ |
| Nakagami-m | $M_{\gamma_{m}}(s)=\left(1+\frac{\bar{\gamma}}{m} s\right)^{-m}, \quad m \geq \frac{1}{2}$ |
| Nakagami-n | $M_{\gamma_{n}}(s)=\frac{1+K}{1+K+\bar{\gamma} s} \exp \left(-\frac{K \bar{\gamma} s}{1+K+\bar{\gamma} s}\right), \quad K \geq 0$, |
| Nakagami-q | $M_{\gamma_{q}}(s)=\left(1+2 \bar{\gamma} s+\left(\frac{2 q \bar{\gamma}}{1+q^{2}}\right)^{2} s^{2}\right)^{-\frac{1}{2}}, 0 \leq q \leq 1$ |

### 1.5 Correlated fading

SER or BER performance analysis for diversity systems usually assumes independent fading for multiple paths at the receiver. However, there are many practical systems in which the fading for multiple paths is correlated.

Spatial correlation occurs due to insufficient antenna spacing [37-38], angle spread [39], or poor scattering conditions [40]. For example, small-size mobile units may have physical constraints that do not allow for sufficient antenna spacing. It is also possible for a system to undergo temporal correlation. This can be caused in time diversity schemes where there is imperfect interleaving (the channel symbols are not fully interleaved), or due to delay constraints [41-42].

Correlated fading affects the diversity gain of the system, and does not match the prediction obtained from assuming independent channels [43]. This issue was first explored in [44]. Correlated fading also has an effect on the channel capacity of a system. For example, [45] investigates the effect of correlated fading on the channel capacity of multi-element antenna systems.

### 1.6 Diversity schemes

A diversity technique is one that improves system error performance through redundancy: by having multiple copies of the information signal, the system is better able to recover the originally transmitted information. There are many diversity techniques, and more are still being researched. Below is a brief overview of diversity schemes relevant to this thesis:

### 1.6.1 Space Diversity

Space diversity is a method used to achieve either transmit diversity, receiver diversity or both transmit and receive diversity. Space diversity uses multiple antennas that are physically separated by a distance greater than half a wavelength at either transmitter, receiver or both transmitter and receiver [46-47]. This allows multiple copies of the transmitted signal to be received. Based on the number of transmit and receive antennas the transmission system can be classified into single-input single-output (SISO), single-input multiple-output (SIMO), multiple-input single-output (MISO), and multiple-input multiple-output (MIMO) which are illustrated in Fig. 2.


Fig. 2 SISO, SIMO, MISO and MIMO space diversity

### 1.6.2 Space-Time Diversity

Time diversity is achieved by transmitting multiple copies of the information signal over multiple timeslots. A space-time diversity scheme is one which utilizes both space and time diversity, such as space-time trellis codes (STTCs) or space-time block codes (STBCs).

### 1.6.3 Labeling Diversity

Labeling diversity is an emergent technology which uses multiple different bits-to-constellation signal mappers within the spatial streams at the transmitter. Recent research shows this to improve the performance of multi-antenna transmission systems [48].

### 1.7 Diversity Combining Schemes

In order to benefit from the diversity schemes in operation, the individual signals need to be combined at the receiver.

### 1.7.1 Maximal-ratio Combining

The optimal combining scheme at the receiver is maximal-ratio combining (MRC). In MRC, the signal from each receiver is multiplied by a weight factor that is proportional to the signal amplitude [49]. The signals are then added together. This causes the stronger signals to be amplified, weaker signals to be attenuated, and the received signal-to-noise ratio (SNR) to be maximized. MRC requires the knowledge of all channel parameters at the receiver.

Assuming the receiver has $N_{R}$ antennas in SIMO system, the received signal is given by

$$
\begin{equation*}
\boldsymbol{y}=\sqrt{E_{s}} \boldsymbol{H} x+\boldsymbol{n} \tag{10}
\end{equation*}
$$

where $\boldsymbol{y}=\left[\begin{array}{llll}y_{1} & y_{2} & \cdots & y_{N_{R}}\end{array}\right]^{T}, x$ is the transmitted symbol, $E_{S}$ is the transmit symbol power, $\boldsymbol{H}=$ $\left[h_{1} h_{2} \cdots h_{N_{R}}\right]^{T}$ represents the channel fading, and $\boldsymbol{n}=\left[\begin{array}{llll}n_{1} & n_{2} & \cdots & n_{N_{R}}\end{array}\right]^{T}$ represents the additive white Gaussian noise (AWGN) with noise power $N_{0}$. Using MRC, the estimated signal $\hat{S}$ is given by [50]

$$
\begin{equation*}
\hat{s}=\frac{\sum_{i=1}^{N_{r}} h_{i}^{*} y_{i}}{\sqrt{E_{S}} \sum_{i=1}^{N_{r}}\left|h_{i}\right|^{2}} \tag{11}
\end{equation*}
$$

where * represents conjugate operation.

For MRC, the combined conditional SNR is given by

$$
\begin{equation*}
\gamma_{t}=\sum_{i=1}^{N_{r}} \frac{E_{s}}{N_{i}}\left|h_{i}\right|^{2}=\sum_{i=1}^{N_{r}} \gamma_{i} \tag{12}
\end{equation*}
$$

## 2 Motivation and Research Objective

In [51], the exact average symbol error probability (SEP) of XQAM signal with MRC reception over independent, identically distributed Nakagami-m, -n and -q fading channels was analysed. However, correlation between fading channels was not considered. This motivates the derivation of expressions for SEP performance analysis of systems where it cannot be assumed that the fading channels are independent. The importance of considering correlated fading scenarios was discussed in Section 1.6.

Various approximations for the Gaussian Q-function and generalized Q-function were derived in [51] using numerical integration methods. However, the SEP expressions still include integral functions with exponential sums which are not analytical. This also motivates the derivation of approximation expressions that are in closed-form. In this thesis, the trapezoidal rule was used instead which produces closed-form expressions that also provide arbitrarily tight approximations for the Gaussian Q-function and generalized Gaussian Q-function.

In [52], a new diversity scheme called uncoded space-time labeling diversity was developed. Whilst the paper suggested design criterion for the signal mapper, it provided no practical method of finding an optimal mapper. It also only provided possible mappers for square-QAM systems. This motivates finding mappers for the modulation scheme of interest in this thesis i.e. XQAM. This new scheme also provides opportunity to find methods to develop new systems with improved error performance or spectral efficiency.

In the literature, analysis has been done for the SEP or BEP performance of various systems with specific detection, modulation and diversity schemes. An example is Digital Video BroadcastingCable (DVB-C), the details of which are found in [3]. The papers included in this thesis are contributions to this field, as they consider the case of a system using MRC detection, XQAM modulation, and either space or space-time diversity schemes.

## 3 Contributions of Included Papers

The work covered in this thesis has been detailed over three papers, which are presented in Part II. The details of the papers are summarized below.

## Paper A

M.W. Kamdar and H. Xu, "SEP Performance Analysis of Cross QAM with MRC over Dual Correlated Nakagami-m, -n, and -q Channels," 2014.

An approximation of the symbol error probability (SEP) of a single-input multiple-output (SIMO) XQAM modulated system over dual correlated fading channels, including Rayleigh, Nakagamim , Nakagami-n (Rice) and Nakagami-q (Hoyt), is derived. Diversity combining is achieved using maximal-ratio combining ( MRC ), and the moment generating function (MGF) is used to derive the average SEP equations. Arbitrarily tight approximations for the Gaussian Q-function and the generalized Gaussian Q-function are obtained from the numerical analysis technique; the trapezoidal rule. The resulting expressions consist of a finite sum of MGF's which are easily evaluated and accurate enough. In addition, a transformation technique is used to derive independent channels from the correlated channels which are then used in the analysis. The simulation results show a tight match with the derived approximation expressions.

## Paper B

M.W. Kamdar and H. Xu, "SEP Performance Analysis of Cross QAM with MRC over Non-Identical Correlated Fading Channels," 2019.

An approximation expression is derived for the SEP of a single-input multiple-output (SIMO) XQAM modulated system over an arbitrary number of non-identical, correlated fading channels. Rayleigh, Nakagami-m and Nakagami-q fading channels are considered. SEP expressions for independent channels are derived using the MGFs for the fading channels, with MRC diversity combining. A transformation technique is proposed that uses knowledge of the channel covariance matrix to convert an arbitrary number of non-identical, correlated fading channels into identically distributed, independent channels. Simulations are performed in Matlab to verify the accuracy of the derived expressions.

## Paper C

M.W. Kamdar, H. Xu and N. Pillay, "Uncoded Space-Time Labeling Diversity for Cross QAM with MPSK," 2019.

An uncoded space-time labeling diversity (USTLD) system with improved bandwidth efficiency for XQAM is proposed. The proposed system is a combination of USTLD with XQAM and M-ary phase shift keying (MPSK) modulation. A low complexity detection scheme is proposed based on the maximum likelihood (ML) detection scheme. A simple approach is discussed to design mappers for XQAM and MPSK which are then used in the proposed system. Rayleigh flat-fading conditions are considered, and the tightness achieved by a theoretical average bit error probability (ABEP) bound is investigated. By introducing extra bits to a USTLD system via a 16PSK phase component, the data rate for 32XQAM and 128XQAM USTLD can be improved by $20 \%$ and $14 \%$ respectively. Simulation results show that the performance of the proposed system closely matches performance of the standard USTLD system at high SNR.

## 4 Future Work

The derived expressions, whilst providing a very good approximation, are still not exact. Further research should be done into deriving exact closed-form expressions for the Q-function.

The expressions derived in paper A apply only to dual channel systems. Whilst Paper B's expression applies to systems of any order, it requires knowledge of the covariance matrix. There is still need for expressions to solve the problem of arbitrary order correlated fading channels where knowledge of the covariance matrix is not possible.

Using the MGF function, analysis has been performed over AWGN channels as well as Rayleigh, and various Nakagami channels (-m, -n and $-q$ ). There still remain other more generalized channel models that have not been considered. This includes Weibull, $\eta-\mu$ and $\kappa-\mu$ and lognormal shadowed fading, from which the channels considered can often be derived as special cases.

The papers presented in here focus only on SEP performance analysis. There are other performance metrics that can be considered as well, such as outage probability.

It is possible a better performing mapper design than that proposed in paper C exists, but it is yet to be proven. The error performance analysis expression provided only provides a bound on performance, an exact expression is yet to be derived.
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# Performance Analysis of Cross QAM with MRC over Dual Correlated Nakagami-m, -n, and -q Channels 


#### Abstract

An approximation of the symbol error probability (SEP) of a single-input multiple-output (SIMO) cross QAM (XQAM) modulated system over dual correlated fading channels, including Rayleigh, Nakagami-m, Nakagami-n (Rice) and Nakagami-q (Hoyt), is derived. Diversity combining is achieved using maximal-ratio combining (MRC), and the moment generating function (MGF) is used to derive the average SEP equations. Arbitrarily tight approximations for the Gaussian Qfunction and the generalized Gaussian Q -function are obtained from the numerical analysis technique; the trapezoidal rule. The resulting expressions consist of a finite sum of MGF's which are easily evaluated and accurate enough. In addition, a transformation technique is used to derive independent channels from the correlated channels which are then used in the analysis. The simulation results show a tight match with the derived approximation expressions.


## 1 Introduction

Quadrature amplitude modulation (QAM) is a modulation scheme widely used in communication systems due to its bandwidth and power efficiency. Square QAM can be used when there is an even number of bits per symbol. However, when the number of bits per symbol is odd, it has been shown in [1] that greater power efficiency is achieved using cross QAM (XQAM) over square QAM. Due to this, XQAM has found use in adaptive modulation schemes as it allows for smaller steps in modulation size [2-6] and has been adopted in practical systems as well [7-9].

An important issue in the performance analysis of communication systems is the effects of the multipath fading channels. It has been shown in [10-11] that the received signals from different antennas can only be assumed to be statistically independent if the antennas are separated by a distance, generally larger than a half wavelength [11-12]. In systems where this condition is not met, the channel fading becomes correlated. Therefore, it is also important to consider the effects of correlation on the performance of diversity systems [12-16].

In [17], exact expressions in closed-form for the SEP of XQAM have been derived for the additive white Gaussian noise (AWGN) channel and independent fading channels. These expressions contain the Gaussian Q-functions and a finite number of numerically evaluable single integrals. In order to facilitate expression manipulations, much research has been done into trying to evaluate the Q -function, or to derive accurate approximations to the alternative Q -function. A summary of the latest research results in this field is found in [18].

Based on the work of [17], [18] analysed the average SEP of XQAM signal with maximal-ratio combining (MRC) reception over independent, but not necessarily identical, Rayleigh, Nakagami-m, Nakagami-n and Nakagami-q channels. The composite rectangular method and Simpson rule are both used to derive close approximations for the Q -function and generalized Q-function. The resulting approximate SEP expressions for the AWGN and fading channels are in the form of a sum of exponential functions and MGFs, respectively. SEP performance analysis of XQAM with MRC reception over generalized $\eta-\mu$ fading channels is also derived in [19]. However, the SEP expressions in [17-19] still include integral functions which are not analytical.

All the above performance analysis of XQAM has been only considered over independent fading channels. The assumption of statistical independence between the diversity channels is valid
only if they are sufficiently separated in space, in frequency or in time. However, there are many cases of practical interest where the assumption of statistical independence is not valid. The behaviour of the correlated channels affects the performance of the system. These effects need to be taken into consideration to gain a more accurate analysis of system performance. This paper extends the work of [17-19] to derive SEP performance of XQAM with MRC over dual correlated Nakagami-m, -n, and -q channels. Firstly, using the trapezoidal approximation rule the arbitrarily tight approximations of Q-function and the generalized Q-function are obtained, respectively. Secondly a transformation technique proposed in [20] is used to convert two correlated fading signals into two independent fading signals. And finally based on the moment generating function (MGF), approximations of the SEP over dual correlated fading channels are obtained in this paper.

The rest of the paper is organised as follows. Section 2 entails a description of the system model and all necessary parameters. In Section 3, approximate SEP expressions of XQAM in AWGN channel, single fading channel, dual independent fading channels and dual correlated fading channels are derived based on MGF, the trapezoidal approximation technique and the transformation technique. In Section 4, simulations are performed to test the accuracy and validity of the theoretical approximation expressions. Section 5 contains concluding remarks.

## 2 System model

A dual-branch single-input multiple-output ( $1 \times 2$ SIMO) system is taken into account in this paper. In the system model an $R=\log _{2} M$ bit binary input is mapped according to an XQAM constellation as shown in [18]. We define the constellation size $M=2^{2 r+1}$ with $r \geq 2$ i.e. $M=$ $32,128,512, \cdots$. After mapping we obtain the transmit symbol $x$. This symbol $x$ is then transmitted over the $1 \times 2$ SIMO Nakagami fading channels. The received signal is given by

$$
\begin{equation*}
\boldsymbol{y}=\sqrt{E_{s}} \boldsymbol{H} x+\boldsymbol{n} \tag{A.1}
\end{equation*}
$$

where $\boldsymbol{y}=\left[\begin{array}{ll}y_{1} & y_{2}\end{array}\right]^{T}, x$ is the transmitted XQAM symbol with $E\left[|x|^{2}\right]=1 . E_{S}$ is the transmit symbol power, $\boldsymbol{n}=\left[n_{1} n_{2}\right]^{T}$ is the complex additive white Gaussian noise (AWGN) with independent and identically distributed (IID) entries according to the complex Gaussian distribution with $\operatorname{CN}(0,1)$. The amplitude $\boldsymbol{\alpha}=\left[\alpha_{1} \alpha_{2}\right]^{T}$ of fading channels $\boldsymbol{H}=\left[h_{1} h_{2}\right]^{T}$ including Rayleigh, Nakagami-m, Nakagami- $q$ and Nakagami-n, are taken into account in this paper. $\quad h_{i}=\left(h_{i}^{I}+j h_{i}^{Q}\right)+\left(h_{D}^{I_{i}}+j h_{D}^{Q_{i}}\right), i \in[1: 2]$ where $h_{i}^{I}$ and $h_{i}^{Q}$ are Gaussian random variables with zero mean values, and $h_{D}^{I_{i}}$ and $h_{D}^{Q_{i}}$ are constant values. $h_{D}^{I_{i}}=0$ and $h_{D}^{Q_{i}}=0$ for Rayleigh, Nakagami- $m$ and Nakagami- $q$ channels while $h_{D}^{I_{i}} \neq 0$ and $h_{D}^{Q_{i}} \neq 0$ for Nakagami-n channel.

It is assumed that

$$
\begin{align*}
E\left[h_{i}^{I}\right]=E\left[h_{i}^{Q}\right] & =0, & & i \in[1: 2]  \tag{A.2.1}\\
E\left[\left(h_{i}^{I}\right)^{2}\right]=E\left[\left(h_{i}^{Q}\right)^{2}\right] & =\sigma^{2}, & & i \in[1: 2]  \tag{A.2.2}\\
E\left[h_{i}\right] & =h_{D}^{I_{i}}+j h_{D}^{Q_{i}}, & & i \in[1: 2]  \tag{A.2.3}\\
E\left[h_{i}^{I} h_{j}^{Q}\right] & =0, & & i \in[1: 2] ; j \in[1: 2]  \tag{A.2.4}\\
C_{h_{1}^{I} h_{2}^{I}}=E\left[h_{1}^{I} h_{2}^{I}\right] & =\rho \sigma^{2} & &  \tag{A.2.5}\\
C_{h_{1}^{Q} h_{2}^{Q}}=E\left[h_{1}^{Q} h_{2}^{Q}\right] & =\rho \sigma^{2} & & \tag{A.2.6}
\end{align*}
$$

where $\rho$ is the correlation coefficient for dual fading channels. In Nakagami-n fading channels, parameter $K$ is defined as the ratio of the power of the line of sight (specular) component to the average power of the scattered component [10]. $K_{i}$ is given by

$$
\begin{equation*}
K_{i}=\frac{\left(h_{D}^{I_{i}}\right)^{2}+\left(h_{D}^{Q_{i}}\right)^{2}}{2 \sigma^{2}} \tag{A.2.7}
\end{equation*}
$$

Since the noise components are independent of the signal components and uncorrelated with each other, we have

$$
\begin{equation*}
E\left[n_{1} n_{2}\right]=E\left[n_{i} h_{k}^{I}\right]=E\left[n_{i} h_{k}^{Q}\right]=0 \quad i \in[1: 2] ; k \in[1: 2] \tag{A.2.8}
\end{equation*}
$$

Consider a single channel, define $\gamma=\alpha^{2} E_{S} / N_{0}$ as the instantaneous signal-to-noise ratio (SNR) at the receiver, where $\alpha$ is the channel's instantaneous fading amplitude. Then the probability density function (pdf) of the received instantaneous SNR $\gamma$ over Rayleigh, Nakagami-m, Nakagami- $q$ and Nakagami- $n$ channels are given as, respectively, [18]

$$
\begin{array}{ll}
p_{\gamma_{R}}(\gamma)=\frac{1}{\bar{\gamma}} \exp \left(-\frac{\gamma}{\bar{\gamma}}\right) & m \geq \frac{1}{2}, \\
p_{\gamma_{m}}(\gamma)=\frac{m^{m} \gamma^{m}-1}{\bar{\gamma}^{m} \Gamma(m)} \exp \left(-\frac{m}{\bar{\gamma}} \gamma\right), & 0 \leq q \leq 1, \\
p_{\gamma_{q}}(\gamma)=\frac{1+q^{2}}{2 q \bar{\gamma}} \exp \left(-\frac{\left(1+q^{2}\right)^{2}}{4 q^{2} \bar{\gamma}} \gamma\right) I_{0}\left(\frac{1-q^{4}}{4 q^{2} \bar{\gamma}} \gamma\right), & K \geq 0, \\
p_{\gamma_{n}}(\gamma)=\frac{1+K}{\bar{\gamma}} e^{-K} \exp \left(-\frac{1+K}{\bar{\gamma}} \gamma\right) I_{0}\left(2 \sqrt{\frac{1+K}{\bar{\gamma}} K \gamma}\right), & K \geq 1 \tag{A.6}
\end{array}
$$

where $I_{0}(\cdot)$ is the modified Bessel function of the first kind and order zero, and $\Gamma(\cdot)$ is the incomplete Gamma function. $m, q$ and $K$ are parameters for Nakagami-m, Nakagami- $q$ and Nakagami-n, respectively. $\bar{\gamma}=E\{\gamma\}$ is the average SNR at the receiver, where $\bar{\gamma}=2 \sigma^{2} \frac{E_{S}}{N_{0}}$ is for Rayleigh, Nakagami-m and Nakagami- $q$ channels while $\bar{\gamma}=(1+K) \frac{E_{S}}{N_{0}}$ for Nakagami-n fading channels.

By defining the moment generating function (MGF) as $M_{\gamma}(s) \triangleq E\left\{e^{-s \gamma}\right\}$. The MGFs corresponding to (A.3-A.6) are given as follows, respectively, [11]

$$
\begin{array}{ll}
M_{\gamma_{R}}(s)=(1+\bar{\gamma} s)^{-1} & \\
M_{\gamma_{m}}(s)=\left(1+\frac{\bar{\gamma}}{m} s\right)^{-m}, & m \geq \frac{1}{2} \\
M_{\gamma_{q}}(s)=\left(1+2 \bar{\gamma} s+\left(\frac{2 q \bar{\gamma}}{1+q^{2}}\right)^{2} s^{2}\right)^{-\frac{1}{2}}, & 0 \leq q \leq 1 \\
M_{\gamma_{n}}(s)=\frac{1+K}{1+K+\bar{\gamma} s} \exp \left(-\frac{K \bar{\gamma} s}{1+K+\bar{\gamma} s}\right), & K \geq 0, \tag{A.10}
\end{array}
$$

## 3 Average SEP of Cross QAM over Dual Correlated Nakagami-$\mathrm{m},-\mathrm{n}$, and -q Channels

### 3.1 Exact SEP expression over AWGN channels

The exact expression for the SEP of XQAM in the AWGN channel is given by [18]

$$
\begin{align*}
P_{s}(\gamma) & =g_{1} Q\left(\sqrt{2 A_{0} \gamma}\right)+\frac{4}{M} Q\left(\sqrt{2 A_{1} \gamma}\right)-g_{2} Q^{2}\left(\sqrt{2 A_{0} \gamma}\right)-\frac{8}{M} \sum_{k=1}^{v-1} Q_{a}\left(\sqrt{2 A_{0} \gamma}, \alpha_{k}\right) \\
& -\frac{4}{M} \sum_{k=1}^{v-1} Q_{a}\left(\sqrt{2 A_{0} \gamma}, \beta_{k}^{+}\right)+\frac{4}{M} \sum_{k=1}^{v-1} Q_{a}\left(\sqrt{2 A_{0} \gamma}, \beta_{k}^{-}\right) \tag{A.11}
\end{align*}
$$

where $\gamma$ is the signal-to-noise ratio (SNR) at the receiver, $M$ is the constellation size, and

$$
\begin{align*}
& g_{1}=4-\frac{6}{\sqrt{2 M}}  \tag{A.11.1}\\
& g_{2}=4-\frac{12}{\sqrt{2 M}}+\frac{12}{M}  \tag{A.11.2}\\
& v=\frac{1}{8} \sqrt{2 M}  \tag{A.11.3}\\
& A_{0}=\frac{48}{31 M-32}  \tag{A.11.4}\\
& A_{k}=2 k^{2} A_{0}, k=1,2, \cdots, v  \tag{A.11.5}\\
& \alpha_{k}=\arctan \left(\frac{1}{2 k+1}\right), k=1, \cdots, v-1  \tag{A.11.6}\\
& \beta_{k}^{-}=\arctan \left(\frac{k}{k-1}\right), k=2, \cdots, v  \tag{A.11.7}\\
& \beta_{k}^{+}=\arctan \left(\frac{k}{k+1}\right), k=1, \cdots, v-1 \tag{A.11.8}
\end{align*}
$$

$Q(x)$ is the Gaussian Q-function which is given by

$$
\begin{equation*}
Q(x)=\frac{1}{\sqrt{2 \pi}} \int_{x}^{\infty} e^{-t^{2} / 2} d t \tag{A.12}
\end{equation*}
$$

and $Q_{a}(x, \varphi)$ is a well-known integral function related to different forms of 1-D and 2-D Gaussian Q-functions

$$
\begin{equation*}
Q_{a}(x, \varphi)=\frac{1}{\pi} \int_{0}^{\varphi} \exp \left(-\frac{x^{2}}{2 \sin ^{2} \theta}\right) d \theta, x \geq 0 \tag{A.13}
\end{equation*}
$$

Note that, for $M=32$, we have $v=1$, and the last three terms of (A.11) reduce to 0 .

### 3.2 SEP Approximation of XQAM in AWGN channel using trapezoidal approximation

Since (A.15) still includes integral $Q$ functions and $Q_{a}(x, \varphi)$ functions, it is very difficult to derive a closed-form SEP expression in fading channels. Several schemes have been proposed to approximate the $Q$ function, but not $Q_{a}(x, \varphi)$ function [20-21]. Only the scheme based on the trapezoidal rule can also be used to approximate $Q_{a}(x, \varphi)$ function [21]. In this subsection, we will use the trapezoidal rule to approximate both $Q$ function and $Q_{a}(x, \varphi)$ function. The trapezoidal rule is given as

$$
\begin{equation*}
\int_{a}^{b} f(x) d x=\frac{b-a}{n}\left[\frac{f(a)+f(b)}{2}+\sum_{k=1}^{n-1} f\left(a+k \frac{b-a}{n}\right)\right] \tag{A.14}
\end{equation*}
$$

where $n$ is the maximum number of summations. An alternate definition of $Q(x)$ known as Craig's formula is given by (4.2) of [11] as

$$
\begin{equation*}
Q(x)=\frac{1}{\pi} \int_{0}^{\pi / 2} \exp \left(-\frac{x^{2}}{2 \sin ^{2}(\theta)}\right) d \theta \tag{A.15}
\end{equation*}
$$

If we apply the trapezoidal rule to (A.15), then we have

$$
\begin{equation*}
Q(x)=\frac{1}{2 n}\left(\frac{e^{-\frac{x^{2}}{2}}}{2}+\sum_{p=1}^{n-1} \exp \left(-\frac{x^{2}}{2 \sin ^{2}\left(\theta_{p}\right)}\right)\right) \tag{A.16}
\end{equation*}
$$

where $\theta_{p}=\frac{p \pi}{2 n} . Q^{2}(x)$ is also given by (4.9) of [11] as

$$
\begin{equation*}
Q^{2}(x)=\frac{1}{\pi} \int_{0}^{\pi / 4} \exp \left(-\frac{x^{2}}{2 \sin ^{2}(\theta)}\right) d \theta \tag{A.17}
\end{equation*}
$$

If we apply the trapezoidal rule to (A.17), then we have

$$
\begin{equation*}
Q^{2}(x)=\frac{1}{4 m}\left(\frac{e^{-x^{2}}}{2}+\sum_{p=1}^{m-1} \exp \left(-\frac{x^{2}}{2 \sin ^{2}\left(\vartheta_{p}\right)}\right)\right) \tag{A.18}
\end{equation*}
$$

where $\vartheta_{p}=\frac{p \pi}{4 m}$. In addition, if we apply the trapezoidal rule to $Q_{a}(x, \varphi)$ we also have

$$
\begin{equation*}
Q_{a}(x, \varphi)=\frac{1}{\pi} \times \frac{\varphi}{n}\left[\frac{\exp \left(-\frac{x^{2}}{2 \sin ^{2}(\varphi)}\right)}{2}+\sum_{p=1}^{n-1} \exp \left(-\frac{x^{2}}{2 \sin ^{2}(p \varphi / n)}\right)\right] \tag{A.19}
\end{equation*}
$$

We can then write an equation for the approximated SEP of XQAM in an AWGN channel by rewriting (A.11), using the results of (A.16), and (A.18-A.19):

$$
P_{S}(\gamma)=\frac{g_{1} e^{-A_{0} \gamma}-g_{2} e^{-2 A_{0} \gamma}}{8 m}+\frac{g_{1}}{4 m} \sum_{p=1}^{2 m-1} \exp \left(-\frac{2 A_{0} \gamma}{2 \sin ^{2}\left(\vartheta_{p}\right)}\right)-\frac{g_{2}}{4 m} \sum_{p=1}^{m-1} \exp \left(-\frac{2 A_{0} \gamma}{2 \sin ^{2}\left(\vartheta_{p}\right)}\right)
$$

$$
\begin{align*}
& +\frac{1}{m M}\left(\frac{e^{-A_{1} \gamma}}{2}+\sum_{p=1}^{2 m-1} \exp \left(-\frac{2 A_{1} \gamma}{2 \sin ^{2}\left(\vartheta_{p}\right)}\right)\right) \\
& +\frac{8}{M \pi n} \sum_{k=1}^{v-1} \alpha_{k}\left[\frac{\exp \left(-\frac{A_{0} \gamma}{\sin ^{2}\left(\alpha_{k}\right)}\right)}{2}+\sum_{p=1}^{n-1} \exp \left(-\frac{A_{0} \gamma}{\sin ^{2}\left(p \alpha_{k} / n\right)}\right)\right] \\
& +\frac{4}{M \pi n} \sum_{k=1}^{v-1} \beta_{k}^{+}\left[\frac{\exp \left(-\frac{A_{0} \gamma}{\sin ^{2}\left(\beta_{k}^{+}\right)}\right)}{2}+\sum_{p=1}^{n-1} \exp \left(-\frac{A_{0} \gamma}{\sin ^{2}\left(p \beta_{k}^{+} / n\right)}\right)\right] \\
& +\frac{4}{M \pi n} \sum_{k=1}^{v-1} \beta_{k}^{-}\left[\frac{\exp \left(-\frac{A_{0} \gamma}{\sin ^{2}\left(\beta_{k}^{-}\right)}\right)}{2}+\sum_{p=1}^{n-1} \exp \left(-\frac{A_{0} \gamma}{\sin ^{2}\left(p \beta_{k}^{-} / n\right)}\right)\right] \tag{A.20}
\end{align*}
$$

### 3.3 Approximated SEP of XQAM in single fading channel using MGF method

We can further derive the SEP of XQAM over a fading channel by averaging the approximated SEP expression derived in (A.20) over the fading distribution of the received SNR, $\gamma$, which is given by

$$
\begin{equation*}
P_{s}=\int_{0}^{\infty} P_{s}(\gamma) p_{\gamma}(\gamma) d \gamma \tag{A.21}
\end{equation*}
$$

Based on the definition of the MGF equation $M_{\gamma}(s)=\int_{0}^{\infty} \exp (-s \gamma) p_{y}(\gamma) d \gamma$, we can write the SEP expression (A.21) in a fading channel in terms of the MGF function as:

$$
\begin{align*}
P_{S}(\bar{\gamma})= & \frac{g_{1}}{8 m} \cdot M_{\gamma}\left(-A_{o}\right)-\frac{g_{2}}{8 m} \cdot M_{\gamma}\left(-2 A_{o}\right)+\frac{g_{1}}{4 m} \cdot \sum_{p=1}^{m-1} M_{\gamma}\left(\frac{-A_{o}}{\sin ^{2}\left(\theta_{p}\right)}\right) \\
& -\frac{g_{2}}{4 m} \cdot \sum_{p=1}^{m-1} M_{\gamma}\left(\frac{-A_{o}}{\sin ^{2}\left(\theta_{p}\right)}\right)+\frac{1}{2 m M} \cdot M_{\gamma}\left(-A_{1}\right)+\frac{1}{m M} \cdot \sum_{p=1}^{2 m-1} M_{\gamma}\left(\frac{-A_{1}}{\sin ^{2}\left(\theta_{p}\right)}\right) \\
& +\frac{4}{M \pi n} \cdot \sum_{k=1}^{v-1} \alpha_{k} \cdot M_{\gamma}\left(\frac{-A_{o}}{\sin ^{2}\left(\alpha_{k}\right)}\right)+\frac{8}{M \pi n} \cdot \sum_{k=1}^{v-1} \alpha_{k} \cdot\left(\sum_{p=1}^{n-1} M_{\gamma}\left(\frac{-A_{o}}{\sin ^{2}\left(\frac{p \alpha_{k}}{n}\right)}\right)\right) \\
& +\frac{4}{M \pi n} \cdot \sum_{k=1}^{v-1} \beta_{k}^{-}\left[\frac{1}{2} \cdot M_{\gamma}\left(\frac{-A_{o}}{\sin ^{2}\left(\beta_{k}^{-}\right)}\right)+\sum_{p=1}^{n-1} M_{\gamma}\left(\frac{-A_{o}}{\sin ^{2}\left(\frac{p \beta_{k}^{-}}{n}\right)}\right)\right] \\
& -\frac{4}{M \pi n} \cdot \sum_{k=1}^{v-1} \beta_{k}^{+}\left[\frac{1}{2} \cdot M_{\gamma}\left(\frac{-A_{o}}{\sin ^{2}\left(\beta_{k}^{+}\right)}\right)+\sum_{p=1}^{n-1} M_{\gamma}\left(\frac{-A_{o}}{\sin ^{2}\left(\frac{p \beta_{k}^{+}}{n}\right)}\right)\right] \tag{A.22}
\end{align*}
$$

Note that $p_{\gamma}(\gamma)$ in (A.21) can be $p_{\gamma_{R}}(\gamma), p_{\gamma_{m}}(\gamma), p_{\gamma_{q_{l}}}(\gamma)$, or $p_{\gamma_{n_{l}}}(\gamma)$ in (A.3) to (A.6) and $M_{\gamma}(s)$ in (A.22) can be $M_{\gamma_{R}}(s), M_{\gamma_{m}}(s), M_{\gamma_{q_{l}}}(s)$, or $M_{\gamma_{n_{l}}}(s)$ in (A.7) to (A.10) to represent the symbol transmitted over Rayleigh, Nakagami-m, Nakagami- $q$ or Nakagami-n, respectively.

### 3.4 Approximated SEP of XQAM over dual independent fading channels using MGF method

Since dual independent fading channels are assumed the PDF of the output instantaneous SNR of MRC combiner at the receiver is given by

$$
\begin{equation*}
p_{\gamma}(\gamma)=p_{\gamma_{1}}\left(\gamma_{1}\right) p_{\gamma_{2}}\left(\gamma_{2}\right) \tag{A.23}
\end{equation*}
$$

where $\gamma_{i}$ is the $i^{\prime}$ 'th path instantaneous $\operatorname{SNR}, i \in 1,2$.
Then the MGF of $\gamma$ becomes

$$
\begin{align*}
M_{\gamma}(s) & =\int_{0}^{\infty} \int_{0}^{\infty} \exp \left[-s\left(\gamma_{1}+\gamma_{2}\right)\right] p_{\gamma_{1}}\left(\gamma_{1}\right) p_{\gamma_{2}}\left(\gamma_{2}\right) d \gamma_{1} d \gamma_{2} \\
& =M_{\gamma_{1}}(s) M_{\gamma_{2}}(s) \tag{A.24}
\end{align*}
$$

If dual fading channels are identically distributed then (A.24) becomes

$$
\begin{equation*}
M_{\gamma}(s)=\left(M_{\gamma_{1}}(s)\right)^{2} \tag{A.25}
\end{equation*}
$$

So, the SEP of XQAM over dual independent fading channels can be derived using (A.25) to replace $M_{\gamma}(s)$ in (A.22).

### 3.5 Approximated SEP of Cross QAM over dual correlated fading channels using MGF method

Several schemes have been proposed to derive SEP performance over correlated fading channels [22-25]. For dual correlated fading channels, the transformation approach proposed in [25] allows us to treat the correlated fading channels as two independent fading channels. Given two identically distributed but correlated fading channels with zero mean value, correlation coefficient $\rho$ and average SNR $\bar{\gamma}_{1}=\bar{\gamma}_{2}=\bar{\gamma}$, we can generate two equivalent nonidentically distributed independent fading channels with average SNR as follows:

$$
\begin{gather*}
\bar{\gamma}_{1}=(1+\rho) \bar{\gamma}  \tag{A.26}\\
\bar{\gamma}_{2}=(1-\rho) \bar{\gamma} \tag{A.27}
\end{gather*}
$$

Using the equivalent independent fading channels, we can express the MGF of $\gamma$ as the product of the two diversity branches:

$$
\begin{equation*}
M_{\gamma}(s)=M_{\gamma_{1}}(s) M_{\gamma_{2}}(s) \tag{A.28}
\end{equation*}
$$

Again, the SEP of XQAM over dual correlated fading channels can be derived using (A.28) to replace $M_{\gamma}(s)$ in (A.22). The above result is only for Rayleigh, Nakagami-m, and Nakagami-q fading channels, not for Nakagami-n fading channels. This is because the mean value of Nakagami-n fading is not zero. However, the transformation approach also allows us to convert dual correlated Nakagami-n channels into two independent fading channels. In general, given two identically distributed but correlated Nakagami-n fading channels with parameter $K_{1}$ and $K_{2}$, nonzero mean value, and correlation coefficient $\rho$, the transformation proposed in [25] also converts the dual correlated channels into two independent Nakagami-n fading channels with $K_{3}$ and $K_{4}$ which are given by

$$
\begin{align*}
& K_{3}=\frac{(1+\beta)^{2}}{4(1+\rho) \sigma^{2}}\left[\left(h_{D}^{I_{1}}\right)^{2}+\left(h_{D}^{Q_{1}}\right)^{2}\right]=\frac{(1+\beta)^{2}}{2(1+\rho)} K_{1}  \tag{A.29}\\
& K_{4}=\frac{(1-\beta)^{2}}{4(1-\rho) \sigma^{2}}\left[\left(h_{D}^{I_{1}}\right)^{2}+\left(h_{D}^{Q_{1}}\right)^{2}\right]=\frac{(1-\beta)^{2}}{2(1-\rho)} K_{1} \tag{A.30}
\end{align*}
$$

where $\beta$ is defined as $\beta=h_{D}^{I_{2}} / h_{D}^{I_{1}}$ or $\beta=h_{D}^{Q_{2}} / h_{D}^{Q_{1}}$.

Specially when $\beta=1$ the transformation converts dual correlated Nakagami-n fading channels with equal parameter $K_{1}=K_{2}$ into two independent fading channels, one is Rayleigh fading channel $\left(K_{4}=0\right)$, another is still Nakagami-n with parameter $K_{3}$ which is given by

$$
\begin{equation*}
K_{3}=\frac{\left(h_{D}^{I_{1}}\right)^{2}+\left(h_{D}^{Q_{1}}\right)^{2}}{(1+\rho) \sigma^{2}}=\frac{2}{1+\rho} K_{1} \tag{A.31}
\end{equation*}
$$

More detailed derivations and discussions are shown in the Appendix.

The average SNR $\bar{\gamma}_{3}$ and $\bar{\gamma}_{4}$ of $h_{3}$ and $h_{4}$ can be calculated as

$$
\begin{gather*}
\bar{\gamma}_{3}=\left(1+K_{3}\right) \frac{E_{s}}{N_{0}}  \tag{A.32.1}\\
\bar{\gamma}_{4}=\left(1+K_{4}\right) \frac{E_{s}}{N_{0}} \tag{A.32.2}
\end{gather*}
$$

Finally using the equivalent independent fading channel $h_{3}$ and $h_{4}$, we can express the MGF of $\gamma$ as the product of the two diversity branches:

$$
\begin{equation*}
M_{\gamma}(s)=M_{\gamma_{3}}(s) M_{\gamma_{4}}(s) \tag{A.33}
\end{equation*}
$$

## 4 Simulation Results

Monte Carlo simulations were performed in Matlab using $10^{6}$ samples. The first simulations are performed over dual correlated fading channels to investigate how the levels of channel correlation affect the SEP performance of the system. 32-QAM and Rayleigh fading channel with $\sigma^{2}=0.5$ are used in these simulations. The degree of correlation between the channels is varied by adjusting the value of the correlation coefficient $\rho$. Fig. A1 shows dual Rayleigh channels with varying levels of correlation. Analytical results are also shown in Fig. A1. As the level of correlation between the two channels is increased, the system performance deteriorates. It is found that in order to achieve SEP rates below $10^{-3}$ for two highly correlated channels more than 10 dB increase in SNR is required compared to two uncorrelated channels. Fig. A1 also shows that analytical results match simulation results very well.


Fig. A. 1 Dual Rayleigh channels with varying levels of correlation

The second simulations are performed to investigate the SEP performance over different dual correlated fading channels. The dual correlated fading channels are Rayleigh, Nakagami-m, Nakagami-n (Rician) and Nakagami-q (Hoyt) fading channels. The constellation size of XQAM was set to $M=32,128$ and 512 , respectively. The following parameters were also used during simulations for Fig. A. 2 to Fig. A.6: $\sigma^{2}=0.5$, correlation coefficient $\rho$ is set to 0.4 , Nakagami$m$ coefficient $m$ is set to 3 , Hoyt parameter $Q$ is set to 0.6 , and Trapezoidal parameter $n$ is set to 10. For the Nakagami-n channel, Rician K factor is set to 3 for identically distributed channels. $\mathrm{K}_{1}$ is then kept as 3 and $\mathrm{K}_{2}$ is set to 4.5 for channels with different fading distributions. Simulation results are shown in Fig. A. 2 to Fig. A. 6 for Rayleigh, Nakagami-m, Nakagami-n (Rician) and Nakagami-q (Hoyt), respectively. Analytical results are also shown in Fig. A. 2 to Fig. A.6. Again, all analytical results match simulation results very well.


Fig. A. 2 Rayleigh channels


Fig. A. 3 Nakagami-m channels with $\mathrm{m}=3$


Fig. A. 4 Rician channels with $\mathrm{K}_{1}=\mathrm{K}_{2}=3$


Fig. A. 5 Rician channels with $K_{1}=3, K_{2}=4.5$


Fig. A. 6 Hoyt channels with $\mathrm{Q}=0.6$

## 5 Conclusion

In this paper, the SEP of XQAM with MRC over dual correlated fading channels including Rayleigh, Nakagami-m, Rice and Hoyt channels has been derived based on the MGF method. A transformation technique is used to convert the dual correlated fading channels into two independent fading channels, which are then used in the analysis. A trapezoidal approximation rule was used which provided a close estimation to the analytical expressions and the simulation results. These results allow for low complexity analysis in XQAM fading channel systems where the channel behaviour is not independent.

## 6 Appendix

In a Nakagami-n fading channel the received signal from $i$ th path is given by

$$
\begin{equation*}
y_{i}=\sqrt{E_{s}} h_{i} x+n_{i} \quad i=1,2 \tag{A.34}
\end{equation*}
$$

where $h_{i}=\left(h_{i}^{I}+j h_{i}^{Q}\right)+\left(h_{D}^{I_{i}}+j h_{D}^{Q_{i}}\right)$. The transformation matrix $\boldsymbol{T}$ is given by [25]

$$
\boldsymbol{T}=\left[\begin{array}{cc}
\frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2}  \tag{A.35}\\
-\frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2}
\end{array}\right]
$$

Then we define another two random variables as

$$
\left[\begin{array}{l}
y_{3}  \tag{A.36}\\
y_{4}
\end{array}\right]=\boldsymbol{T}\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right]=\left[\begin{array}{c}
\frac{\sqrt{2}}{2} y_{1}+\frac{\sqrt{2}}{2} y_{2} \\
-\frac{\sqrt{2}}{2} y_{1}+\frac{\sqrt{2}}{2} y_{2}
\end{array}\right]
$$

Based on (A.36) $y_{3}$ and $y_{4}$ are expressed as

$$
\begin{align*}
& y_{3}=\left(h_{3}^{I}+j h_{3}^{Q}\right) x+n_{3}  \tag{A.37}\\
& y_{4}=\left(h_{4}^{I}+j h_{4}^{Q}\right) x+n_{4} \tag{A.38}
\end{align*}
$$

where

$$
\begin{align*}
& h_{3}^{I}=\sqrt{E_{S}}\left[\left(\frac{\sqrt{2}}{2} h_{1}^{I}+\frac{\sqrt{2}}{2} h_{2}^{I}\right)+\frac{\sqrt{2}}{2}\left(h_{D}^{I_{1}}+h_{D}^{I_{2}}\right)\right]  \tag{A.39.1}\\
& h_{3}^{Q}=\sqrt{E_{S}}\left[\left(\frac{\sqrt{2}}{2} h_{1}^{Q}+\frac{\sqrt{2}}{2} h_{2}^{Q}\right)+\frac{\sqrt{2}}{2}\left(h_{D}^{Q_{1}}+h_{D}^{Q_{2}}\right)\right]  \tag{A.39.2}\\
& h_{4}^{I}=\sqrt{E_{S}}\left[\left(-\frac{\sqrt{2}}{2} h_{1}^{I}+\frac{\sqrt{2}}{2} h_{2}^{I}\right)+\frac{\sqrt{2}}{2}\left(-h_{D}^{I_{1}}+h_{D}^{I_{2}}\right)\right]  \tag{A.39.3}\\
& h_{4}^{Q}=\sqrt{E_{S}}\left[\left(-\frac{\sqrt{2}}{2} h_{1}^{Q}+\frac{\sqrt{2}}{2} h_{2}^{Q}\right)+\frac{\sqrt{2}}{2}\left(-h_{D}^{Q_{1}}+h_{D}^{Q_{2}}\right)\right]  \tag{A.39.4}\\
& n_{3}=\frac{\sqrt{2}}{2} n_{1}+\frac{\sqrt{2}}{2} n_{2}  \tag{A.39.5}\\
& n_{4}=-\frac{\sqrt{2}}{2} n_{1}+\frac{\sqrt{2}}{2} n_{2} \tag{A.39.6}
\end{align*}
$$

Since $E\left[h_{1}^{I}\right]=E\left[h_{2}^{I}\right]=0$ and $E\left[\left(h_{1}^{I}\right)^{2}\right]=E\left[\left(h_{2}^{I}\right)^{2}\right]=\sigma^{2}$ the covariance of $h_{3}^{I}$ and $h_{4}^{I}$ can be calculated by

$$
\begin{equation*}
C_{h_{3}^{I} h_{4}^{I}}=E\left[h_{3}^{I} h_{4}^{I}\right]=0 \tag{A.40}
\end{equation*}
$$

The result of (40) indicates that $h_{3}^{I}$ and $h_{4}^{I}$ are uncorrelated and statistically independent. Similarly, we can also prove that $h_{3}^{Q}$ and $h_{4}^{Q}$ are also uncorrelated and statistically independent. Since $E\left[h_{i}^{I} h_{j}^{Q}\right]=0, i=1,2 ; j=1,2$ we further can prove $E\left[h_{i}^{I} h_{j}^{Q}\right]=0, i=3,4 ; j=3,4$. $E\left[h_{i}^{I} h_{j}^{Q}\right]=0, i=3,4 ; j=3,4$, indicates that channel $h_{3}$ and $h_{4}$ are statistically independent.

So, the above transformation converts dual correlated Nakagami-n fading channel $h_{1}$ and $h_{2}$ into two independent fading channels, $h_{3}$ and $h_{4}$.

Without loss of generality we further assume $h_{D}^{I_{2}}=\beta h_{D}^{I_{1}}$ and $h_{D}^{Q_{2}}=\beta h_{D}^{Q_{1}}$. Then the mean values of $h_{3}^{I}, h_{3}^{Q}, h_{4}^{I}$ and $h_{4}^{Q}$ are derived as

$$
\begin{align*}
& E\left[h_{3}^{I}\right]=\frac{\sqrt{2}}{2}(1+\beta) h_{D}^{I_{1}}  \tag{A.41.1}\\
& E\left[h_{3}^{Q}\right]=\frac{\sqrt{2}}{2}(1+\beta) h_{D}^{Q_{1}}  \tag{A.41.2}\\
& E\left[h_{4}^{I}\right]=\frac{\sqrt{2}}{2}(\beta-1) h_{D}^{I_{1}}  \tag{A.41.3}\\
& E\left[h_{4}^{Q}\right]=\frac{\sqrt{2}}{2}(\beta-1) h_{D}^{Q_{1}} \tag{A.41.4}
\end{align*}
$$

The variances of $h_{3}^{I}, h_{3}^{Q}, h_{4}^{I}$, and $h_{4}^{Q}$ are also derived as

$$
\begin{gather*}
E\left[\left(h_{3}^{I}\right)^{2}\right]=E_{S}(1+\rho) \sigma^{2}+0.5(1+\beta)^{2} E_{S}\left(h_{D}^{I_{1}}\right)^{2}  \tag{A.42.1}\\
E\left[\left(h_{3}^{Q}\right)^{2}\right]=E_{S}(1+\rho) \sigma^{2}+0.5(1+\beta)^{2} E_{S}\left(h_{D}^{Q_{1}}\right)^{2}  \tag{A.42.2}\\
E\left[\left(h_{4}^{I}\right)^{2}\right]=E_{S}(1-\rho) \sigma^{2}+0.5(1-\beta)^{2} E_{S}\left(h_{D}^{I_{1}}\right)^{2}  \tag{A.42.3}\\
E\left[\left(h_{4}^{Q}\right)^{2}\right]=E_{S}(1-\rho) \sigma^{2}+0.5(1-\beta)^{2} E_{S}\left(h_{D}^{Q_{1}}\right)^{2} \tag{A.42.4}
\end{gather*}
$$

In general, the results of (A.41a) to (A.42d) indicate that the transformation proposed in [25] converts dual correlated Nakagami-n fading channel $h_{1}$ and $h_{2}$ with parameter $K_{1}$ and $K_{2}$ into two independent Nakagami-n fading channel $h_{3}$ and $h_{4}$ with $K_{3}$ and $K_{4}$ which are given by

$$
\begin{align*}
& K_{3}=\frac{(1+\beta)^{2}}{4(1+\rho) \sigma^{2}}\left[\left(h_{D}^{I_{1}}\right)^{2}+\left(h_{D}^{Q_{1}}\right)^{2}\right]  \tag{A.43a}\\
& K_{4}=\frac{(1-\beta)^{2}}{4(1-\rho) \sigma^{2}}\left[\left(h_{D}^{I_{1}}\right)^{2}+\left(h_{D}^{Q_{1}}\right)^{2}\right] \tag{A.43b}
\end{align*}
$$

Typically, when $h_{D}^{I_{1}}=h_{D}^{I_{2}}$ and $h_{D}^{Q_{1}}=h_{D}^{Q_{2}}(\beta=1)$ the transformation converts dual correlated Nakagami-n fading channels with equal parameter $K_{1}=K_{2}$ into two independent fading channels, one is Rayleigh fading channel $\left(K_{4}=0\right)$, another still is Nakagami-n with parameter $K_{3}$ which is given by

$$
\begin{equation*}
K_{3}=\frac{\left(h_{D}^{I_{1}}\right)^{2}+\left(h_{D}^{Q_{1}}\right)^{2}}{(1+\rho) \sigma^{2}} \tag{A.44}
\end{equation*}
$$
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#### Abstract

An approximation expression is derived for the symbol error probability (SEP) of a single-input multiple-output (SIMO) cross QAM (XQAM) modulated system over an arbitrary number of nonidentical, correlated fading channels. Rayleigh, Nakagami-m and Nakagami-q fading channels are considered. SEP expressions for independent channels are derived using the MGFs for the fading channels, with MRC diversity combining. A transformation technique is proposed that uses knowledge of the channel covariance matrix to convert an arbitrary number of nonidentical, correlated fading channels into identically distributed, independent channels. Simulations are performed in Matlab to verify the accuracy of the derived expressions.


## 1 Introduction

Quadrature amplitude modulation (QAM) is a popular method for modulating signals in digital communication systems as it achieves high bandwidth and power efficiency. The square QAM is used for systems with even bit constellations while cross QAM (XQAM) and rectangular QAM are used for systems with odd bit constellations. It was shown in [1] that XQAM achieves better error performance than rectangular QAM. XQAM is already used in adaptive modulation schemes [2-6], blind equalization [7] as well as various practical systems [8-10].

Error performance analysis of XQAM for various fading channel conditions has been discussed in the literature. In [11], closed-form expressions were derived for the symbol error probability (SEP) of XQAM over the additive white Gaussian noise (AWGN) and independent fading channels. In [12], approximate closed-form expressions for the SEP of XQAM with MRC over independent Nakagami-m, -n and -q fading channels were derived. In [13], SEP expressions for independent generalized $\eta-\mu$ fading channels were derived. In [14], expressions for the SEP of XQAM over dual correlated Nakagami fading channels were derived.

Error performance analysis for systems employing XQAM has also been discussed in the literature. In [15], an exhaustive Gaussian approach (EGA) is proposed for BER performance analysis of direct-detection orthogonal frequency division multiplexing (DD-OFDM) systems, where both square QAM and XQAM are considered as the modulation scheme. In [16], error performance analysis for XQAM in free space optical (FSO) systems under the effect of generalized pointing errors and atmospheric turbulence was investigated.

In the literature, various methods have been proposed in order to analyse SEP performance for systems with correlated fading channels [17-19]. The transformation technique in [20] was used in [14], which produces dual independent fading channels from a pair of dual correlated fading channels. The equivalent system with independent channels could then be analysed using known expressions for the SEP of XQAM.

From the above literature survey, [12] considered an arbitrary number of non-identical, independent fading channels, and [14] only considered dual correlated, identical fading channels. However, a system comprised of an arbitrary number of channels that are both nonidentical and correlated has not been discussed. In this paper, we expand upon the work done in [11-14] to consider the transmission of XQAM over an arbitrary number of correlated, non-
identical Rayleigh, Nakagami-m, and Nakagami-q channels. The transformation technique in [20] is an order two orthogonal transformation matrix. However, there does not exist an orthogonal transformation matrix for arbitrary order which is greater than or equal to three. Therefore, this transformation technique in [20] cannot be extended to systems comprising more than two channels. However, the transformation technique used in [20] motivates us to apply the singular value decomposition (SVD) factorization approach in this paper. By performing SVD on the channel covariance matrix, we can perform a linear transformation on a set of correlated, non-identical channels of arbitrary order.

In order to derive the error performance of the system, approximations for the Q-function and generalized Q-function are firstly obtained using the trapezoidal rule, as was done in [14]. Secondly, the moment generating function (MGF) is used to obtain expressions for the SEP over an arbitrary number of non-identical fading channels. Lastly, knowledge of the correlation matrix of the above system is used to transform a system with correlated channels of arbitrary order into equivalent independent channels.

The remainder of this paper is organized as follows. In section 2 , the system model and system parameters are detailed. In Section 3, expressions are derived for the SEP of XQAM over multiple non-identical correlated fading channels. In Section 4, simulated and analytical results are presented. Section 5 concludes the discussion.

## 2 System model

Consider a single-input multiple-output (SIMO) system ( $N_{R} \times 1$ ), where $N_{R}\left(N_{R} \geq 2\right)$ denotes the number of receive antennas. The system employs M -ary XQAM modulation, with $M=$ 32,128 and 512 being considered in this paper. The fading channels from $N_{R}$ receive antennas are considered as correlated and non-identical. The fading channels are modelled using Rayleigh, Nakagami-m or Nakagami-q fading channel distributions. The received signal can be written as

$$
\begin{equation*}
\boldsymbol{y}=\sqrt{E_{s}} \boldsymbol{H} x+\boldsymbol{n} \tag{B.1}
\end{equation*}
$$

where $\boldsymbol{y}=\left[\begin{array}{llll}y_{1} & y_{2} & \cdots & y_{N_{R}}\end{array}\right]^{T}$ is the received signal vector, $x$ is the transmitted XQAM symbol with $E\left[|x|^{2}\right]=1, E_{S}$ is the transmit symbol power, $\boldsymbol{n}=\left[\begin{array}{lll}n_{1} & n_{2} & \cdots \\ n_{N_{R}}\end{array}\right]^{T}$ is the complex additive white Gaussian noise (AWGN) vector, and $\boldsymbol{H}=\left[\begin{array}{lll}h_{1} & h_{2} & \cdots\end{array} h_{N_{R}}\right]^{T}$ is the fading channel vector with amplitudes $\boldsymbol{\alpha}=\left[\alpha_{1} \alpha_{2} \cdots \alpha_{N_{R}}\right]^{T}$ and $h_{i}=h_{i}^{I}+j h_{i}^{Q}, i \in\left[1: N_{R}\right]$ where $h_{i}^{I}$ and $h_{i}^{Q}$ are real Gaussian random variables. The entries of $n_{i}, i \in\left[1: N_{R}\right]$ and $h_{i}, i \in\left[1: N_{R}\right]$ comprise independent and identically distributed (IID) entries according to the complex Gaussian distribution with $C N(0,1)$ and $C N\left(0, \sigma_{h_{i}}^{2}\right)$ respectively.

It is assumed that

$$
\begin{array}{rlrl}
E\left[h_{i}^{I}\right]=E\left[h_{i}^{Q}\right] & =0, & & i \in\left[1: N_{r}\right] \\
E\left[\left(h_{i}^{I}\right)^{2}\right] & =\left(\sigma_{i}^{I}\right)^{2}, & & i \in\left[1: N_{r}\right] \\
E\left[\left(h_{i}^{Q}\right)^{2}\right] & =\left(\sigma_{i}^{Q}\right)^{2}, & & i \in\left[1: N_{r}\right] \\
E\left[h_{i}\right] & =0, & & i \in\left[1: N_{r}\right] \\
E\left[h_{j}^{I} h_{k}^{Q}\right] & =0, & j, k \in\left[1: N_{r}\right] \\
C_{h_{j} h_{k}}=E\left[h_{j} h_{k}^{*}\right] & =\rho_{j k} \sigma_{h_{j}} \sigma_{h_{k}}, & & j, k \in\left[1: N_{r}\right] \\
E\left[n_{i} n_{k}^{*}\right]=E\left[n_{j} h_{k}^{*}\right] & =0, & i, j, k \in\left[1: N_{r}\right] ; i \neq k \tag{B.2.7}
\end{array}
$$

where $\rho_{j k}$ is the correlation coefficient between channels $h_{j}$ and $h_{k}$, and $\sigma_{h_{i}}=$ $\sqrt{\left(\sigma_{i}^{I}\right)^{2}+\left(\sigma_{i}^{Q}\right)^{2}}$ is the standard deviation of channel $h_{i}$. For Rayleigh and Nakagami-m channels, $\sigma_{i}^{I}=\sigma_{i}^{Q}$ whilst for Nakagami-Q, $\sigma_{i}^{I}=q \sigma_{i}^{Q}$, where $q$ is the Hoyt parameter. It is also assumed that there exist at least two channels $h_{i}, i \in\left[1: N_{r}\right]$ and $h_{k}, k \in\left[1: N_{r}\right], i \neq k$, that
are non-identical i.e. $E\left[\left|h_{i}\right|^{2}\right] \neq E\left[\left|h_{k}\right|^{2}\right]$. Note that for the special case of identically distributed channels, it is assumed that $E\left[\left|h_{i}\right|^{2}\right]=1, i=1, \cdots, N_{R}$ and the covariance between channels is dependent only on the correlation between them i.e. $C_{h_{j} h_{k}}=\rho_{j k}, j, k \in$ $\left[1: \mathrm{N}_{R}\right]$.

## 3 SEP of XQAM over Non-identical, Correlated Fading Channels

As discussed in the introduction, knowledge of the covariance matrix is used to convert a system of correlated, non-identical channels of arbitrary order into independent channels. However, we first need to derive error performance analysis for a set of independent channels. We begin by considering error performance analysis of a single fading channel (Section 3.1). Using MRC and the MGF approach, we can extend the analysis to a multichannel, uncorrelated system (Section 3.2). Finally, we need to convert a set of correlated, non-identical channels into a set of independent channels in order to apply the results from Section 3.2. Therefore, in Section 3.3, we apply the proposed transformation technique to the system of correlated, non-identical channels, and derive all system parameters for the resulting equivalent system.

### 3.1 SEP of XQAM over a single fading channel

The exact SEP of XQAM over AWGN, $P_{\text {exa }}$ has been derived in [11, eq. 22]. Since this equation contains the Gaussian Q-function, a tight approximate expression, $P_{S}$, is derived in [14, eq. 20] that uses the trapezoidal rule to approximate the Gaussian Q-function, resulting in a closedform expression.

The average SEP of XQAM over a single fading channel is then derived by averaging the approximated SEP expression over the fading distribution of the instantaneous received SNR, $\gamma$, as given by [14, eq. 21] as $P_{s}(\bar{\gamma})=\int_{0}^{\infty} P_{S}(\gamma) p_{\gamma}(\gamma) d \gamma$. Depending on the fading channel model under consideration, we can replace $p_{\gamma}(\gamma)$ by $p_{\gamma_{R}}(\gamma)$ for Rayleigh, $p_{\gamma_{m}}(\gamma)$ for Nakagami-m, or $p_{\gamma_{q}}(\gamma)$ for Nakagami-q, as defined in [14, eq. 3-5].

Using the MGF function $M_{\gamma}(s)=\int_{0}^{\infty} \exp (-s \gamma) p_{y}(\gamma) d \gamma$, we can alternatively express $P_{s}(\bar{\gamma})$ as [14. eq.22]:

$$
\begin{aligned}
P_{S}(\bar{\gamma})= & \frac{g_{1}}{8 m} \cdot M_{\gamma}\left(-A_{o}\right)-\frac{g_{2}}{8 m} \cdot M_{\gamma}\left(-2 A_{o}\right)+\frac{g_{1}}{4 m} \cdot \sum_{p=1}^{m-1} M_{\gamma}\left(\frac{-A_{o}}{\sin ^{2}\left(\vartheta_{p}\right)}\right) \\
& -\frac{g_{2}}{4 m} \cdot \sum_{p=1}^{m-1} M_{\gamma}\left(\frac{-A_{o}}{\sin ^{2}\left(\vartheta_{p}\right)}\right)+\frac{1}{2 m M} \cdot M_{\gamma}\left(-A_{1}\right)+\frac{1}{m M} \cdot \sum_{p=1}^{2 m-1} M_{\gamma}\left(\frac{-A_{1}}{\sin ^{2}\left(\vartheta_{p}\right)}\right) \\
& +\frac{4}{M \pi n} \cdot \sum_{k=1}^{v-1} \alpha_{k} \cdot M_{\gamma}\left(\frac{-A_{o}}{\sin ^{2}\left(\alpha_{k}\right)}\right)+\frac{8}{M \pi n} \cdot \sum_{k=1}^{v-1} \alpha_{k} \cdot\left(\sum_{p=1}^{n-1} M_{\gamma}\left(\frac{-A_{o}}{\sin ^{2}\left(\frac{p \alpha_{k}}{n}\right)}\right)\right) \\
& +\frac{4}{M \pi n} \cdot \sum_{k=1}^{v-1} \beta_{k}^{-}\left[\frac{1}{2} \cdot M_{\gamma}\left(\frac{-A_{o}}{\sin ^{2}\left(\beta_{k}^{-}\right)}\right)+\sum_{p=1}^{n-1} M_{\gamma}\left(\frac{-A_{o}}{\sin ^{2}\left(\frac{p \beta_{k}^{-}}{n}\right)}\right)\right]
\end{aligned}
$$

$$
\begin{equation*}
-\frac{4}{M \pi n} \cdot \sum_{k=1}^{v-1} \beta_{k}^{+}\left[\frac{1}{2} \cdot M_{\gamma}\left(\frac{-A_{o}}{\sin ^{2}\left(\beta_{k}^{+}\right)}\right)+\sum_{p=1}^{n-1} M_{\gamma}\left(\frac{-A_{o}}{\sin ^{2}\left(\frac{p \beta_{k}^{+}}{n}\right)}\right)\right] \tag{B.3}
\end{equation*}
$$

where $n$ is the number of summations which is convergent for $n>10$, and

$$
\begin{array}{rlrl}
g_{1} & =4-\frac{6}{\sqrt{2 M}} & \\
g_{2} & =4-\frac{12}{\sqrt{2 M}}+\frac{12}{M} & \\
v & =\frac{1}{8} \sqrt{2 M} & \\
A_{0} & =\frac{48}{31 M-32} & & k \in[1: v] \\
A_{k} & =2 k^{2} A_{0}, & k \in[1: v-1] \\
\alpha_{k} & =\arctan \left(\frac{1}{2 k+1}\right), & & k \in[2: v] \\
\beta_{k}^{-} & =\arctan \left(\frac{k}{k-1}\right), & k \in[1: v-1] \\
\beta_{k}^{+} & =\arctan \left(\frac{k}{k+1}\right), & & \\
m & =2 n & & \\
\vartheta_{p} & =\frac{p \pi}{4 m} & & \tag{B.3.10}
\end{array}
$$

Depending on the fading channel model under consideration, we can replace $M_{\gamma}(s)$ in (B.3) by $M_{\gamma_{R}}(s)$ for Rayleigh, $M_{\gamma_{m}}(s)$ for Nakagami-m or $M_{\gamma_{q}}(s)$ for Nakagami-q, as defined in [14, eq. 7-9]. A full derivation for (B.3) can be found in [14].

### 3.2 MRC diversity reception for multiple independent fading channels

Given a system of $N_{R}$ non-identical, independent channels with MRC diversity reception, the PDF of the instantaneous SNR at the receiver is given by

$$
\begin{equation*}
p_{\gamma}(\gamma)=\prod_{i=1}^{N_{R}} p_{\gamma_{i}}\left(\gamma_{i}\right) \tag{B.4}
\end{equation*}
$$

where $\gamma_{i}$ is the instantaneous SNR for path $i, i \in\left[1: N_{R}\right]$

Then the MGF of $\gamma$ becomes

$$
\begin{equation*}
M_{\gamma}(s)=E\left\{e^{-s \gamma}\right\}=E\left\{e^{-s\left(\gamma_{1}+\gamma_{2}+\cdots+\gamma_{N_{R}}\right)}\right\}=\prod_{i=1}^{N_{R}} M_{\gamma_{i}}(s) \tag{B.5}
\end{equation*}
$$

For the case of identically distributed channels, (B.5) simplifies to

$$
\begin{equation*}
M_{\gamma}(s)=\left(M_{\gamma_{1}}(s)\right)^{N_{R}} \tag{B.6}
\end{equation*}
$$

For a system of $N_{R}$ identical, independent channels, we can use the results from (B.6) in place of $M_{\gamma}(s)$ in (B.3).

### 3.3 Approximated SEP of XQAM over non-identical, correlated fading channels

In order to analyse the SEP of XQAM over non-identically distributed, correlated fading channels, the following method can be used assuming the covariance between each pair of correlated fading channels is known.

Given a set of $N_{R}$ uncorrelated, identically distributed, zero-mean and unit variance complex Gaussian random variables $\boldsymbol{H}_{u}=\left[h_{u_{1}} h_{u_{2}} \cdots h_{u_{N_{R}}}\right]^{T}$, we can obtain a set of correlated, nonidentical, zero-mean complex Gaussian random variables $\boldsymbol{H}_{c}=\left[h_{c_{1}} h_{c_{2}} \cdots h_{c_{N_{R}}}\right]^{T}$ by applying a linear transformation to $\boldsymbol{H}_{u}$ :

$$
\begin{equation*}
\boldsymbol{H}_{c}=\boldsymbol{A} \boldsymbol{H}_{u} \tag{B.7}
\end{equation*}
$$

where $\boldsymbol{A}=\left[\begin{array}{ccc}A_{1,1} & \cdots & A_{1, N_{R}} \\ \vdots & \ddots & \vdots \\ A_{N_{R}, 1} & \cdots & A_{N_{R}, N_{R}}\end{array}\right]$.

The $N_{R} \times N_{R}$ covariance matrix of $\boldsymbol{H}_{c}$ is given by

$$
\begin{equation*}
\boldsymbol{C}_{H_{C}}=E\left[\boldsymbol{H}_{c} \boldsymbol{H}_{c}{ }^{H}\right]=E\left[\left(\boldsymbol{A} \boldsymbol{H}_{u}\right)\left(\boldsymbol{A} \boldsymbol{H}_{u}\right)^{H}\right]=\boldsymbol{A} E\left[\boldsymbol{H}_{u} \boldsymbol{H}_{u}{ }^{H}\right] \boldsymbol{A}^{H}=\boldsymbol{A} \boldsymbol{C}_{\boldsymbol{H}_{u}} \boldsymbol{A}^{H}=\boldsymbol{A} \boldsymbol{A}^{H} \tag{B.8}
\end{equation*}
$$

where $\boldsymbol{C}_{\boldsymbol{H}_{u}}$ is the covariance matrix of $\boldsymbol{H}_{u}$, which is the $N_{R} \times N_{R}$ identity matrix since the channels of $\boldsymbol{H}_{u}$ are uncorrelated and have unit variance.

The covariance matrix $\boldsymbol{C}_{H_{C}}$ can also be expressed as

$$
\boldsymbol{C}_{H_{C}}=\left[\begin{array}{ccc}
C_{1,1} & \cdots & C_{1, N_{R}}  \tag{B.9}\\
\vdots & \ddots & \vdots \\
C_{N_{R}, 1} & \cdots & C_{N_{R}, N_{R}}
\end{array}\right]
$$

where the entries $C_{j k}=\rho_{j k} \sigma_{j} \sigma_{k}, j \in\left[1: N_{R}\right] \quad k \in\left[1: N_{R}\right]$. For the special case of identically distributed channels, $C_{j k}=\rho_{j k}$ and the entries in the main diagonal are equal to 1 . Since $\boldsymbol{C}_{H_{C}}$ is a symmetric square matrix, we can perform a singular value decomposition (SVD) on $\boldsymbol{C}_{H_{C}}$ :

$$
\begin{equation*}
\boldsymbol{C}_{H_{C}}=\boldsymbol{V} \boldsymbol{D} \boldsymbol{V}^{H} \tag{B.10}
\end{equation*}
$$

where $\boldsymbol{V}$ is an $N_{R} \times N_{R}$ orthogonal matrix with columns equal to the eigenvectors of $\boldsymbol{C}_{H_{C}} \boldsymbol{C}_{H_{c}}^{H}$, and $\boldsymbol{D}$ is a diagonal matrix whose diagonal entries are the eigenvalues of $\boldsymbol{C}_{H_{C}}$.

Define $\boldsymbol{A}=\boldsymbol{V} \sqrt{\boldsymbol{D}}$. From this it follows:

$$
\begin{equation*}
\boldsymbol{A A}^{H}=(\boldsymbol{V} \sqrt{\boldsymbol{D}})(\boldsymbol{V} \sqrt{\boldsymbol{D}})^{H}=\boldsymbol{V} \boldsymbol{D} \boldsymbol{V}^{H}=\boldsymbol{C}_{H_{C}} \tag{B.11}
\end{equation*}
$$

Since this is a linear transformation, the process can be reversed. Therefore, given a set of nonidentical, correlated random variables $\boldsymbol{H}_{c}$, we can apply a linear transform $\boldsymbol{B}$ to obtain a set of uncorrelated, identically distributed random variables $\boldsymbol{H}_{u}$ :

$$
\begin{equation*}
\boldsymbol{H}_{u}=\boldsymbol{B} \boldsymbol{H}_{c} \tag{B.12}
\end{equation*}
$$

where $\boldsymbol{B}=\boldsymbol{A}^{-1}$, where $\boldsymbol{A}^{-1}$ is the inverse matrix of $\boldsymbol{A}$. A derivation for the average SNR of the equivalent independent fading channels is shown below:

Let $\boldsymbol{B}=\left[\begin{array}{ccc}b_{1,1} & \cdots & b_{1, N_{R}} \\ \vdots & \ddots & \vdots \\ b_{N_{R}, 1} & \cdots & b_{N_{R}, N_{R}}\end{array}\right]$
Replacing $\boldsymbol{H}$ by $\boldsymbol{H}_{c}$ in (B.1), the received signal is given by

$$
\begin{equation*}
\boldsymbol{y}=\sqrt{E_{s}} \boldsymbol{H}_{c} x+\boldsymbol{n} \tag{B.13}
\end{equation*}
$$

Multiplying by $\boldsymbol{B}$ :

$$
\begin{equation*}
\boldsymbol{B} \boldsymbol{y}=\sqrt{E_{s}} \boldsymbol{B} \boldsymbol{H}_{c} x+\boldsymbol{B n} \tag{B.14}
\end{equation*}
$$

Define $\widetilde{\boldsymbol{y}}=\boldsymbol{B} \boldsymbol{y}$ where $\widetilde{\boldsymbol{y}}=\left[\begin{array}{llll}\tilde{y}_{1} & \tilde{y}_{2} & \cdots & \tilde{y}_{N_{R}}\end{array}\right]^{T}$ and $\tilde{y}_{i}=b_{i 1} y_{1}+\cdots+b_{i N_{R}} y_{N_{R}}$. Define $\widetilde{\boldsymbol{n}}=\boldsymbol{B} \boldsymbol{n}$ where $\widetilde{\boldsymbol{n}}=\left[\begin{array}{llll}\tilde{n}_{1} & n_{2} & \cdots & \tilde{n}_{N_{R}}\end{array}\right]^{T}$ and $\tilde{n}_{i}=b_{i 1} n_{1}+\cdots+b_{i N_{R}} n_{N_{R}}$, where $\tilde{n}_{i}$ is zero-mean and variance is $\left|b_{i 1}\right|^{2}+\cdots+\left|b_{i N_{R}}\right|^{2}$. We can then write (B.14) as

$$
\begin{equation*}
\widetilde{\boldsymbol{y}}=\sqrt{E_{S}} \boldsymbol{H}_{u} x+\widetilde{\boldsymbol{n}} \tag{B.15}
\end{equation*}
$$

For each equivalent received signal $i$ the average $\operatorname{SNR} \bar{\gamma}_{i}$ is

$$
\begin{equation*}
\bar{\gamma}_{i}=\frac{1}{b_{i 1}^{2}+\cdots+b_{i N_{R}}^{2}} \bar{\gamma}, \quad i \in\left[1: N_{R}\right] \tag{B.16}
\end{equation*}
$$

Since the channels of the equivalent system are identically distributed and independent, we can express the MGF of $\gamma$ using (B.16) and (B.6) in (B.3).

## 4 Simulation Results

The computer simulations in this section were done using the Monte Carlo method and a sample size of $10^{7}$. For this set of simulations, each system consisted of three channels (three receivers). Simulations were performed for Rayleigh, Nakagami-m, and Nakagami-q (Hoyt) fading channels. For the simulation results, symbol detection was performed using the actual received signals from (B.1), whilst for the theoretical results, symbol detection used the equivalent received signals from (B.16). Two sets of simulations were performed: one with nonidentical channels, and one with identically distributed channels.

Simulations were performed with the following system parameters for Fig. B1 to Fig. B3: Variance for the correlated channels $\sigma_{h_{1}}^{2}=1, \sigma_{h_{2}}^{2}=0.8$ and $\sigma_{h_{3}}^{2}=0.5$ for non-identical channels, and $\sigma_{h_{i}}^{2}=1, i=1,2,3$ for identical channels. Correlation coefficients $\rho_{12}=0.3$, $\rho_{13}=0.4$, and $\rho_{23}=0.6$. Nakagami-m coefficient $m=3$ and Hoyt parameter $q=0.6$. Constellation sizes of $M=32,128$ and 512 were considered. Simulation results are shown in Fig. B. 1 to Fig. B. 3 for Rayleigh, Nakagami-m, and Nakagami-q, respectively. Simulation results are presented together with the corresponding numerical result using the expressions derived in section 3. The figures show a good match between simulation and analytical results.


Fig. B. 1 Rayleigh channels


Fig. B. 2 Nakagami-m channels


Fig. B. 3 Nakagami-q channels

## 5 Conclusion

In this paper, expressions for the SEP of XQAM over non-identical correlated Rayleigh, Nakagami-m, and Nakagami-q fading channels using the MGF method have been derived. A transformation technique was presented that was then used to produce equivalent independent fading channels from an arbitrary number of non-identical, correlated fading channels. These results allow us to analyse XQAM systems of arbitrary order where the channels experience correlated behaviour and are non-identically distributed, provided knowledge of the channel covariance matrix is known. Further research will need to be conducted to provide a solution that does not require knowledge of the covariance matrix.
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#### Abstract

An uncoded space-time labeling diversity (USTLD) system with improved bandwidth efficiency for cross quadrature amplitude modulation (XQAM) is proposed. The proposed system is a combination of USTLD with XQAM and M-ary phase shift keying (MPSK) modulation. A low complexity (LC) detection scheme is proposed based on the maximum likelihood (ML) detection scheme. A simple approach is discussed to design mappers for XQAM and MPSK which are then used in the proposed system. Rayleigh flat-fading conditions are considered, and the tightness achieved by a theoretical average bit error probability (ABEP) bound is investigated. By introducing extra bits to a USTLD system via a 16PSK phase component, the data rate for 32XQAM and 128XQAM USTLD can be improved by $20 \%$ and $14.3 \%$ respectively. Simulation results show that the error performance of the proposed system with improved bandwidth efficiency closely matches performance of the standard USTLD system at high SNR.


## 1 Introduction

In order to improve the reliability of a communication system, various diversity techniques have been developed. One such technique that has found application in space-time coded systems is labeling diversity. By applying different labeling maps to the spatial streams at the transmitter, the system error performance can be improved.

In the literature, labeling diversity has found applications in both coded and uncoded systems. Labeling diversity was first used in coded systems. Bit-interleaved coded modulation with iterative decoding (BICM-ID), proposed in [1], is a scheme that produces a large coding gain at a lower system complexity than alternatives such as turbo trellis coded modulation (TCM). BICM-ID can also be combined with space-time diversity in multiple-input multiple-output (MIMO) systems [BI-STCM-ID]. In [2], it was shown that the choice of labeling map significantly affected system performance. In [3], optimal labeling criterion for BI-STCM-ID over Rayleighfading channels was documented. Other work in the literature that relates to the design of the mapper is presented in [4-6]. Other applications for labeling diversity include wireless relay networks and hybrid automatic repeat request (HARQ) [7-9].

Recently, the authors in [10] proposed uncoded space-time labeling diversity (USTLD), which combined an uncoded labeling diversity scheme with a space-time block code (STBC) system. USTLD was shown to have lower complexity and higher bandwidth efficiency than BI-STCM-ID. Mapper design criterion was proposed, as well as a simple method for generating a mapper. Based on the work in [10], various systems have been proposed in the literature. In [11], a USTLD system using three transmit antennas was proposed, resulting in an improved BER performance. In [12], space-time block coded spatial modulation with labeling diversity (STBC-SM-LD) was proposed, by applying labeling diversity to STBC-SM. In [13], signal space diversity (SSD) was applied to a USTLD system (SSD-USTLD), which showed improved performance over USTLD. In [14] the error performance of USTLD in spatially correlated Nakagami-q channels was investigated.

The systems in [11-14] considered only error performance of USTLD. One of the other key objectives in the design of communication systems is bandwidth or spectral efficiency. This is due to the limited available frequency spectrum for wireless communications. Various works in the literature are dedicated to improving the spectral efficiency of a STBC system. In [15], a scheme to improve spectral efficiency by improving Alamouti code efficiency is proposed,
though the scheme only shows meaningful results for two transmit antenna systems. In [16], high data rate Alamouti codes (HDRAC) was proposed that used field extensions, though ML detection for the scheme had high complexity. In [17], a high-rate STBC using QPSK for both 2 and 4 transmit antenna systems were proposed but did not achieve significant spectral efficiency improvement. In [18], a new space-time full-rate code called embedded Alamouti space-time (EAST) was proposed. In [19-20], additional schemes that combine spatial modulation with STBC are presented. However, the systems cannot achieve transmit diversity with only two transmit antennas. In [21], a trellis code-aided STLD system was proposed, which improved spectral efficiency by using trellis coding to map additional bits. However, as this is a coded scheme, it cannot be applied to USTLD.

The motivation of this paper is as follows. Firstly, as mentioned, the systems in [11-14] improve only upon the error performance of USTLD, not the spectral efficiency. Secondly, only square QAM constellations have been considered in the above systems. Square QAM is only applicable to even-bit constellations, not odd-bit. Further, the mapper design is not applicable to odd-bit constellations such as rectangular QAM or cross-quadrature amplitude modulation (XQAM). Lastly, the scheme proposed in [21] motivates the idea of achieving higher spectral efficiency by mapping additional bits. In order to achieve this for an uncoded system, we propose the following system in this paper. A USTLD system with XQAM is considered. XQAM is chosen over rectangular QAM due to its higher bandwidth efficiency [22]. An additional phase component is then added at one of the transmitters, which is used to carry additional information bits in the form of an M-ary phase shifting keying (MPSK) signal. For higher order MPSK, labeling diversity is then also applied to the phase component. At high SNR, the proposed system retains the error performance of a conventional USTLD system while improving spectral efficiency without an increase in power or bandwidth cost.

Rest of the paper is as follows: In section 2.1, the system model for USTLD is presented. In section 2.2, a low complexity (LC) detection scheme based on maximum likelihood (ML) detection is proposed. In section 2.3, a complexity analysis is performed comparing ML detection to the proposed LC detection. In section 2.4, the theoretical average bit error probability (ABEP) using a union bound approach is shown. In section 2.5, mapper design criterion and the mappers for XQAM and MPSK constellations is presented. In section 3, simulation results are presented and compared with the theoretical bound, and in section 4, this paper is concluded.

## 2 Labeling diversity with XQAM and MPSK modulation

### 2.1 System Model

A USTLD MIMO system is considered in this paper, with $N_{T}=2$ transmit antennas, $N_{R}$ receive antennas and $t=4$ transmission timeslots, as shown in Fig. C. 1 below.


Fig. C. 1 USTLD XQAM with MPSK system model

In Fig. C. $1 r_{1}=\log _{2} M_{1}$ and $r_{2}=\log _{2} M_{2}$, where $M_{1}$ is the constellation size of XQAM with $M_{1} \in[32,128]$ and $M_{2}$ is the constellation size of MPSK with $M_{2} \in[4,8,16]$. A message of length $\left(4 r_{1}+r_{2}\right)$ is divided into vectors $\boldsymbol{m}_{i}=\left[m_{i, 1} m_{i, 2} \cdots m_{i, r_{1}}\right], i \in[1: 4]$ and $\boldsymbol{m}=$ [ $m_{1} m_{2} \cdots m_{r_{2}}$ ]. Vectors $\boldsymbol{m}_{i}, i \in[1: 4]$ are fed through Mappers $\Omega_{k}, k \in[1: 2]$ resulting in the XQAM symbols $x_{q_{i}}^{k}=\Omega_{k}\left(\boldsymbol{m}_{i}\right)$, where $q_{i}=1+\sum_{j=1}^{r_{1}} 2^{j-1} m_{i, j}$ is the index for the set of symbols $x_{q_{i}}^{k}, k \in[1: 2]$. Vector $\boldsymbol{m}$ is fed through Mappers $\phi_{k}, k \in[1: l]$, where $l$ depends on the modulation order and labeling diversity of PSK. For 4PSK, there is no labeling diversity for the MPSK symbols, thus only one mapper is used. For 8PSK symbols, two mappers are used, whilst for 16PSK, four mappers are used. In the proposed system $l=1,2$ and 4 for 4PSK, 8PSK
and 16PSK, respectively. Let $x_{p}^{k}=\phi_{k}(\boldsymbol{m}), k \in[1: l]$, where $p=1+\sum_{j=1}^{r_{2}} 2^{j-1} m_{j}$ is the index for the set of symbols $x_{p}^{k}, k \in[1: l]$. It is assumed that $E\left\{\left|x_{q_{i}}^{k}\right|^{2}\right\}=1, i \in[1: 4], k \in[1: 2]$ and $E\left\{\left|x_{p}^{k}\right|^{2}\right\}=1, k \in[1: l] . \Omega_{1}$ maps the input bit stream using a Grey-coded XQAM constellation whilst $\phi_{1}$ maps the input bit stream using a Grey-coded MPSK constellation. The designs for $\Omega_{2}$ and $\phi_{k}, k \in[2: l]$, are based on optimizing the performance of the labeling diversity scheme, and its details can be found in section 2.5. The channel is assumed to experience Rayleigh frequency-flat fast fading. For the case of quasi-static fading, $\boldsymbol{h}_{2 i-1, N_{T}}=$ $\boldsymbol{h}_{2 i, N_{T}}, i \in[1: 2], N_{t} \in[1: 2]$. In Fig. C.1, $\boldsymbol{X}_{\Omega_{1}}=\left[x_{q_{t}}^{1} x_{q_{t+1}}^{1}\right], t \in[1,3], \boldsymbol{X}_{\Omega_{2}}=\left[x_{q_{t}}^{2} x_{q_{t-1}}^{2}\right], t \in$ $[2,4], \boldsymbol{X}^{t}=\left[\begin{array}{ll}x_{q_{t}}^{u} & x_{q_{t+v}}^{u} x_{p}^{t}\end{array}\right], t \in[1: 4]$ and $\boldsymbol{H}^{t}=\left[\begin{array}{l}\boldsymbol{h}_{t, 1} \\ \boldsymbol{h}_{t, 2}\end{array}\right], t \in[1: 4]$.

The received signal for timeslot $t, t \in[1: 4]$ is given by

$$
\begin{equation*}
\boldsymbol{y}_{t}=\sqrt{\frac{\rho}{2}}\left(\boldsymbol{h}_{t, 1} x_{q_{t}}^{u}+\boldsymbol{h}_{t, 2} x_{q_{t+v}}^{u} x_{p, t}\right)+\boldsymbol{n}_{t} \quad t \in[1: 4] \tag{C.1}
\end{equation*}
$$

where $u=1, v=1$ for $t \in[1,3]$ and $u=2, v=-1$ for $t \in[2,4] . \boldsymbol{y}_{t}=\left[y_{1, t} y_{2 . t} \ldots y_{N_{R} . t}\right]^{T}$ is the received signal for timeslot $t$, and $\frac{\rho}{2}$ is the average signal-to-noise ratio (SNR) at each receive antenna. $x_{p, t}$ is the transmitted MPSK symbol for timeslot t , given by $\left[x_{p, 1} x_{p, 2} x_{p, 3} x_{p, 4}\right]= \begin{cases}{\left[x_{p}^{1} x_{p}^{1} x_{p}^{1} x_{p}^{1}\right],} & 4 \mathrm{PSK} \\ {\left[x_{p}^{1} x_{p}^{1} x_{p}^{2} x_{p}^{2}\right],} & \text { 8PSK }, \boldsymbol{h}_{t, i} \text { is the fading channel of transmit antenna } \\ {\left[x_{p}^{1} x_{p}^{2} x_{p}^{3} x_{p}^{4}\right],} & \text { 16PSK }\end{cases}$ $i, i \in\{1: 2\}$ for timeslot $t, t \in\{1: 4\}$, where $\boldsymbol{h}_{t, i}=\left[h_{t, i}^{1} h_{t, i}^{2} \cdots h_{t, i}^{N_{R}}\right]^{T}$ and $\boldsymbol{n}_{t}=$ $\left[n_{t}^{1} n_{t}^{2} \cdots n_{t}^{N_{R}}\right]^{T}$ is the additive white Gaussian noise (AWGN) noise vector. The entries for $\boldsymbol{h}_{t, 1}, \boldsymbol{h}_{t, 2}$ and $\boldsymbol{n}_{t}$ are independent and identically distributed (IID) according to the complex Gaussian distribution with $C N(0,1)$.

### 2.2 Detection schemes

It is assumed that the channel state information is fully known at the receive side. The optimal detection scheme is the maximum likelihood (ML) detection, given by

$$
\begin{equation*}
\left[\hat{q}_{1} \hat{q}_{2} \hat{q}_{3} \hat{q}_{4} \hat{p}\right]=\underset{\substack{q_{i} \in[1: M 1], i \in[1: 4] \\ p \in\left[1: M_{2}\right]}}{\operatorname{argmin}}\left[\sum_{t=1}^{4}\left\|\boldsymbol{y}_{t}-\sqrt{\frac{\rho}{2}}\left(\boldsymbol{h}_{t, 1} x_{q_{t}}^{u}+\boldsymbol{h}_{t, 2} x_{q_{t+v}}^{u} x_{p, t}\right)\right\|_{F}^{2}\right] \tag{C.2}
\end{equation*}
$$

where $u=1, v=1$ for $t \in[1,3]$ and $u=2, v=-1$ for $t \in[2,4]$

The ML detection in (C.2) for the proposed system would have very high complexity. In order to reduce the detection complexity, an alternate low complexity scheme based on ML detection is proposed in this section. The proposed scheme is based on the following observations:

- The MPSK symbols $x_{p, t}, t \in[1: 4]$ all have the same index, $p$. Therefore, knowledge of the index $p$ implies knowledge of the MPSK symbols.
- If the index $p$ of the MPSK symbol is known, the XQAM symbol indices $q_{i}, i \in[1,2]$ can be detected independently of the indices $q_{i}, i \in[3,4]$.

The proposed scheme works in two steps.

Step 1: Estimate the indices of the XQAM symbols $\hat{q}_{i}, i \in[1: 2]$ and $\hat{q}_{i}, i \in[3: 4]$ for a given MPSK symbol index $p, p \in\left[1: M_{2}\right]$ independently.

$$
\begin{equation*}
\left[\hat{q}_{1}(p) \hat{q}_{2}(p) \Upsilon_{1}(p)\right]=\underset{\substack{q_{i} \in\left[1: M_{1}\right] \\ i \in[1: 2]}}{\operatorname{argmin}}\left[\sum_{t=1}^{2}\left\|\boldsymbol{y}_{t}-\sqrt{\frac{\rho}{2}}\left(\boldsymbol{h}_{t, 1} x_{q_{t}}^{u}+\boldsymbol{h}_{t, 2} x_{q_{t+v}}^{u} x_{p, t}\right)\right\|_{F}^{2}\right] \tag{C.3.1}
\end{equation*}
$$

where $u=1, v=1$ for $t=1$ and $u=2, v=-1$ for $t=2$.

$$
\begin{equation*}
\left[\hat{q}_{3}(p) \hat{q}_{4}(p) \Upsilon_{2}(p)\right]=\underset{\substack{q_{i} \in\left[1: M_{1}\right] \\ i \in[3: 4]}}{\operatorname{argmin}}\left[\sum_{t=3}^{4}\left\|\boldsymbol{y}_{t}-\sqrt{\frac{\rho}{2}}\left(\boldsymbol{h}_{t, 1} x_{q_{t}}^{u}+\boldsymbol{h}_{t, 2} x_{q_{t+v}}^{u} x_{p, t}\right)\right\|_{F}^{2}\right] \tag{C.3.2}
\end{equation*}
$$

where $u=1, v=1$ for $t=3$ and $u=2, v=-1$ for $t=4$
In the above detection, the outputs $\hat{q}_{i}(p), i \in[1: 4]$ are the estimated indices for the transmitted $q_{i}$ given the index $p$ of the MPSK symbol. $\Upsilon_{k}(p), k \in[1: 2]$ is the ML detection metric for jointly detecting $q_{2 k-1}$ and $q_{2 k}$.

Step 2: estimate the index of the MPSK symbol.

Let $\Upsilon=\left[\left(\Upsilon_{1}(1)+\Upsilon_{2}(1)\right)\left(\Upsilon_{1}(2)+\Upsilon_{2}(2)\right) \cdots\left(\Upsilon_{1}\left(M_{2}\right)+\Upsilon_{2}\left(M_{2}\right)\right)\right]$. The estimated index of the MPSK symbol is given by

$$
\begin{equation*}
\left[\left(\Upsilon_{1}(\hat{p})+\Upsilon_{2}(\hat{p})\right) \hat{p}\right]=\operatorname{argmin}(\Upsilon) \tag{C.4}
\end{equation*}
$$

where $\hat{p}$ is the index corresponding to the minimum element $\left(\Upsilon_{1}(\hat{p})+\Upsilon_{2}(\hat{p})\right)$ of $\Upsilon$.

Finally, the detected XQAM indices are given by

$$
\begin{equation*}
\hat{q}_{i}=\hat{q}_{i}(\hat{p}) \quad i \in[1: 4] \tag{C.5}
\end{equation*}
$$

### 2.3 Receiver complexity analysis and comparison

In order to compare the computational complexity of ML detection and the proposed low complexity (LC) detection, we analyse both schemes in terms of the number of complex operations required.

## Computational complexity for ML detection

For ML detection, we analyse (2). The terms $\boldsymbol{h}_{t, 1} x_{q_{t}}^{u}$ and $\boldsymbol{h}_{t, 2} x_{q_{t+v}}^{u} x_{p, t}$ require $N_{R}$ complex operations. Summing the terms and subtracting from $\boldsymbol{y}_{t}$ each requires $N_{R}$ complex operations. Finally, the Frobenius norm operation requires $N_{R}$ complex operations. As there are a total of 4 timeslots, the computational complexity for the argument in (2) is $4 \times 5 N_{R}=20 N_{R}$. Therefore, the total complexity for ML detection is $20\left(M_{1}\right)^{4} M_{2} N_{R}$.

## Computational complexity for LC detection

For LC detection, we analyse (3.1), (3.2) and (3.3). Following a similar procedure as detailed for (2) above, it can be shown that the complexity for the arguments of (3.1) and (3.2) are both $10 N_{R}$. The computational complexity for (4) is equal to $M_{2}-1$ real operations, which is equivalent to $\frac{M_{2}-1}{4}$ complex operations. Thus, the total complexity for LC detection is $20\left(M_{1}\right)^{2} M_{2} N_{R}+\frac{M_{2}-1}{4}$.

The table below shows the percentage reduction in complexity achieved by LC detection over ML detection for $M_{1} \in[32,128], M_{2} \in[4,8,16]$ and $N_{R}=4$.

Table 3 Complexity reduction for LC detection vs ML detection

| $\boldsymbol{M}_{\mathbf{1}}$ | $\boldsymbol{M}_{\mathbf{2}}$ | Complexity reduction (\%) |
| :---: | :---: | :---: |
| 32 | 4 | $99.9 \%$ |
| 32 | 8 | $99.9 \%$ |
| 32 | 16 | $99.9 \%$ |
| 128 | 4 | $99.9 \%$ |
| 128 | 8 | $99.9 \%$ |
| 128 | 16 | $99.9 \%$ |

Clearly, a significant reduction in complexity is achieved using LC detection; approximately a factor of $\left(M_{1}\right)^{2}$.

### 2.4 Performance analysis for USTLD using union bound approach

The error performance analysis for USTLD with square MQAM has been discussed in [10], where it was assumed that at high SNR, only one symbol is detected in error. We extend that approach in the proposed system to assume that at high SNR, during each transmission block of four timeslots, only one type of information symbol is detected in error, either XQAM symbols (symbol error) or MPSK symbol (phase error). Further, it is assumed that for symbol error, only one of the symbols is detected with error. For the convenience of this discussion it is assumed that $x_{q_{1}}^{k}$ is detected with error while $x_{q_{i}}^{k}, i \in[2: 4]$ are detected correctly. Based on these assumptions, the equivalent system model for phase error becomes

$$
\begin{equation*}
\boldsymbol{y}_{t}=\sqrt{\frac{\rho}{2}} \widetilde{\boldsymbol{h}}_{t} x_{p, t}+\boldsymbol{n}_{t}, \quad t \in[1: 4] \tag{C.6}
\end{equation*}
$$

where $\left[\widetilde{\boldsymbol{h}}_{1} \widetilde{\boldsymbol{h}}_{2} \widetilde{\boldsymbol{h}}_{3} \widetilde{\boldsymbol{h}}_{4}\right]=\left[\boldsymbol{h}_{1,2} x_{q_{2}}^{1} \boldsymbol{h}_{2,2} x_{q_{1}}^{2} \quad \boldsymbol{h}_{3,2} x_{q_{4}}^{1} \quad \boldsymbol{h}_{4,2} x_{q_{3}}^{2}\right]$

For symbol error, the equivalent system model is

$$
\begin{equation*}
\boldsymbol{y}_{t}=\sqrt{\frac{\rho}{2}} \boldsymbol{h}_{t, t} x_{q_{1}}^{t}+\boldsymbol{n}_{t}, \quad t \in[1: 2] \tag{C.7}
\end{equation*}
$$

Let $P_{S}$ be the symbol error probability and $P_{\theta}$ be the phase error probability. Based on the above assumptions, the overall bit error probability $P_{e}$ is bounded by

$$
\begin{equation*}
P_{e}=1-\mathrm{P}_{\mathrm{c}}=P_{s}+P_{\theta}-P_{s} P_{\theta} \leq P_{s}+P_{\theta} \tag{C.8}
\end{equation*}
$$

where $P_{c}=\left(1-P_{s}\right)\left(1-P_{\theta}\right)$ is the probability all bits are detected correctly. From (C.6-C.8), the ABEP for XQAM USTLD with MPSK is

$$
\begin{align*}
A B E P(\rho) & \leq \frac{1}{M_{1} r_{1}} \sum_{q_{1},=1}^{M_{1}} \sum_{\hat{q}_{1} \neq q_{1}}^{M_{1}} N_{1}\left(q_{1}, \hat{q}_{1}\right) P\left(\boldsymbol{X}_{q_{1}} \rightarrow \boldsymbol{X}_{\hat{q}_{1}}\right) \\
& +\frac{1}{M_{2} r_{2}} \sum_{p=1}^{M_{2}} \sum_{\hat{p} \neq p}^{M_{2}} N_{2}(p, \hat{p}) P\left(\boldsymbol{X}_{p} \rightarrow \boldsymbol{X}_{\hat{p}}\right) \tag{C.9}
\end{align*}
$$

where $P\left(\boldsymbol{X}_{q_{1}} \rightarrow \boldsymbol{X}_{\widehat{q}_{1}}\right)$ is the pairwise error probability (PEP) that the transmitted XQAM codeword $\boldsymbol{X}_{q_{1}}$ is detected as $\boldsymbol{X}_{\hat{q}_{1}}$ where $\boldsymbol{X}_{q_{1}}=\left[x_{q_{1}}^{1} x_{q_{1}}^{2}\right]$ and $\boldsymbol{X}_{\hat{q}_{1}}=\left[x_{\hat{q}_{1}}^{1} x_{\hat{q}_{1}}^{2}\right] . P\left(\boldsymbol{X}_{p} \rightarrow \boldsymbol{X}_{\hat{p}}\right)$ is the PEP that the transmitted MPSK codeword $\boldsymbol{X}_{p}$ is detected as $\boldsymbol{X}_{\hat{p}}$ where $\boldsymbol{X}_{p}=$ $\left[x_{p, 1} x_{p, 2} x_{p, 3} x_{p, 4}\right]$ and $\boldsymbol{X}_{\hat{p}}=\left[\begin{array}{lll}x_{\hat{p}, 1} & x_{\hat{p}, 2} & x_{\hat{p}, 3}\end{array} x_{\hat{p}, 4}\right] . N_{1}\left(q_{1}, \hat{q}_{1}\right)$ and $N_{2}(p, \hat{p})$ are the number of bit errors for the associated PEP events.

Based on the equivalent model (C.6), the conditional PEP for phase error can be expressed as

$$
\begin{equation*}
P\left(\boldsymbol{X}_{p} \rightarrow \boldsymbol{X}_{\hat{p}} \mid \boldsymbol{h}_{1,2}, \cdots, \boldsymbol{h}_{4,2}\right)=P\left(\sum_{t=1}^{4}\left\|\boldsymbol{y}_{t}-\widetilde{\mathbf{H}}_{t} x_{\hat{p}, t}\right\|_{F}^{2}<\sum_{t=1}^{4}\left\|\boldsymbol{y}_{t}-\widetilde{\mathbf{H}}_{t} x_{p, t}\right\|_{F}^{2}\right) \tag{С.10}
\end{equation*}
$$

where $\widetilde{\mathbf{H}}_{t}=\sqrt{\frac{\rho}{2}} \widetilde{\boldsymbol{h}}_{\boldsymbol{t}}$. This can be further expressed as:

$$
\begin{equation*}
P\left(\boldsymbol{X}_{p} \rightarrow \boldsymbol{X}_{\hat{p}} \mid \boldsymbol{h}_{1,2}, \ldots, \boldsymbol{h}_{4,2}\right)=Q\left(\sqrt{\frac{1}{2} \sum_{t=1}^{4} \delta_{t}}\right) \tag{C.11}
\end{equation*}
$$

where $\delta_{t}=\left\|\widetilde{\mathbf{H}}_{t} \Lambda_{t}\right\|_{F}^{2}$ and $\Lambda_{t}=x_{p, t}-x_{\hat{p}, t}, t \in\{1 . .4\}$. The derivation of (C.11) is shown in the Appendix. The PDF of $\delta_{t}$ is [24, eq. 2-1-110]

$$
\begin{equation*}
f_{\delta_{t}}\left(v_{t}\right)=\frac{v_{t}^{N_{R}-1}}{\left(\frac{\rho}{4}\left|\Lambda_{t}\right|^{2}\right)^{N_{R}}\left(N_{R}-1\right)!} \exp \left(-\frac{v_{t}}{\frac{\rho}{4}\left|\Lambda_{t}\right|^{2}}\right) \tag{C.12}
\end{equation*}
$$

Averaging the conditional PEP over the independent and identically distributed (IID) random variables, the PEP can be expressed as:

$$
\begin{equation*}
P\left(\boldsymbol{X}_{p} \rightarrow \boldsymbol{X}_{\hat{p}}\right)=\int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} P\left(\boldsymbol{X}_{p} \rightarrow \boldsymbol{X}_{\hat{p}} \mid \boldsymbol{h}_{1,2}, \ldots, \boldsymbol{h}_{4,2}\right) \prod_{t=1}^{4} f_{\delta_{t}}\left(v_{t}\right) d v_{t} \tag{C.13}
\end{equation*}
$$

By approximating the Q-function using the trapezoidal rule, the PEP can be expressed as

$$
\begin{equation*}
P\left(\boldsymbol{X}_{p} \rightarrow \boldsymbol{X}_{\hat{p}}\right)=\frac{1}{2 n}\left[\frac{1}{2} \Pi_{t=1}^{4} M_{t}\left(\frac{1}{2}\right)+\sum_{k=1}^{n-1} \prod_{t=1}^{4} M_{t}\left(\frac{1}{2 \sin ^{2}\left(\frac{k \pi}{2 n}\right)}\right)\right] \tag{C.14}
\end{equation*}
$$

where the approximation is convergent when number of summations $n>10$, and $M_{t}(s)$ is the moment generating function of $\delta_{t}$ given by

$$
\begin{equation*}
M_{t}(s)=\int_{0}^{\infty} f_{\delta_{t}}\left(v_{t}\right) e^{-s v_{t}} d v_{t}=\left(\frac{1}{1+\frac{\rho}{4}\left|\Lambda_{t}\right|^{2} s}\right)^{N_{R}} \tag{C.15}
\end{equation*}
$$

Finally, substituting (C.15) into (C.14):

$$
\begin{equation*}
P\left(\boldsymbol{X}_{p} \rightarrow \boldsymbol{X}_{\hat{p}}\right)=\frac{1}{2 n}\left[\frac{1}{2} \Pi_{t=1}^{4}\left(1+\frac{\rho}{8}\left|\Lambda_{t}\right|^{2}\right)^{-N_{R}}+\sum_{k=1}^{n-1} \prod_{t=1}^{4}\left(1+\frac{\rho}{8}\left|\Lambda_{t}\right|^{2} \frac{1}{\sin ^{2}\left(\frac{k \pi}{2 n}\right)}\right)^{-N_{R}}\right] \tag{C.16}
\end{equation*}
$$

Based on the equivalent model (C.7), the conditional PEP for symbol error can be expressed as

$$
\begin{equation*}
P\left(\boldsymbol{X}_{q_{1}} \rightarrow \boldsymbol{X}_{\hat{q}_{1}} \mid \boldsymbol{h}_{1,1}, \boldsymbol{h}_{2,2}\right)=P\left(\sum_{t=1}^{2}\left\|\boldsymbol{y}_{t}-\mathbf{H}_{\mathrm{t}, \mathrm{t}} x_{\hat{q}_{1}}^{t}\right\|_{F}^{2}<\sum_{t=1}^{2}\left\|\boldsymbol{y}_{t}-\mathbf{H}_{\mathrm{t}, \mathrm{t}} x_{q_{1}}^{t}\right\|_{F}^{2}\right) \tag{С.17}
\end{equation*}
$$

where $\mathbf{H}_{\mathrm{t}, \mathrm{t}}=\sqrt{\frac{\rho}{2}} \boldsymbol{h}_{t, t}$. Similar to the derivation of the PEP for phase error, the conditional PEP for symbol error can be further derived as

$$
\begin{equation*}
P\left(\boldsymbol{X}_{q_{1}} \rightarrow \boldsymbol{X}_{\hat{q}_{1}} \mid \boldsymbol{h}_{1,1}, \boldsymbol{h}_{2,2}\right)=Q\left(\sqrt{\frac{1}{2} \kappa}\right) \tag{C.18}
\end{equation*}
$$

where $\kappa=\left\|\mathbf{H}_{1,1} d_{1}\right\|_{F}^{2}+\left\|\mathbf{H}_{2,2} d_{2}\right\|_{F}^{2}$ and $d_{i}=x_{q_{1}}^{i}-x_{\hat{q}_{1}}^{i}, \quad i \in$ [1: 2]. This is equivalent to [10, eq. 15]. Following the same approach as [10], the PEP can be shown as [10, eq. 10]

$$
\begin{equation*}
P\left(\boldsymbol{X}_{q_{1}} \rightarrow \boldsymbol{X}_{\hat{q}_{1}}\right)=\frac{1}{2 n}\left[\frac{1}{2} \prod_{i=1}^{2}\left(1+\frac{\rho}{8}\left|d_{i}\right|^{2}\right)^{-N_{R}}+\sum_{k=1}^{n-1} \prod_{i=1}^{2}\left(1+\frac{\rho}{8}\left|d_{i}\right|^{2} \frac{1}{\sin ^{2}\left(\frac{k \pi}{2 n}\right)}\right)^{-N_{R}}\right] \tag{C.19}
\end{equation*}
$$

### 2.5 Mapper design for USTLD XQAM and MPSK constellation

At high SNR, $\left|d_{i}\right|^{2} \gg 1, i \in[1: 2]$ and $\left|\Lambda_{t}\right|^{2} \gg 1, t \in[1: 4]$, (C.16) and (C.19) respectively can be approximated as

$$
\begin{align*}
& P\left(\boldsymbol{X}_{q_{1}} \rightarrow \boldsymbol{X}_{\hat{q}_{1}}\right)=\frac{1}{2} \prod_{i=1}^{2}\left(\frac{\rho}{8}\left|d_{i}\right|^{2}\right)^{-N_{R}}+\sum_{k=1}^{n-1} \prod_{i=1}^{2}\left(\frac{\rho}{8}\left|d_{i}\right|^{2} \frac{1}{\sin ^{2}\left(\frac{k \pi}{2 n}\right)}\right)^{-N_{R}}  \tag{C.20.1}\\
& P\left(\boldsymbol{X}_{p} \rightarrow \boldsymbol{X}_{\hat{p}}\right)=\frac{1}{2} \prod_{t=1}^{4}\left(\frac{\rho}{8}\left|\Lambda_{t}\right|^{2}\right)^{-N_{R}}+\sum_{k=1}^{n-1} \prod_{t=1}^{4}\left(\frac{\rho}{8}\left|\Lambda_{t}\right|^{2} \frac{1}{\sin ^{2}\left(\frac{k \pi}{2 n}\right)}\right)^{-N_{R}} \tag{C.20.2}
\end{align*}
$$

From inspecting (C.20), the design criterion in [10] can also be applied to designing both XQAM and MPSK mappers, which was shown to be maximizing of the minimum product distance (PD), given by

$$
\begin{array}{r}
\Omega_{2}=\underset{q_{1} \in\left[1: \mathrm{M}_{1}\right]}{\operatorname{argmax}}\left\{\underset{\left(\widehat{q}_{1} \neq q_{1}\right) \in\left[1: M_{1}\right]}{\operatorname{argmin}} \prod_{k=1}^{2}\left|d_{k}\right|^{2}\right\} \\
\left(\phi_{2}, \ldots, \phi_{\mathrm{j}}\right)=\underset{p \in\left[1: M_{2}\right]}{\operatorname{argmax}}\left\{\underset{(\hat{p} \neq p) \in\left[1: M_{2}\right]}{\operatorname{argmin}} \prod_{t=1}^{4}\left|\Lambda_{t}\right|^{2}\right\} \tag{C.21.2}
\end{array}
$$

where $j=2$ for 8PSK, $j=4$ for 16PSK.

Since it is not practical to compute (C.21.1) and (C.21.2) directly [7, 8], a few different approaches are used for the design of the mappers. For 32XQAM and 128XQAM, the method proposed in [10] for MQAM is used: Adjacent constellation points in Mapper 1 are placed away
from each other in Mapper 2 by grouping alternate diagonal pairs in each quadrant and then swapping them with diagonal pairs in the diagonally opposite quadrant. This is visualized in Figure 7.1 in the Appendix: In the top left quadrant, the diagonals formed by the constellation points 1 A and 2 A are swapped with the diagonals in the bottom right quadrant formed by the points 1 B and 2 B respectively. Similarly, in the bottom left quadrant, the diagonals formed by $3 A, 4 A$ and $5 A$ swapped with the diagonals in the top right quadrant formed by $3 B, 4 B$ and $5 B$, respectively. For $8 P S K$, the approach shown in [10, Fig. 1] is used: alternate diagonal constellation points are swapped. For 16PSK, since 4 mappers are used, the optimal symbol mappings for 16PSK proposed in [7] are used. The full symbol mappings for each mapper are shown in the appendix.

## 3 Simulation Results

Monte Carlo simulations of the USTLD system for 32QAM and 128QAM with 4PSK, 8PSK and 16PSK using the mappers described above were performed, with the results shown in Fig. C. 2 and $C .3$ respectively. For reference, simulation results for the performance of USTLD for XQAM without MPSK is shown, and the theoretical result using the union bound approach is included. $N_{r}=4$ receivers were used. It was assumed that channel information was known at the receive side, and the channel fading was fast.

It can be seen that the theoretical bound provides a close match to the simulation results at high SNR (>13dB). At low SNR, the addition of MPSK to the USTLD system degrades performance, but at high SNR, the performance converges. An XQAM USTLD system with 16PSK results in a bit rate improvement of $20 \%$ for 32QAM and 14.3\% for 128QAM. In Fig.C.4-C.7, performance of USTLD for 32QAM and 128QAM with 16PSK is compared with Alamouti for both fast and quasi-static fading channels. The results show that at high SNR, USTLD shows significantly better performance than Alamouti, with a coding gain of 2 dB for quasi-static fading and 3 dB for fast fading.


Fig. C. 2 32XQAM USTLD with MPSK


Fig. C. 3 128XQAM USTLD with MPSK


Fig. C. 4 32XQAM USTLD vs Alamouti, fast fading


Fig. C. 5 32XQAM USTLD vs Alamouti, quasi-static fading


Fig. C. 6 128XQAM USTLD vs Alamouti, fast fading


Fig. C. 7 128XQAM USTLD vs Alamouti, quasi-static fading

## 4 Conclusion

In this paper, a USTLD system has been designed for XQAM modulation with MPSK. The theoretical ABEP is analysed using a union bound and is shown to provide a close match to simulation results at high SNR. Criteria for optimal mapper design and a few simple approaches are followed to generate the various mappers used in the proposed system. These results allow the application of USTLD systems with higher spectral efficiency than previously proposed USTLD systems by adding an MPSK phase rotation.

## 5 Appendix

Substituting $\boldsymbol{y}_{t}$ from (C.6) and expanding yields

$$
\begin{align*}
& P\left(\boldsymbol{X}_{p} \rightarrow \boldsymbol{X}_{\hat{p}} \mid \boldsymbol{h}_{1,2}, \ldots, \boldsymbol{h}_{4,2}\right)=P\left(\sum_{t=1}^{4}\left[\left\|\widetilde{\mathbf{H}}_{t} \Lambda_{t}\right\|_{F}^{2}+2 \operatorname{Re}\left\{\Lambda_{t} \boldsymbol{n}_{t}^{H} \widetilde{\mathbf{H}}_{t}\right\}\right]<0\right)  \tag{C.22}\\
& P\left(\boldsymbol{X}_{p} \rightarrow \boldsymbol{X}_{\hat{p}} \mid \boldsymbol{h}_{1,2}, \ldots, \boldsymbol{h}_{4,2}\right)=P\left(\sum_{t=1}^{4}\left[\operatorname{Re}\left\{\Lambda_{t} \boldsymbol{n}_{t}^{H} \widetilde{\mathbf{H}}_{t}\right\}\right]>\frac{1}{2} \sum_{t=1}^{4}\left\|\widetilde{\mathbf{H}}_{t} \Lambda_{t}\right\|_{F}^{2}\right) \tag{C.23}
\end{align*}
$$

$\Lambda_{t} \boldsymbol{n}_{t}^{H} \widetilde{\mathbf{H}}_{t}, t \in[1: 4]$ are complex Gaussian random variables with zero mean and variance of $\left\|\Lambda_{t} \widetilde{\mathbf{H}}_{t}\right\|_{F}^{2}$.


Fig. C. 8 32XQAM diagonal groupings


Fig. C. 9 32XQAM symbol mappings

|  |  | $\begin{array}{lllllll} 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{array}$ | $\begin{array}{lllllll} 0 & 0 & 0 & 1 & 0 & 0 & 1 \\ 1 & 0 & 1 & 1 & 1 & 0 & 1 \end{array}$ | $\begin{array}{lllllll} 0 & 0 & 0 & 1 & 0 & 1 & 1 \\ 0 & 0 & 0 & 1 & 0 & 1 & 1 \end{array}$ | $\begin{array}{lllllll} 0 & 0 & 0 & 0 & 0 & 1 & 1 \\ 1 & 0 & 1 & 1 & 1 & 1 & 0 \end{array}$ | $\begin{array}{lllllll} 1 & 0 & 0 & 0 & 0 & 1 & 1 \\ 1 & 0 & 0 & 0 & 0 & 1 & 1 \end{array}$ | $\begin{array}{llllllll} 1 & 0 & 0 & 1 & 0 & 1 & 1 \\ 0 & 0 & 1 & 0 & 1 & 1 & 0 \end{array}$ | $\begin{array}{lllllll} 1 & 0 & 0 & 1 & 0 & 0 & 1 \\ 1 & 0 & 0 & 1 & 0 & 0 & 1 \end{array}$ | $\begin{array}{lllllll} 1 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 1 & 1 & 1 & 1 & 1 & 0 \end{array}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{array}{lllllll} 0 & 0 & 0 & 0 & 0 & 0 \\ 1 & 0 & 1 & 0 & 1 & 0 & 0 \end{array}$ | $\begin{array}{lllllll} 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \end{array}$ | $\begin{array}{lllllll} 0 & 0 & 0 & 1 & 0 & 1 & 0 \\ & 1 & 0 & 1 & 0 & 1 & 1 \end{array}$ | $\begin{array}{lllllll} 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \end{array}$ | $\begin{array}{lllllll} 1 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 1 & 1 & 1 & 1 \end{array}$ | $\begin{array}{lllllll} 1 & 0 & 0 & 1 & 0 & 1 & 0 \\ 1 & 0 & 0 & 1 & 0 & 1 & 0 \end{array}$ | $\begin{array}{lllllll} 1 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 1 & 1 & 0 & 1 & 1 & 1 \end{array}$ | $\begin{array}{llllll} 1 & 0 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 \\ 100 & 0 & 0 & 0 & 0 & 0 \end{array}$ |  |  |
| $\begin{array}{lllllll} 0 & 0 & 1 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 & 0 & 0 & 0 \end{array}$ | $\begin{array}{lllllll} 0 & 0 & 1 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 1 & 0 & 0 \\ & 0 & & & 0 \end{array}$ | $\begin{array}{lllllll} 0 & 1 & 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 1 & 0 & 0 & 0 & 0 \end{array}$ | $\begin{array}{lllllll} 0 & 1 & 1 & 1 & 0 & 0 & 0 \\ 1 & 1 & 1 & 0 & 1 & 0 & 1 \end{array}$ | $\begin{array}{llllll} 0 & 1 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 1 \\ & 0 & & 0 & 0 & 0 \end{array}$ | $\begin{array}{lllllll} 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 1 & 1 & 1 & 0 & 1 & 1 & 0 \end{array}$ | $\begin{array}{ccccccc} 1 & 1 & 0 & 0 & 0 & 0 & 0 \\ 1 & 1 & 0 & 0 & 0 & 0 & 0 \end{array}$ | $\begin{array}{lllllll} 1 & 1 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 1 & 0 & 1 \end{array}$ | $\begin{array}{llllllll} 1 & 1 & 1 & 1 & 0 & 0 & 0 \\ 1 & 1 & 1 & 1 & 0 & 0 & 0 \end{array}$ | $\begin{array}{lllll} 1 & 1 & 1 & 0 & 0 \end{array} 0_{0}$ | $\begin{array}{lllllll} 1 & 0 & 0 & 0 & 0 & 0 \\ 1 & 0 & 1 & 0 & 0 & 0 & 0 \\ & 0 & & & 0 \end{array}$ | $\begin{array}{lllllll} 1 & 0 & 1 & 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 1 & 0 & 1 \end{array}$ |
| $\begin{array}{cccccccc} 0 & 0 & 1 & 1 & 0 & 0 & 1 \\ 1 & 0 & 0 & 1 & 1 & 0 & 1 \end{array}$ | $\begin{array}{llllllll} 0 & 0 & 1 & 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 & 0 & 0 & 1 \end{array}$ | $\begin{array}{ccccccc} 0 & 1 & 1 & 0 & 0 & 0 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 0 \\ & 0 & & & & \end{array}$ | $\begin{array}{lllllll} 0 & 1 & 1 & 1 & 0 & 0 & 1 \\ 0 & 1 & 1 & 1 & 0 & 0 & 1 \end{array}$ | $\begin{array}{ccccccc} 0 & 1 & 0 & 1 & 0 & 0 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ & 0 & & & & \end{array}$ | $\begin{array}{lllllll} 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ & 0 & & & & \end{array}$ | $\begin{array}{lllllll} 1 & 1 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 1 & 1 & 0 & 0 \end{array}$ | $\begin{array}{ccccccc} 1 & 1 & 0 & 1 & 0 & 1 \\ & 1 & 1 & 0 & 1 & 0 & 0 \end{array}$ | $\begin{array}{cccccc} 1 & 1 & 1 & 1 & 0 & 0 \end{array} 1$ | $\begin{array}{cccccccc} 1 & 1 & 1 & 0 & 0 & 0 & 1 \\ 1 & 1 & 1 & 0 & 0 & 0 & 1 \\ & 0 & & & & \end{array}$ | $\begin{array}{ccccccc} 1 & 0 & 1 & 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 1 & 1 & 0 & 0 \end{array}$ |  |
| $\begin{array}{llllllll} 0 & 0 & 1 & 1 & 0 & 1 & 1 \\ 0 & 0 & 1 & 1 & 1 & 1 & 1 \end{array}$ | $\begin{array}{llllllll} 0 & 0 & 1 & 0 & 0 & 1 & 1 \\ 1 & 0 & 0 & 1 & 1 & 1 & 0 \end{array}$ | $\begin{array}{lllllll} 0 & 1 & 1 & 0 & 0 & 1 & 1 \\ 0 & 1 & 1 & 0 & 0 & 1 & 1 \end{array}$ | $\begin{array}{llllllll} 0 & 1 & 1 & 1 & 0 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 0 & 1 \\ & 0 & & & & \end{array}$ | $\begin{array}{llllllll} 0 & 1 & 0 & 1 & 0 & 1 & 1 \\ 0 & 1 & 0 & 1 & 0 & 1 & 1 \\ & & 0 & & & & \end{array}$ | $\begin{array}{cccccccc} 0 & 1 & 0 & 0 & 0 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 0 \end{array}$ | $\begin{array}{ccccccc} 1 & 1 & 0 & 0 & 0 & 1 & 1 \\ 1 & 1 & 0 & 0 & 0 & 1 & 1 \end{array}$ | $\begin{array}{llllllll} 1 & 1 & 0 & 1 & 0 & 1 & 1 \\ 0 & 1 & 1 & 1 & 1 & 0 & 1 \\ & & 0 & & & & \end{array}$ | $\begin{array}{ccccccc} 1 & 1 & 1 & 1 & 0 & 1 & 1 \\ 1 & 1 & 1 & 1 & 0 & 1 & 1 \end{array}$ | $\begin{array}{lllllll} 1 & 1 & 1 & 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 & 0 & 0 \end{array}$ | $\begin{array}{ccccccc} 1 & 0 & 1 & 0 & 0 & 1 & 1 \\ 1 & 0 & 1 & 0 & 0 & 1 & 1 \\ & 0 & & & & \end{array}$ | $\begin{array}{llllllll} 1 & 0 & 1 & 1 & 0 & 1 & 1 \\ 0 & 0 & 0 & 0 & 1 & 1 & 0 \end{array}$ |
| $\begin{array}{llllllll} 0 & 0 & 1 & 1 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 & 1 & 1 & 1 \\ & 0 & & & & \end{array}$ | $\begin{array}{llllllll} 0 & 0 & 1 & 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 & 0 & 1 & 0 \\ & 0 & 0 & & & \end{array}$ | $\begin{array}{cccccccc} 0 & 1 & 1 & 0 & 0 & 1 & 0 \\ 1 & 1 & 0 & 0 & 1 & 0 & 0 \\ & 0 & & & & \end{array}$ | $\begin{array}{lllllll} 0 & 1 & 1 & 1 & 0 & 1 & 0 \\ 0 & 1 & 1 & 1 & 0 & 1 & 0 \end{array}$ | $\begin{array}{cccccc} 0 & 1 & 0 & 1 & 0 & 1 \\ \\ & 1 & 1 & 0 & 0 & 1 \\ & 0 & 1 & 1 & 1 \end{array}$ | $\begin{array}{lllllll} 0 & 1 & 0 & 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 & 0 & 1 & 0 \end{array}$ | $\begin{array}{lllllll} 1 & 1 & 0 & 0 & 0 & 1 & 0 \\ 0 & 1 & 1 & 0 & 1 & 0 & 0 \end{array}$ | $\begin{array}{ccccccc} 1 & 1 & 0 & 1 & 0 & 1 & 0 \\ 1 & 1 & 0 & 1 & 0 & 1 & 0 \end{array}$ | $\begin{array}{llllll} 1 & 1 & 1 & 1 & 0 & 1 \end{array} 0^{0}$ | $\begin{array}{cc} 1 & 1 \\ 1 & 1 \end{array} 001010$ | $\begin{array}{lllllll} 1 & 0 & 1 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 & 1 & 1 & 1 \end{array}$ | $\begin{array}{lllllll} 1 & 0 & 1 & 1 & 0 & 1 & 0 \\ 1 & 0 & 1 & 1 & 0 & 1 & 0 \end{array}$ |
| $\begin{array}{lllllllll} 0 & 0 & 1 & 1 & 1 & 1 & 0 \\ 0 & 0 & 1 & 1 & 1 & 1 & 0 \end{array}$ | $\begin{array}{lllllll} 0 & 0 & 1 & 0 & 1 & 1 & 0 \\ 1 & 0 & 0 & 1 & 0 & 1 & 1 \end{array}$ | $\begin{array}{llllllll} 0 & 1 & 1 & 0 & 1 & 1 & 0 \\ 0 & 1 & 1 & 0 & 1 & 1 & 0 \end{array}$ | $\begin{array}{lllllll} 0 & 1 & 1 & 1 & 1 & 0 \\ 1 & 0 & 0 & 0 & 0 & 0 & 1 \end{array}$ | $\begin{array}{lllllll} 0 & 1 & 0 & 1 & 1 & 1 & 0 \\ 0 & 1 & 0 & 1 & 1 & 1 & 0 \end{array}$ | $\begin{array}{lllllll} 0 & 1 & 0 & 0 & 1 & 0 \\ 1 & 1 & 1 & 0 & 0 & 0 & 0 \end{array}$ | $\begin{array}{ccccccc} 1 & 1 & 0 & 0 & 1 & 1 & 0 \\ 1 & 1 & 0 & 0 & 1 & 1 & 0 \end{array}$ | $\begin{array}{lllllll} 1 & 1 & 0 & 1 & 1 & 1 & 0 \\ 0 & 1 & 0 & 0 & 0 & 1 & 1 \end{array}$ | $\begin{array}{llllllll} 1 & 1 & 1 & 1 & 1 & 1 & 0 \\ 1 & 1 & 1 & 1 & 1 & 1 & 0 \end{array}$ | $\begin{array}{lllllll} 1 & 1 & 1 & 0 & 1 & 1 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 \end{array}$ | $\begin{array}{lllllll} 1 & 0 & 1 & 0 & 1 & 1 & 0 \\ 1 & 0 & 1 & 0 & 1 & 1 & 0 \end{array}$ | $\begin{array}{llllllll} 1 & 0 & 1 & 1 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 1 \end{array}$ |
| $\begin{array}{llllllll} 0 & 0 & 1 & 1 & 1 & 1 & 1 \\ 1 & 0 & 0 & 0 & 0 & 1 & 0 \end{array}$ | $\begin{array}{lllllllll} 0 & 0 & 1 & 0 & 1 & 1 & 1 \\ 0 & 0 & 1 & 0 & 1 & 1 & 1 \\ & 0 & 0 & & & & \end{array}$ | $\begin{array}{lllllll} 0 & 1 & 1 & 0 & 1 & 1 & 1 \\ 1 & 0 & 0 & 1 & 0 & 0 & 0 \end{array}$ | $\begin{array}{lllllllll} 0 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 1 & 1 & 1 & 1 & 1 & 1 \end{array}$ | $\begin{array}{llllllll} 0 & 1 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 0 & 0 & 1 \\ & 0 & & & & \end{array}$ | $\begin{array}{llllllll} 0 & 1 & 0 & 0 & 1 & 1 & 1 \\ 0 & 1 & 0 & 0 & 1 & 1 & 1 \end{array}$ | $\begin{array}{cccccccc} 1 & 1 & 0 & 0 & 1 & 1 & 1 \\ 0 & 1 & 0 & 1 & 0 & 1 & 0 \\ & 0 & & & & \end{array}$ | $\begin{array}{cccccccc} 1 & 1 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 \\ & 0 & & & & \end{array}$ | $\begin{array}{llllllll} 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 1 & 0 & 1 & 0 & 0 & 1 \end{array}$ | $\begin{array}{cccccccc} 1 & 1 & 1 & 0 & 1 & 1 & 1 \\ 1 & 1 & 1 & 0 & 1 & 1 & 1 \\ & 0 & & & & \end{array}$ | $\begin{array}{llllllll} 1 & 0 & 1 & 0 & 1 & 1 & 1 \\ 0 & 0 & 0 & 1 & 0 & 1 & 0 \end{array}$ | $\begin{array}{cccccccc} 1 & 0 & 1 & 1 & 1 & 1 & 1 \\ 1 & 0 & 1 & 1 & 1 & 1 & 1 \\ & 0 & & & & & \end{array}$ |
| $\begin{array}{llllllll}  & 0 & 0 & 1 & 1 & 1 & 0 & 1 \\ 0 & 0 & 1 & 1 & 1 & 0 & 1 \end{array}$ | $\begin{array}{cccccccc} 0 & 0 & 1 & 0 & 1 & 0 & 1 \\ 1 & 1 & 0 & 1 & 0 & 0 & 0 \\ & 0 & & & & \end{array}$ | $\begin{array}{lllllll} 0 & 1 & 1 & 0 & 1 & 0 & 1 \\ 0 & 1 & 1 & 0 & 1 & 0 & 1 \end{array}$ | $\begin{array}{llllllll} 0 & 1 & 1 & 1 & 1 & 0 & 1 \\ 1 & 1 & 0 & 1 & 0 & 1 & 1 \\ & & 0 & & & & \end{array}$ | $\begin{array}{lllllll} 0 & 1 & 0 & 1 & 1 & 0 & 1 \\ 0 & 1 & 0 & 1 & 1 & 0 & 1 \end{array}$ | $\begin{array}{lllllll} 0 & 1 & 0 & 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 1 & 0 & 0 & 0 \end{array}$ | $\begin{array}{ccccccc} 1 & 1 & 0 & 0 & 1 & 0 & 1 \\ 1 & 1 & 0 & 0 & 1 & 0 & 1 \\ & 0 & & & & \end{array}$ | $\begin{array}{lllllll} 1 & 1 & 0 & 1 & 1 & 0 & 1 \\ 0 & 1 & 1 & 1 & 0 & 1 & 1 \\ & & 0 & & & & \end{array}$ | $\begin{array}{llllllll} 1 & 1 & 1 & 1 & 1 & 0 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 \end{array}$ | $\begin{array}{lllllll} 1 & 1 & 1 & 0 & 1 & 0 & 1 \\ 0 & 1 & 1 & 1 & 0 & 0 & 0 \end{array}$ | $\begin{array}{lllllll} 1 & 0 & 1 & 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 0 & 1 & 0 & 1 \\ & 0 & & & & \end{array}$ | $\begin{array}{llllllll} 1 & 0 & 1 & 1 & 1 & 0 & 1 \\ 0 & 0 & 0 & 1 & 0 & 0 & 1 \end{array}$ |
| $\begin{array}{llllllll} 0 & 0 & 1 & 1 & 1 & 0 & 0 \\ 1 & 1 & 0 & 0 & 0 & 0 & 1 \\ & 0 & & & & \end{array}$ | $\begin{array}{llllllll} 0 & 0 & 1 & 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 & 1 & 0 & 0 \\ & 0 & 0 & & & \end{array}$ | $\begin{array}{lllllll} 0 & 1 & 1 & 0 & 1 & 0 & 0 \\ 1 & 1 & 0 & 0 & 0 & 1 & 0 \end{array}$ | $\begin{array}{llllllll} 0 & 1 & 1 & 1 & 1 & 0 & 0 \\ 0 & 1 & 1 & 1 & 1 & 0 & 0 \end{array}$ | $\begin{array}{lllllll} 0 & 1 & 0 & 1 & 1 & 0 & 0 \\ 1 & 0 & 1 & 0 & 0 & 0 & 1 \\ & 0 & & & & \end{array}$ | $\begin{array}{lllllll} 0 & 1 & 0 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 & 1 & 0 & 0 \end{array}$ | $\begin{array}{lllllll} 1 & 1 & 0 & 0 & 1 & 0 & 0 \\ 0 & 1 & 1 & 0 & 0 & 1 & 0 \\ & & 0 & & & & \end{array}$ | $\begin{array}{ccccccc} 1 & 1 & 0 & 1 & 1 & 0 & 0 \\ 1 & 1 & 0 & 1 & 1 & 0 & 0 \end{array}$ | $\begin{array}{lllllll} 1 & 1 & 1 & 1 & 1 & 0 & 0 \\ 0 & 1 & 1 & 0 & 0 & 0 & 1 \end{array}$ | $\begin{array}{lllllll} 1 & 1 & 1 & 0 & 1 & 0 & 0 \\ 1 & 1 & 1 & 0 & 1 & 0 & 0 \end{array}$ | $\begin{array}{lllllll} 1 & 0 & 1 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ & 0 & & & & \end{array}$ | $\begin{array}{lllllll} 1 & 0 & 1 & 1 & 1 & 0 & 0 \\ 1 & 0 & 1 & 1 & 1 & 0 & 0 \\ & 0 & & & & \end{array}$ |
|  |  | $\begin{array}{lllll} 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 \\ & 0 & & 0 & 0 \end{array}$ | $\begin{array}{cccccc} 0 & 0 & 0 & 1 & 1 & 0 \\ 1 & 1 & 0 \\ & 1 & 0 & 0 & 1 & 1 \end{array}$ | $\begin{array}{llllllll} 0 & 0 & 0 & 1 & 1 & 1 & 0 \\ 0 & 0 & 0 & 1 & 1 & 1 & 0 \\ & 0 & & & & \end{array}$ | $\begin{array}{lllllll} 0 & 0 & 0 & 0 & 1 & 1 & 0 \\ 1 & 0 & 1 & 1 & 0 & 1 & 1 \end{array}$ | $\begin{array}{ccccccc} 1 & 0 & 0 & 0 & 1 & 1 & 0 \\ 1 & 0 & 0 & 0 & 1 & 1 & 0 \\ & 0 & & & & \end{array}$ | $\begin{array}{lllllll} 1 & 0 & 0 & 1 & 1 & 1 & 0 \\ 0 & 0 & 1 & 0 & 0 & 1 & 1 \end{array}$ | $\begin{array}{ccccc} 1 & 0 & 0 & 1 & 1 \\ 1 & 0 & 0 \\ 1 & 0 & 0 & 1 & 1 \\ & 0 & & 0 & 0 \end{array}$ | $\begin{array}{lllllll} 1 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \end{array}$ |  |  |
|  |  | $\begin{array}{lllllll} 0 & 0 & 0 & 0 & 1 & 0 & 1 \\ 1 & 1 & 1 & 1 & 0 & 1 & 0 \end{array}$ | $\begin{array}{llllllll} 0 & 0 & 0 & 1 & 1 & 0 & 1 \\ 0 & 0 & 0 & 1 & 1 & 0 & 1 \end{array}$ | $\begin{array}{lllllll} 0 & 0 & 0 & 1 & 1 & 1 & 1 \\ 1 & 0 & 1 & 0 & 0 & 1 & 0 \end{array}$ | $\begin{array}{llllllll} 0 & 0 & 0 & 0 & 1 & 1 & 1 \\ 0 & 0 & 0 & 0 & 1 & 1 & 1 \end{array}$ | $\begin{array}{lllllll} 1 & 0 & 0 & 0 & 1 & 1 & 1 \\ 0 & 0 & 1 & 1 & 0 & 1 & 0 \end{array}$ | $\begin{array}{llllllll} 1 & 0 & 0 & 1 & 1 & 1 & 1 \\ 1 & 0 & 0 & 1 & 1 & 1 & 1 \\ & 0 & & & & & \end{array}$ | $\begin{array}{lllllll} 1 & 0 & 0 & 1 & 1 & 0 & 1 \\ 0 & 0 & 1 & 1 & 0 & 0 & 1 \end{array}$ | $\begin{array}{lllllll} 1 & 0 & 0 & 0 & 1 & 0 & 1 \\ 1 & 0 & 0 & 0 & 1 & 0 & 1 \end{array}$ |  |  |

Fig. C. 10 128XQAM Mappings


Fig. C. 11 8PSK Mappings


Fig. C. 12 16PSK Mappings
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## Part 3

Conclusion

## Conclusion

In the first two papers presented, SEP performance analysis for SIMO systems using XQAM modulation and MRC diversity reception was performed. The trapezoidal rule was used to provide a tight approximation for the Gaussian Q-function and alternative Q-function, respectively. Closed-form expressions for the SEP over fading channels were then derived by using the MGF form of the fading channel PDFs. Paper A considered dual-correlated, identically distributed channels, while paper B considered an arbitrary number of non-identical, correlated channels with known channel covariance matrix.

These results allow for simple numerical analysis of the aforementioned systems, with expressions that provide a tight approximation to the expected results, and aid in the design and tuning of XQAM systems experiencing correlated channel behavior.

Paper C presented a USTLD system for XQAM modulation with an added MPSK phase rotation. Choosing 16PSK allows for a bit rate improvement of $20 \%$ for 32 QAM and $14.3 \%$ for 128QAM. Criteria for optimal signal mapper design guided the design approach for finding mappers for both XQAM and MPSK constellations. The results from this paper can be generalized to provide designs for any USTLD system employing an odd-bit transmission scheme. The proposed scheme can be of use in systems requiring a higher spectral efficiency than that offered by a standard USTLD system.

In general, the results of this thesis provide further insight into the design and performance of XQAM systems, and provide the tools necessary to predict system behavior without the need for extensive simulations.

