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Abstract 

 

Nowadays, television no longer has the same effect on viewers as it had 

decades ago. The “traditional” television has been losing audience over the years 

in favor of new technologies. The time that was formerly spent watching televi-

sion, was replaced by smartphones and tablets, where the viewer has the oppor-

tunity to interact with the content that is provided to him, receiving stimuli that 

television cannot offer on its own. More and more people are looking for new 

ways to socialize and interact outside the space they are confined to, in order to 

discuss certain topics and watch videos, or images published by others. This 

makes the concept of watching television, just for the pleasure of watching, an 

old-fashioned concept that needs to be adapted to the modern times. This thesis 

aims to introduce innovative concepts of interactivity in television contexts, and 

to achieve it, we will explore the possibility of integrating augmented reality (AR) 

concepts with television shows to enhance the viewer experience. By using AR, 

we can view objects and information that otherwise would not be possible, simply 

because they do not exist in our reality or the original movie. This technology is 

earning an important role in our day-to-day activities, namely in the entertain-

ment area. Our goal is to allow viewers to watch and interact with TV shows 

through a mobile device and use AR elements to present important information 

and amusing effects by overlaying the video content. With this approach, we hope 

to introduce a new way of interacting with TV shows so that we can meet the 

expectations of a new generation of audiences. Taking into account the results 

we had, this concept can be considered a success and can possibly be one of the 

next steps in TV show user interaction. 
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entertainment. 

  



 ix 

Resumo 

 

  Hoje em dia, a televisão já não tem o mesmo efeito nos telespecta-

dores como tinha há décadas atrás. A televisão "tradicional" tem vindo a perder 

audiência ao longo dos anos a favor das novas tecnologias. O tempo que antes 

era passado a ver televisão, foi substituído por smartphones e tablets, onde o 

espectador tem a oportunidade de interagir com o conteúdo que lhe é fornecido, 

recebendo estímulos que a televisão não pode oferecer. Cada vez mais as pessoas 

procuram novas formas de socializar e interagir fora do espaço a que estão con-

finados, para discutir certos tópicos e assistir a vídeos ou imagens publicadas por 

outras pessoas. Isso torna o conceito de assistir televisão, apenas pelo prazer de 

assistir, um conceito antiquado que precisa ser adaptado aos tempos modernos. 

Esta tese tem como objetivo introduzir conceitos inovadores de interatividade em 

contextos de televisão e, para alcançá-lo, será explorada a possibilidade de inte-

grar conceitos de realidade aumentada (RA) com programas de televisão para 

melhorar a experiência do espectador. Ao usar RA, podemos visualizar objetos e 

informações que, de outra forma, não seriam possíveis, simplesmente porque não 

existem na nossa realidade. Esta tecnologia é relativamente nova, mas está a ga-

nhar um papel importante nas nossas atividades do dia-a-dia, nomeadamente na 

área de entretenimento. O nosso objetivo é permitir que os espectadores assis-

tam e interajam com programas de TV através de um dispositivo móvel, podendo 

recorrer a elementos de RA para visualizar informações importantes e efeitos di-

vertidos que sobrepõem o conteúdo do vídeo. Com esta abordagem, esperamos 

apresentar uma nova maneira de interagir com os programas de TV, para poder-

mos corresponder às expectativas de uma nova geração de audiências. Tendo em 



 x 

conta os resultados que obtivemos, este conceito pode ser considerado um su-

cesso e possivelmente pode ser um dos próximos passos na interação entre uti-

lizadores e programas televisivos. 

Palavras-Chave: Realidade aumentada, televisão, social, interação, dispositi-

vos móveis, entretenimento. 
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Introduction 

Since television became available to the world’s population, it became an es-

sential part of our daily routine. Nowadays, television as we know it, has a major 

role in modern society. This technology can show us news from around the world 

and it can be a reliable mean of entertainment. That made television the main 

mean of socializing and seeking information [28] until recently, when some 

changes in this scenario started to happen [81].  One of the main reasons for the 

television popularity is the quantity of entertainment shows that viewers have 

available to them at any instant. 

 Today, to answer the necessities of a new generation of audience, we can 

find a wide range of choices, from action movies to reality shows, so it is relatively 

easy to please all viewers [29,112].  This was great when television had no com-

petition.  Now we can find more than one technological device in our homes. 

Almost everyone possesses a smartphone or a tablet and uses it while watching 

television, and in most cases, this use is not related with what the user is watching 

on television [21]. If we want to socialize, we no longer need to share the same 

physical space, we only need a mobile device, or a computer connected to the 

Internet. On top of that, young generations spend more time on their 

smartphones than watching TV, caring less with it [81]. Since smartphones and 
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tablets can do the same as traditional television and much more, television is 

losing the audience that used to have among the younger generations.  

With the evolution of technology, this new generation of audience, needs 

new kinds of entertainment. They live in a world far more social than their ances-

tors. Television needs to turn into a more interactive medium of socialization. 

From the creation of television to the present day, this technology has suffered 

some changes, some evolutions to adapt to the new generations of viewers (such 

as the introduction of TV set boxes and IPTV). It has become possible to watch a 

show outside the time of its broadcast, either because you want to watch it later 

or because the broadcast has already begun, and you want to see it from the 

beginning. One can also record a certain show, or even a whole season, so that it 

can be seen later. If a user is not near a television, he can also watch his shows 

from a device with access to the Internet. In line with these technological ad-

vances in the TV industry, we seek to push the boundaries of what is possible to 

do with the content that we are watching, particularly when watching a TV show 

on a mobile device. 

1.1.   Motivation and context 

Young generations usually watch television while using their smartphones, 

either to search information, sometimes about what they are watching, or just for 

interacting in a social network [65]. The number of people who owns a mobile 

phone, worldwide, is exorbitant. It is estimated that more than 63% of world’s 

population is in possession of such a device, where half of them possess a 

smartphone, and that by 2019, the number of smartphone users will rise to almost 

3 billion [78]. 

 Humanity, by nature, is a social species. People have the need to comment 

on something they like and discuss topics of their interest [83]. We use social 
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networks to socialize with all kinds of persons (friends or people we may never 

have met in real life), to search for information, to spend time when we are bored, 

or simply for our personal pleasure [102]. Thanks to this kind of social behaviors, 

a new type of hobby has risen. It is very usual to use our mobile devices to access 

the internet and consume different forms of entertainment. For example, some-

one can take a snapshot of a certain situation that happened in a television show 

and alter its content, either by adding text or some graphical element. The pur-

pose is to post it online so other users can see it and provide comic relief. One 

good example of this is shown in Figure 1.1, taken from [56]. 

 

 

Figure 1.1 Image based on the TV Shows “Game of Thrones” and “Who Wants to be a Millionaire” 

 

The good thing about this kind of entertainment is that usually, we do not 

need to know the show to enjoy what was posted and that broadens the target 

audience. This type of entertainment is only one of the possibilities of the use that 

can be given to a mobile device. Today, we can already watch television on our 

mobile devices anywhere we want. We are not confined to our living room like 

we used to be. This phenomenon is called mobile television, since it combines 
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what traditional television has to offer with the mobility provided by mobile de-

vices [70]. A clear example of the usage of mobile television, is the time spent on 

public transportation by the youth [17, 53, 55]. During their daily commute, their 

best source of entertainment is the mobile device that they carry with them. 

The mobile television allows users to watch what they want while they are 

in a public space or in a transportation vehicle. One of the main advantages is 

when we want to see a different show than others or we need to go to a room 

without a television set, we can bring our mobile device with us [76]. Usually mo-

bile television users prefer to watch light entertainment to relax after a long day 

at work (or school) [17]. For this type of occasions, they tend to prefer watching 

short shows or videos, just to help them spend the time while they are waiting to 

reach their destination. One thing that people like to do is to interact with content, 

and like it was said before, that is one of the main reasons for mobile devices 

being such a great threat to traditional television. But with mobile television, we 

can now aim to achieve greater goals, like creating ways of interacting with its 

content (see quiz games [9] for example). We want to explore a new way to inter-

act with shows and the best way to innovate is to use new technologies.   

Augmented reality (AR) is a technology that is relatively new in this context, 

but it is quickly gaining traction and is predicted to be largely used in the future 

[77]. Some applications can already be found, such as “We Are TV”, that combines 

TV shows with Augmented Reality [99]. This application allows users to interact 

with augmented objects related with the show but not with the show itself.  Our 

goal is to create a new concept of interactivity with television shows using the 

concepts of AR and apply it to a mobile device environment. This concept needs 

to be practical and needs to meet the user’s desires. While targeting people from 

all ages, it has as main objective to attract younger users, since they are the ones 

that are more likely to use a mobile device for entertainment [100]. 
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1.2.   Main Contributions 

The main expected contributions of this thesis are: 

 

• Creation and study of a new form of entertainment to enhance the viewer’s ex-
perience while watching a television show on a mobile device; 
 

• Development of a prototype that will allow users to interact with a television 
show by using AR to provide them additional information regarding the show or 
the current scene, as well as to create content based on their interactions with 
the show. 

 

• Evaluation study to ascertain the users’ feedback while using the aforemen-
tioned prototype. 
 
 

1.3.   Document Organization 

This document is divided into 5 chapters. The second chapter represents the 

work that has already been done in the area of augmented reality and work linked 

with television. In chapter 3, we can find the concept that was developed with the 

execution of this thesis, the various stages of development of the prototype cre-

ated to demonstrate our concept and an evaluation study for each stage, per-

formed after testing the prototypes with several users. Chapter 4 presents the 

future work that can be done taking into account what has been studied in this 

thesis. Chapter 5 contains the bibliography with all the references used to support 

this document. 
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Background and Related work 

This chapter starts by approaching the Augmented Reality area, one of the 

important parts of the concept that we want to develop. Within this theme, some 

facial and object recognition techniques are addressed (sub-section 2.1.1) and 

several research studies developed in this area are presented (sub-section 2.1.2). 

Finally, in section 2.2 we delve into the television industry and present a state of 

the art of interactive television, by exploring important themes within the context 

of this thesis, such as OTT (Over-The-Top) services and live streams (sub-section 

2.2.1). 

2.1.   Augmented Reality 

The concept of Augmented Reality was introduced by Ivan Sutherland in the 

1960’s when he talked about the interaction of a user with computer-generated 

content [69, 85]. As Milgram’s stated, AR is a concept that is related with Virtual 

Reality (VR) and he classifies these environments based on their content of real 

and virtual elements (Figure 2.1) [46, 57].  

 

2 
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Figure 2.1 Milgram's Reality-Virtuality Continuum [57] 

     

Augmented Reality is a variation of Virtual Reality but, while virtual reality 

aims to create a new non-real environment, where the users could be immersed 

and interact with it, in augmented reality the user interacts with the real world 

and some additional objects superimposed upon it to complement the real world 

[35, 50]. These complements of reality can be done by creating objects that would 

otherwise not exist. 

When we augment information, we are improving user’s perception and im-

proving his interaction with the real world [49]. This interaction, which can be 

done with augmented objects, gives the user a different view of the world around 

him, which can lead him to acquire new knowledge thanks to this experience, so 

that he can perform certain tasks. Some of these tasks may be, for example, to 

view additional information about an object [69]. We can see an example of this 

in Figure 2.2. 
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Figure 2.2 Example of AR. [27] 

These graphic elements need to be correctly aligned with the real objects 

that they refer to. Since the graphics presented in an augmented reality system 

are relatively simple (for example, text, images or an object), it is not necessary to 

create a 3-D model of all the objects that we can observe. On the other hand, it 

is easier for the user to see misalignments, since he is experiencing real and virtual 

content simultaneously [49]. In Figure 2.3, we can see a visual example of the 

differences between VR and AR. 

 

Figure 2.3 VR vs AR [97] 

In the past, using augmented reality technology on the mobile devices that 

we use today, was just a dream. The use of this concept was limited to a single 

physical location, due to hardware limitations [69]. To solve this problem, Suther-

land developed a head-mounted display with the aim to give the user freedom 
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to explore the environment, giving the sensation that the objects are really there, 

even if he looked to a place that was not initially in his field of view [86]. Thanks 

to advances in technology for smartphones (such as the integration of high-per-

formance processors, accelerometers, gyroscopes and high-resolution cameras), 

it is now possible to deploy this technology on a mobile device. Implementing 

this technology in a mobile phone, gives us the possibility to explore the mobility 

that our smartphone provides us and create new kinds of mobile applications 

[69]. The smartphone camera, being small and not causing any obstruction to the 

user, is ideal to allow us to see a computer-modified version of the real world 

[67]. The same can be said for other devices such as a tablet since they are similar 

devices. 

However, one of the greatest difficulties of AR is to discover the position 

and orientation of a real object so that we can perfectly align the graphical overlay 

generated by the computer with the corresponding objects of the real world [67]. 

According to the authors in [110], there are three types of tracking techniques: 

Sensor-Based Tracking techniques, Video-Based Tracking Techniques and Hybrid 

Tracking Techniques. Although there may be other ways of classifying the tech-

niques (such as [12]), the one mentioned before has gained a wide acceptance by 

the research community. These are described next. 

Sensor-Based Tracking Techniques - These techniques are based on sensors, 

such as accelerometer or GPS. Each sensor has its advantages and disadvantages 

[110]. For example, GPS does not work indoors but has an accuracy of less than 3 

meters which can help knowing the position of the user [12]. In [25], a prototype 

that works with GPS and other sensors was created to seek information through 

a campus, when looking at specific buildings. They also reported some problems 

with the GPS tracking in some parts of the campus due to obstructions. Inertial 

sensors, for example, can be used to calculate the velocity and relative position 
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of an object. Some of the advantages of these sensors are that it is not needed 

to be in line of sight and they work at any range of the tracked object. One of the 

disadvantages is that the sensors can make the values in the position and orien-

tation drift [12, 26]. 

Video-Based Tracking Techniques - Computes the position of the camera 

relative to the real objects by means of image processing techniques in order to 

create an object in a specific location according to the viewpoint [110]. Over the 

years, some approaches have been proposed that according to [1] can be divided 

into two categories:  

• Marker based - To figure out a camera position it is necessary to have some 

2-D points and match them with their 3-D coordinates [1, 110]. These cor-

respondences are created after the detection of the object in question. 

One of the ways to solve this problem is to detect fiduciary markers. When 

the marker is recognized, we can proceed to calculate the camera’s orien-

tation and position, and an overlay with the 3D representation will occur 

(Figure 2.4). Even if the camera moves, the image will move accordingly, 

thanks to this method [51]. Normally, fiducials have some code, and it 

helps in the process of distinguishing one object from the other [1]. 

 

Figure 2.4 Examples of fiducials [72] 

 

 

• Marker-less based - Performing the tracking without markers is a great 

challenge, since it is necessary to calculate the position of the camera and 

its orientation through the image processing, that has the ability to detect 

natural features in a video stream (Figure 2.5). There may be other ap-

proaches based on this concept, such as natural feature markers [12], but 
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the model-based technique seems to be the best. This technique consists 

in identifying features in the images using an object model. Then it uses 

registration techniques that align the 2D image data with a 3D model. One 

of the most commonly used features for identifying an object in image se-

quences are the edges [1]. 

 

Figure 2.5 Model-based example [19] 

 

Hybrid Tracking Techniques - There are augmented reality applications 

where using computer vision alone is not enough to solve the problem. In these 

cases, we have to opt for an approach that combines the two techniques men-

tioned above. One example is a project [10] that aimed to combine GPS and other 

sensors with vision for a more robust solution in an outdoor environment [110]. 

 

Figure 2.6 Example Hybrid Tracking [104] 
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As we can see in Figure 2.6, this is an implementation of a hybrid tracking 

approach. The authors explain that the black dots identify the feature points that 

they want to track and annotate, the yellow rectangles are the annotations made 

with the information gathered from their sensor approach and the red ones are 

the ones with vision-corrected positions. 

In our solution, we do not just want to track the objects, we also need to 

recognize them in order to provide information about them, using AR concepts. 

This is also applied to faces, which is detailed next. 

 

2.1.1 Facial and Object Recognition 

A face can be considered an object, being a non-rigid object. This means 

that we can assume that the facial recognition problem is a sub-problem of object 

recognition. With this in mind, it will first be approached the recognition of rigid 

objects and then we will proceed to the subject of facial recognition [39, 52].  

The use of markers (fiducials) turns the task of recognizing any kind of object 

relatively easy, thanks to its simple use and how robust this method is. They al-

ready have information within them about the object that will be augmented to 

facilitate the job of recognizing an object. The problem is that we need to set-up 

the real environment [31] to use this approach and that is not viable in some 

occasions. That said, there are some approaches that can be used to recognize a 

rigid object without the use of markers, such as using natural keypoints or using 

natural edges [94]. 
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Using Natural Keypoints 

A keypoint is a point of interest in an image. Once a keypoint is selected, 

this keypoint will be represented as a vector (as we can see in Figure 2.7) [47]. 

This approach consists in the extraction, description and matching of keypoints.  

 

Figure 2.7 Example of keypoint selection [47] 

The extraction phase consists in the detection of pixels that are different 

from other pixels.  

In the description phase, a vector with information about the characteristics 

of a keypoint will be created, so that it can be used in a comparison between two 

keypoints. There are two types of approaches for local texture-based description, 

which are the use of gradient histograms or binary tests.  

Finally, in the matching phase, it is necessary to perform a comparison with a set 

of images. In the case of living beings, to identify and recognize an object, it is 

necessary to know what we are looking for, so that we can create an association 

and conclude that it is indeed something similar. With object recognition, the 

principle is the same. To recognize an object, this object must be compared with 

an existing object model [65]. That said, feature vectors of keypoints related to a 

reference or model, needs to be stored in a database so we can use it to make 

comparisons. With this, we can search our database and find the feature vector 

that has more similarities with that particular keypoint. When we have a large 

feature vector, the search cannot be done in real time [94]. The solution is search-

ing for the neighbors using a tree-based search [8] or using hashmaps [20]. 
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Using Edges 

In this approach, edges are used to calculate geometric features. A method 

with high level of accuracy was presented by [31] that is able to recognize planar 

shapes (Figure 2.8). In this method, the authors use the contour concavities to 

recognize a shape and extract it, being able to calculate the camera’s pose. 

 

Figure 2.8 Shape Recognition [31] 

 

Facial Detection 

The first step in face recognition, is face detection (we can observe the pro-

cess in Figure 2.9). To detect a face, we need to overcome some obstacles such 

as pose, presence or absence of structural components, the facial expression, oc-

clusion, image orientation and imaging conditions [103]. Detecting a face on 

video is not the same as detecting in a single image. In a video, a face will have a 

lot of positions and will be looking to different angles [98]. To detect it on video, 

a usual procedure is to detect the face in one of the frames and then track it 

through the others [98, 111]. In most cases, what happens is that the system is 

waiting for the perfect frame and when it finds it, a still-image-based recognition 

technique is used [111]. A good example of this case is [45] where the authors 

used a template matching method to detect faces. After detecting a face, the 
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authors used their solution to track the detected faces in their neighboring 

frames, no matter in what position and orientation, through adapted models. 

 

 

Figure 2.9 Process of face recognition on video [98] 

 

After a face is detected, the face will be tracked along the other frames. It is 

a safe bet to search the face in the same region in the neighbor frames, since it is 

not very common for a face to be on a very different location based on the pre-

vious frame [45]. There are some ways to do this. For example, in [18] non-rigid 

objects are tracked based on features, such as color or texture. In [36], the authors 

used a color model and a deformable template. The goal is, based on pixels, find 

out if there is a face on the image and then the deformable model is used to 

group the ones that most likely belong to a face. 

There are numerous techniques for detecting a face in an image and [13, 

103] separated them into four categories: 

Knowledge-based methods: This type of method is often used to discover 

the location of a face. This type of method knows what rules exist on a human 

face and uses that knowledge to detect a face [13, 103]. A major problem with 

this approach is to define the optimal number of rules. If we have rules not strict 
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enough, we will have false positives. There may also be the opposite case where 

due to the strictness of the rules, a face is not identified [103]. 

Feature Invariant methods: The goal of these methods is to identify features 

that are present in the structure of a face even if the image has problems with 

lighting or viewpoint. These methods, like the knowledge-based ones, are used 

to search for face location [13, 103]. One option to extract these features is to use 

edge detectors [103]. One major drawback of the edge detectors approach is that 

the features needed to use it can be impossible to extract in some situations such 

as shadows creating false edges, providing in this way, wrong information [103]. 

Some applications of this method use face texture or even the skin color. Studies 

were made [96] and using the skin color is very effective not only in detecting 

faces but also in the detection of some body part.  

Template Matching Methods: In these methods, templates with patterns of 

a face are manually defined by a function. Then, these templates are compared 

with the image we want [13, 103]. This type of method is easy to implement, but 

it has a great disadvantage. It cannot adapt to the image, so it can often fail due 

to some variations that may occur. Because of this problem, solutions have been 

presented to overcome this disadvantage by implementing other types of tem-

plates such as deformable templates [103].  

Appearance-based methods: In this case, the software learns what is a face 

resorting to machine learning and statistical analysis. This type of method is used 

usually for face detection [13, 103]. The goal is that the algorithm discovers what 

is a face. According to [107], appearance-based methods are better than the al-

ternatives thanks to the advances of modern technology. Some examples of the 

use of these methods are neural networks [108]. Neural networks are very effi-

cient and there are a lot of solutions with them. Other great example of this type 

of method is the use of eigenvectors [92]. 
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Facial Recognition 

When a face is detected, it will be normalized, to avoid some issues during 

the facial recognition procedure. There are different ways to recognize faces. Fa-

cial recognition is an area that has attracted many researchers so far due to its 

challenges, since it is not an easy task. However, still image facial recognition can 

be classified into three categories [109]: 

Holistic matching methods - This type of methods try to recognize a face 

based on the whole image and can be divided in statistical approaches or artificial 

intelligence approaches [39]. One of the most used approaches, in this type of 

methods, is eigenfaces [109]. 

Feature based matching methods - These methods identify features present 

in the face, fiducial points to some, and compares the geometrical relationship 

between each point with the information that is stored in the database [14]. In 

[52] it was designed a system where the features are extracted from the data 

without assumptions on the appearance of a face. 

Hybrid methods - This type of method combines both methods stated 

above. Some researchers say that by using the advantages of each method, the 

facial recognition process becomes more reliable [109]. 
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2.1.2 Applications of Augmented Reality 

Augmented Reality can be used in multiple situations, such as medical pur-

poses or in the construction area [71], but for the sake of this thesis, we will focus 

on the entertainment and information area.  

There are already some applications in the entertainment area that use Aug-

mented Reality. One of them is the game “Pokemon Go” developed by Niantic. 

The objective of this game consists in a user walking through a street looking for 

“Pokémons” (virtual animals) and when they appear in a specific location, the user 

needs to use a “PokéBall” to catch them (Figure 2.10). A “PokéBall” is a special 

item that exists in-game and is needed to catch a “Pokémon”. In this game, it is 

also possible to earn “Pokéballs” or fight with others in specific locations. These 

locations, on contrary to “Pokémons” are in fixed points [23]. 

 

Figure 2.10 Pokémon Go [23] 

Some researchers are already studying ways to create games where it is not 

needed to touch in the device in order to interact with the game. We can see in 

Figure 2.11, an example of a Football game where the user uses the movements 

of his foot to kick the ball [50]. 
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Figure 2.11 Football game using AR [50] 

 

There are already some applications for AR that consists in providing infor-

mation to the user. Some of these applications aim to provide information about 

specific places that the user is visiting by putting virtual labels in real objects. 

These objects can be recognized, or the labels can be put through GPS infor-

mation and other sensors [71]. One of these cases is “Yelp” (Figure 2.12).  

 

Figure 2.12 Yelp [105] 
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AR can also be used in a television context, as for example, in a football 

game broadcast (Figure 2.13). This kind of augmented reality creates some con-

tent, that will be put on top of the broadcast, so the viewers can be provided with 

extra information. This specific example does not give the users the possibility to 

interact and choose a viewpoint since the game is being captured from tracked 

cameras [71]. 

 

Figure 2.13 Football broadcast [71] 

There are already some studies in the area of mixing augmented reality with 

television broadcast, where the viewer can interact with the show he is watching. 

In [42], the authors give an example of one of the possibilities of using this kind 

of systems, where a student can interact with the television to learn more about 

a specific organ (Figure 2.14). 

 

Figure 2.14 AR mixed with Television [42] 
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Table 2.1, taking into account some of the applications that can already be 

found in this area, each one with a different purpose, presents a quick comparison 

between all of them and what are the goals of each one and individual features. 

After that, a comparison is also made with our concept, so it can be made clearer 

what are the differences from what can already be found and what are we expect-

ing to bring to the world with this thesis. 

 

Table 2.1 Comparison with other apps 

 Only re-

quires one 

device 

Complements 

content from a 

television envi-

ronment 

You can inter-

act with the 

app 

Gives the possi-

bility to create 

content with the 

modified reality 

Pokemon Go Yes No Yes No 

Football Game Yes No Yes No 

Yelp Yes No Yes No 

Football Broad-

cast 

Yes Yes No No 

Student App No Yes Yes No 

Our Concept Yes Yes Yes Yes 

 

2.2.   Television 

Television, defined by [16], is a device that has a screen and can transmit 

images and sound through the transformation of electrical signals that the device 

receives. The use of television is quite controversial, some studies [2, 101] were 
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made through the years to link television with some problems that may affect 

society. In the past, there were several opinions about this technology. Some said 

that television shapes our thoughts while others defended that it was something 

that would not affect the important decisions that have to be made in society. 

One thing everyone agreed with is that television was used with frequency and 

sometimes even served as a "background noise" while the audience were doing 

other activities [37]. This kind of studies did not stop here, and some more recent 

research affirms that television is indeed contributing to shape the mind of the 

youth. This can be good or bad, depending on how television is being used [73]. 

There are also studies that claim that what happens in the news that are broad-

casted, have a great influence in what society will regard as the more problematic 

issue in that moment [38]. All this indicates that in fact, television influences and 

has a significant impact on our society. 

 Through this device, one can watch the news or some form of entertain-

ment. Although television has both goals, television viewers usually prefer the 

entertainment area [90]. Television is already rooted in our daily tasks, it is part of 

our routine. Watching television is the task that occupies the most time of our 

day soon after sleeping and work responsibilities [30]. More and more users want 

to have an experience that is not just sitting quietly in their couch and watch 

content. They are getting used to have a more active role and to process more 

information at once than before, since it is becoming common practice to use 

two devices simultaneously. This creates the need to have more control over what 

they are seeing [48]. The branch of entertainment is a very competitive one and 

consequently, there are already many studies to innovate in this area, especially 

about interactive television [11]. In [11], the authors created categories of televi-

sion content based on the interaction that viewers have with a television show. 

There is some research work regarding the use of interactive television in the 

news branch too, such as [63]. The goal of this research is to give the possibility 



 24 

to the user to choose what news he wants to watch and in what order, giving the 

user the opportunity to interact with the show. 

 Interactive television is the name given to any video program that provides 

some form of interaction between the user and the program he or she is watching 

[48]. Two good examples are the visualization of additional information while 

watching a show or the chance to answer to questions asked during the show. 

Some examples of the use of interactive television are the genres of sports, en-

tertainment or dramas. Sports is said to be the best area to use the concepts of 

interactive television, we can choose the view that you want thanks to the exist-

ence of various cameras filming a match, play trivia games or check statistics. The 

genre of entertainment, being most evident in quiz shows, takes into account the 

competitive nature of the show, and creates a favorable environment for the im-

plementation of interactivity. A clear example of this is the possibility for a viewer 

to become a participant in a quiz show through an application synchronized with 

the show and answer the same questions presented at the show itself while he is 

in the comfort of his home. This genre is the one that captivates more people and 

is the one with a larger fan community, that most probably, will follow all epi-

sodes. An example of an application used in this genre is C.S.I Interactive (Figure 

2.15), where during the C.S.I show, explanations were provided for what happens 

in the series and other additional information [48]. 

 

Figure 2.15 C.S.I Interactive 



 25 

 

Internet is having a major role on the evolution of television. Now, video 

content is being broadcasted over Internet. This kind of delivery can be called as 

an Over-the-Top (OTT) service. An OTT service is when media content is provided 

through the Internet’s infrastructure that already exists but is not controlled or 

provided by a telecommunication provider. This type of service is a threat to the 

existing telecommunication services, since they can provide the same content to 

the user [43].  Netflix uses this service to stream its video content [82]. This market 

is on the rise [80] and with the existence of these services, exists the possibility 

that people end their television subscription and start using solely this kind of 

services, since they can find the content they want to watch online [82]. Due to 

these recent events, some television networks are also adapting and creating ap-

plications to be able to stream content using OTT services. This is the case of HBO 

and CBS that already have services of this kind [22, 95]. 

 

2.2.1 Live Stream 

Live streaming can be defined as a video being broadcasted over the Inter-

net in the moment that it is being made [15]. This kind of broadcast” combines 

high-fidelity computer graphics and video with low-fidelity text-based communi-

cation channels to create a unique social medium” [33]. Live streams are a popular 

mean to share information about some breaking news or special events [32, 87]. 

The great difference between live streaming and a video is that in some streams, 

the viewer interacting with the streamer or other viewers, can alter the course of 

what is happening in the broadcast. It is possible for a viewer, to interact with the 

stream through a chat or any other ways that can be implemented (Figure 2.16). 

In [32], this interaction is described as necessary when watching an event so that 

a user can take advantage of the whole experience in order to simulate what 
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would happen if the person was present. The content presented in a live stream 

is very diverse, can range from the streamer talking with the viewers to a stream 

where something is shown or taught [88]. 

 

Figure 2.16 Live Stream example [88] 

A downside of a live stream is that when there are too many viewers inter-

acting, the chat may experience some problems and it can even lead to persons 

not reading all messages. Some research works are already being done to fix this 

problem [58]. There is also some research work that aim to mix AR with live 

streaming, such as [61]. In [61], a study was made to create a way of showing 

comments in the live video resorting to Augmented Reality. Another interesting 

prototype that was developed in this area, was an application that not only allows 

to interact with the stream, but also gives users access to a specific menu where 

from a preview of some live streams, he can choose in which one he wants to 

participate (Figure 2.17) [89]. 
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Figure 2.17 Android Prototype [89] 

One of the most popular sites that provides live streaming is Twitch.tv. In 

this site, usually a person streams himself playing a specific video game for others 

to watch and comment. It is even possible to show the game and simultaneous 

show the face of the streamer while he plays (Figure 2.18) [33]. This interaction 

helps to create a new type of social community, that is regarded as very active in 

a lot of social web platforms [41]. 

 

Figure 2.18 Twitch [33] 

Although this kind of entertainment is not so active as playing the video 

game itself, it is way more interactive than traditional television, since the viewer 

can interact with the person that is broadcasting the live content [74]. The chan-

nels are not always online, the streamers are not always active, and the channels 

depend on their upload. This could be considered as a problem, but on a service 
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like this, there are always active streamers ensuring that content always exists to 

be consumed. There are other kinds of service where the target audience is not 

intrinsically the same as Twitch, like for example, YouTube Live [64]. These types 

of entertainment are shaping the world of entertainment as we know it, creating 

even new types of jobs, such as full-time streamers. These persons can have some 

remuneration based on some factors, such as having some kind of advertisement 

in their channels or the number of viewers that subscribe to them [33]. Some 

researchers are already studying these communities, to know how they can apply 

these concepts to the interactive television community [75]. The concept that will 

be developed can be applied in a live stream environment. For example, a user 

creating content can at the same time be streaming his actions so that other users 

can watch his creative process in real time. Viewers can also interact with the 

streamer and give feedback regarding his actions. 
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TvTeller: Your way 

 As already mentioned, the experience of simply watching television is out 

of date. To solve this problem, we developed a concept that aims to innovate this 

whole experience giving more interaction power to the user. Due to the fact that, 

increasingly, the use of mobile devices exceeds the use of television among 

young people [81] and since the number of persons that use these same devices 

to watch videos is also increasing [79], the opportunity to create a new kind of 

experiences arises. 

Television has the ability to entertain a viewer or simply to provide unidirec-

tional information. Unless the viewer switches the channel or the TV show, he 

cannot choose what to watch. As for the entertainment part, the entertainment is 

very passive. The maximum that the user can do is choose which show to watch. 

There is nothing that requires the user to pay full attention to what he is watching. 

This gives room to the user to perform other things simultaneously, which may 

divert his attention from what he is watching. We aim to change that by giving 

people the chance to interact with what they are watching. Using a mobile device 

as a main screen, viewers will have the option to choose what information they 

want to see about what they are watching, or if they want to see it at all. Then we 

3 
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want to combine the interaction that is possible to have with a mobile device with 

the show that is being watched, giving the user the opportunity to create his own 

entertainment product instead of only watching the creations of others. 

Given the impact that social networks have in our daily lives, where people 

like to share funny images and videos between each other, and the possibility of 

watching television in a mobile device, we decided to develop TvTeller. The goal 

of TvTeller is to provide the user a whole new experience, complementing the 

“passive” TV experience. We aim to give the user the possibility to know more 

about his favorite characters, create amusing content based on the show, and 

share it with his friends. 

 

3.1.   Concept 

  TvTeller is a system that can complement the experience that the 

viewer has when watching a certain series, making it more interactive and social. 

This concept is composed by two components that are independent from each 

other. One is more information-oriented and the other more entertainment-ori-

ented. Thanks to these two components, this concept innovates the act of watch-

ing television giving the user the possibility of doing something more than pas-

sively watching television content. To achieve this goal, Augmented Reality con-

cepts were used and combined with the experience of watching a TV show on a 

mobile device. Instead of adding virtual objects to the video coming from a cam-

era, we will add these objects to the video coming from a local file (although the 

concept also works with a video stream URL). 
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The information-oriented component has a more personal aspect. It gives the 

user the possibility, while watching a series, to know more about the characters 

or some other important elements, which includes animals and objects that ap-

pear on screen while they are watching the episode. This can be done thanks to 

facial and object recognition where the characters or objects are detected and 

recognized. The user has the opportunity to trigger an informative virtual object 

that appears superimposed on the video with the information, so he can learn 

more about what he wants. This part was thought for the people that like to know 

more about what they are watching.  Currently, if for some reason a user wants 

to know more about what he is watching, he needs to search it outside the TV 

context. If he searches while he is watching the episode, he must divert his atten-

tion. This is also good for users that tend to do some activity while watching an 

episode simultaneously. If the user is not understanding something due to not 

watching some part of the prior episode, he can access the information that is 

provided to catch up. 

The entertainment-oriented component is a more social one. It gives the user the 

chance to trim part of the episode that he is watching so he can edit it later. This 

trim has the intention of being non-intrusive. The viewer can trim a moment that 

he liked while he continues to watch the episode, not ruining his experience.  After 

the trim is done, the user can edit the trimmed video adding virtual objects to the 

characters that appear in it. The user’s creations can be shared later on a social 

network. This aims to give the viewer the possibility of providing comic relief to 

him and to all his friends. Since sharing content that is considered funny is some-

thing very usual nowadays, in a way, we think that the user will feel motivated to 
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watch the episode with more attention, so he can find the perfect moment to 

edit. 

Although this concept applies to any series, the series "Game of Thrones" 

was used as the case study. This series, due to its popularity and its unique char-

acteristics, becomes a good example to show our concept. For example, it has a 

lot of characters, so it is easy to forget who someone is and if he did something 

that altered the course of the plot. Besides, it is a show with some recasts, which 

can confuse a viewer when he sees a new actor for the first time doing an existing 

role. This concept can also be used in movies (especially when the movie has its 

own universe), but it will have more impact in a series, since the user needs to 

follow the episodes and is more likely for him to forget about something that has 

happened in an earlier episode. Although it is not intended to be used that way, 

the concept can be applied to almost every TV content, such as reality shows, or 

comedy shows. The information-oriented component can also be used in a doc-

umentary context about animals to show more information about the species. 

Although they do not possess a face, we also detect non-human objects, consid-

ering that a face is a non-rigid object. 

One possible implementation is the following scenario: the user is watching 

the “Game of Thrones” TV show and a character appears on screen. The character 

was recognized, and the viewer wants to know more about him, so he touches 

him (this is useful when a minor character appears, and the viewer needs to search 

information to know who he is). A virtual object appears superimposed on the 

video with the information and the video stops to not ruin the experience while 

the viewer reads what he wants to know. After that, the video starts again, and 
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everything is back to normal. After a while, the user likes something that hap-

pened and wants to edit that moment. The user trims the moment that has just 

passed, goes to the gallery, and starts editing it, adding glasses to the characters 

or adding thought balloons to give a different meaning to that specific moment. 

In the end, the user loves his creation and decides to share it on a social network, 

so his friends can see it.  

With the idealization of this concept we seek to allow users to interact with 

the content presented on the show, thus overcoming the limitations of traditional 

television. Given the popularity of mobile devices and their interactivity capabili-

ties, we have chosen to use them as a platform for this new concept. This also 

gives the possibility for the user to enjoy this kind of entertainment in any place. 

Since people like to communicate with each other through posts on social net-

works, we complemented this idea with the possibility to post online the results 

of such interaction. This way, viewers can share content with others and that will 

encourage the creation of more content, generating a reliable source of enter-

tainment. 

In this research, we evaluated the possible scenarios where this concept can 

be applied, researched what techniques could be used and evaluated the success 

of the concept. 

To test our solution, we created a mobile application capable of doing what 

we proposed so we could evaluate the outcome of such interaction and whether 

the users’ feedback was positive. This application was developed in Swift and it is 

necessary a device running iOS 11.4 (minimum) and a minimum of 1.5 Gb Ram. 

We chose to develop for iOS because of the resources that are already provided 
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in facial detection area and image classification, such as Vision [7] (Apple’s com-

puter vision framework to detect all kind of objects). This provided us with the 

necessary resources to detect images and create virtual objects to augment and 

add them to the video. Since tablets’ screen are bigger and better for watching 

videos, the mobile application was developed for tablets, but it should run on 

smartphones too. This concept was tested in a controlled environment. Before 

creating the mobile application, first we had to analyze what would be the re-

quirements of an application like this. Then we created a first prototype based on 

the requirements that we decided that would be necessary and made an evalua-

tion to the prototype resorting to user tests. Only after that, we used the results 

from that evaluation to solve some issues and created the computational proto-

type. This prototype was also tested by users, so we could evaluate the success 

of this concept and solve some potential issues that could not be discovered on 

the first one due to its limitations. 

 

3.2.   First prototype 

When we are trying to create a brand-new product or concept, it is usual 

and a good policy to create some prototypes first. Usually, the first prototypes 

that are designed are made in paper, since they do not cost anything except the 

time that is required to make them. While someone is creating a paper prototype, 

the ideas to implement in the final product can also flow better, since the person 

is already watching some results and the ideas are not only in his mind. After the 

creation of these types of prototypes, usually they are submitted to an evaluation, 

for example, users testing the prototype, so it can be evaluated how easy it will 
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be for someone to perform some task and if the final product will meet the users’ 

needs and preferences. 

Since we are working with paper, it is easier to make modifications to the 

product, which if needed on a later stage it would be much more expensive and 

difficult than simply making another drawing. 

Although these early prototypes are often made in paper, nowadays, they 

can be done on a computer, using specific applications or websites for these ef-

fects or simply by drawing on the computer. With this more modern approach, 

we can spare paper and it is also easier to change some mistake that in paper 

would make us start from the beginning. While doing this first prototype on the 

computer, it also gets easier to understand how the final product will look like. 

We will have a drawing of something that can be more similar to the specific 

interface that we are trying to create. Taking all this into account, we decided to 

make this prototype using an application called Marvel [54]. 

At first, we defined what should be the application features and what we 

wanted in concrete. After that, the creation of the first prototype started. Since 

we were using Marvel to create the prototype, all the interaction that the user 

could have with this prototype was as close to the real product as possible, at 

least in this initial phase. We designed the prototype to be intuitive and user 

friendly. It is a high-fidelity prototype in look, and although this is not a full work-

ing prototype, everything on the interface seemed real. This prototype is com-

posed of pages with drawings although it may not seem. When you click on a 

specific zone, it changes the page to simulate the interaction with a real applica-

tion. 
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Taking into account the application features, we tried to make the proto-

type the most similar as possible to what iPad users could expect. Although the 

prototype has 33 pages to give the most credibility possible, the application only 

has 5 views. The rest are the simulations of changes made to one of the main 

views. These 5 views will be explained below. 

The Home view, as we can see in Figure 3.1, has two buttons. The user can 

choose whether he wants to watch an episode from a series or go to the gallery 

where he can find the clips that he has trimmed earlier so he can edit and share 

them. 

 

Figure 3.1 First Prototype – Home view 
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 The Series view allows the user to choose a series to watch, as we can see 

in the Figure 3.2. For testing purposes, only 3 series are shown and the only but-

ton that will trigger an action is the one from “Game of Thrones”. After clicking in 

the button, the user goes straight to the video player. 

 

Figure 3.2 First Prototype – Series view 

 

The Video view (left side of Figure 3.3) is where the user can watch the video. 

In this view, the user can also activate the recognition feature, clicking on the 

wheel gear on the right bottom of the screen. After the user clicks on the wheel 

gear, a menu appears, and the user needs to click on the switch to activate facial 

recognition. If this feature is activated, a square will appear over the face of the 

characters where you can click to show information, as you can see on the right 

side of the Figure 3.3. We tried to mimic the video experience so when the user 

is on this page, we have 3 images that are always changing between each other 

every 5 seconds to fake the action of the video playing. When the user clicks on 
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a face of some character, this stops while he is watching the information. The user 

can watch information about the character but also about the actor that plays 

that specific role.  

 

 

 

 

 

 

 

Figure 3.3 First Prototype - Video view 

 

Our concept also gives the possibility to have information about non-human 

features. To show this, an image of a dragon appears, and the user needs to click 

on an icon on the top right of the screen to watch the information, since dragons 

have no face (Figure 3.4). This icon is often used in games to show a player that 

there is something to interact. At last, in this view the user can also trim the mo-

ment that he wants to edit later, using the button that seems like a camera. After 

the user clicks on this button, a notification will appear, so he knows what hap-

pened and what he can do next. 
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Figure 3.4 First Prototype - Video view 2 

  

The Gallery view, in Figure 3.5, is where the user can find all the moments he 

saved.  

 

Figure 3.5 First Prototype – Gallery view 

Information icon 
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At last, we have the Editor view, where the user can edit the video, as can be 

seen in the left side of Figure 3.6. Here, the user can choose from one of the 

available virtual objects to superimpose on the character and change his appear-

ance. After he clicks on one of them, the image changes to mimic what would 

happen in a real application. The first button, the thought balloon, allows the user 

to write something in the balloon (in this case, the text is already written, as it can 

be seen on the right side of Figure 3.6). After the editing, two buttons appear on 

the right side of the player where the user can save the new video (left button) or 

share it on a social network (right button). 

 

Figure 3.6 First Prototype – Editor view 

 

3.2.2.   Evaluation 

 After the creation of the prototype, our main concern was its usability and 

usefulness. This was the best phase to make big changes if needed, before we go 

even further, since from now on, all design changes would not be so easy to im-

plement. Taking this into account, we made usability tests to see how target users, 

that have never seen or heard anything about this concept, reacted and interacted 
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with our first prototype. If some change related with the interface needs to be 

done, hopefully it will be realized in this phase thanks to observing what users do 

and what are the mistakes that they make using the prototype. To ensure that the 

experience is as close as possible to the final product, this prototype was used on 

an iPad. 

Participants and Methodology 

The usability tests were performed by 26 participants with ages between 21 

and 49 years old (𝑥̅= 24,6), where 8 were female and 18 were male. While one 

participant was performing the test, no other participant was in the room to en-

sure that his actions are not biased. The tests were performed by a researcher 

that had the task of observing the users and leading the tests. This researcher had 

to give a small introduction to the users and had to take notes during all the tests 

regarding the mistakes that were being done. The researcher never helped the 

users while doing the tasks. The users were also encouraged to think aloud while 

taking the tests, talking about why they were making that type of decisions and 

what they are liking or disliking. Each user was asked to follow some tasks, as you 

can see in table 3.1. After completing all the tasks, the users had total freedom to 

explore the prototype and play with all virtual objects. When they finished explor-

ing the prototype, they underwent an informal interview. 

 

 

 

 



 42 

Table 3.1 First Prototype - User Tasks 

Tasks 

1. You enter the app and want to watch an episode from a series. 

2. You want to see an episode from Game of Thrones.  

3. Since you do not know the characters, you decide to turn on the character 
recognition, so you can see some details about them. 
3.1 While you have the recognition activated, you are curious to know more 

about the character. You decide to see more information about it. 
3.2 You like the actor / actress who plays the role in question and decide to 

see the information about him/her. 

4. Now that you have seen the information that interests you, you want to re-
sume normal viewing and close the additional information. 

5. Meanwhile, a dragon appears, and you want to see additional information 
about it. 

6. You already have seen everything you wanted to. Now, you close the infor-
mation box and return to the normal viewing of the video. 

7. While watching your episode, you particularly enjoyed a scene with "Jon 
Snow." You decide to trim the scene, so it can be edited later. 

8. You decide to leave the episode to work on the video clip you just trimmed. 

9. You go to the gallery, where you can find all the clips you've ever done be-
fore you can edit one of them. 
9.1 Then, choose the clip you just saved so you can start editing. 

10.  Considering the facial expression of the character, you decide to add a 
thought bubble with a personalized phrase made by you. 

11.  You loved your work and feel that you need to show it to the world. As such, 
you decide to share your creation. 
11.1 You decide to share it on Facebook 

 

Results and Conclusions 

Thanks to the usability tests, we could have a clearer idea on how users 

will use the computational prototype. It can be said that the results of the per-

formed tests were quite satisfactory. With varying degrees of difficulty, all users 

were able to complete all the tasks. Most errors were related with the gear wheel 

where the facial recognition is and the button to trim the video. Participants did 
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not click these buttons right away, they had to think or experiment first, especially 

to activate the facial recognition.  

Some users complained about having to click on the gear wheel button to 

access the option to turn on the face recognition, claiming it was not intuitive. 

Some even advised the researcher to replace the gear wheel button by a new 

button with a more appropriate icon where the user could activate the facial 

recognition with only one click. A common mistake was that when people saw 

the dragon, they tended to click on his snout, due to the way they accessed the 

information about the human characters, instead of pressing the button that ap-

peared on the right corner. Finally, two users also had difficulty distinguishing the 

share button from the save button on the device.  

One thing that was also noticed was that Android users had some difficulty 

locating iOS styled buttons, such as the button to exit the video player. Although 

they would eventually click on the right button, they took longer than a regular 

iOS user, as they are not accustomed to it. At the end of the tests, during the brief 

conversation with the users, they were encouraged to give suggestions to im-

prove the prototype in its next development phase. There were immense con-

structive criticisms, in particular regarding the icons’ buttons (like the recognition 

button mentioned before), which were essential in the creation of the computa-

tional prototype. When asked about their opinion regarding this concept, all users 

loved the idea and would use it for sure if it existed. From all the users, 7 reported 

that when they are using a mobile device to watch a series, they usually need to 

stop it and search for information related with some character or search after the 

episode ends so they can understand everything that they have seen. The feed-

back of the video editing part was also extremely positive with all the users saying 
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that it was great to be able to save moments for later edition. According to the 

results of the usability tests, almost everyone was amused with both information 

and entertainment components of this concept and loved the idea and the pos-

sibility to have this kind of interaction with TV shows. With these results, it was 

worth to continue the development of the concept. We proceeded to the next 

phase taking into account the opinion of the testers, so we could make the nec-

essary improvements. 

 

3.3.   Computational prototype 

 Taking into account the changes that needed to be made from the first 

prototype evaluation phase, we started planning the development of the compu-

tational prototype. This prototype was already fully functional and was possible 

to interact with it to better understand what the concept behind this thesis was. 

After the creation of this prototype, we performed usability tests with common 

users in order to evaluate the viability of the concept and fix small errors that 

would may appear. This prototype runs on an iPad, where the user has total free-

dom to interact with the application. All of the previous discussed features were 

implemented. 

 

3.3.1.   User interaction 

As noted in the first prototype, this application is divided in two compo-

nents, the information-oriented and the entertainment-oriented. The application 

has the same 5 views that had in the previous phase. These 5 views can be divided 
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in 2 sections: the one where the user can watch an episode and the one where he 

can edit his clip. Both of these sections have their specific features that will be 

talked about. 

After the user enters the application, he will be presented with the Home 

view (Figure 3.7). This view is not very different from the one shown in the previ-

ous phase. The major differences are all about the design that was adopted to 

make the application more appealing to the users. 

 

Figure 3.7 Computational Prototype-Home view 

 

On the Series view, only minor changes were done (Figure 3.8). Now, the 

series are in a grid to show how it would be if we had a lot of them, but for the 

sake of simplicity, in this prototype, we only have the same 3 examples with only 

one episode working. 
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Figure 3.8 Computational Prototype- Series view 

 

In the Video view, the number of changes is already considerable. At first, 

to make the app more intuitive to all users (Android and iOS), and considering 

the difficulties that Android users had when testing the first prototype, the player 

layout was made more generic. Now, the time slider and all buttons related to 

the player are on the bottom of the screen, on what can be called the player bar. 

The button to leave this view was also replaced by a back button (white arrow), 

which users are more familiarized with. The buttons that were causing more mis-

takes, the “Trim Video” and “Facial Recognition”, were moved to the navigation 

bar and the icons were changed (scissors icon and face icon), as it can be seen on 

the left side of Figure 3.9. The recognition button now is more direct, you do not 

need to click a general button, such as the wheel gear on the first prototype, and 

then activate the facial recognition (only one click is necessary). To facilitate, when 
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a user first enters in this view, a tutorial appears to show him the meaning of these 

two buttons. 

 

Figure 3.9 Computational Prototype-Video view 

 

The navigation bar and player bar disappear after some time idle to let the 

user watch the video in full screen. When a user likes a specific moment that has 

happened, he can trim (save) it. While the video is being trimmed, an algorithm 

of facial detection is being run to detect the facial landmarks of everyone that 

appears on the trimmed scene. This can take some time, so a progress bar ap-

pears under the navigation bar, to show the user the state of the trimming. When 

the navigation bar is hidden, a notification will show up at the end of the process 

telling the user that he can go to the gallery to edit his clip if he wants to. This 

notification always appears.  

Information Icon 
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In order to facilitate the user’s task (to trim the video), the user only has to 

click on the trim button when he watches the moment he wants to save. The trim 

will record 15 seconds of the video: 13 seconds before the button click and 2 

seconds after (preventing the desired clip to end abruptly). This duration seems 

to be enough to catch everything that happened in the moment that the user 

wants to store. 

The user can activate the facial recognition at any moment, and when it 

happens, a non-intrusive notification appears to let him know that the recognition 

mode is on. The same happens when this feature is deactivated. If the recognition 

mode is on when a character first appears in the episode for 3 seconds, and he is 

recognized with a certain grade of confidence, a recognition box appears over 

the character’s face with his first name (Left side of the Figure 3.9). If for some 

reason, within this time period, the facial recognition fails, the box disappears, 

appearing later when the character is recognized. It has been decided that the 

box appears only in this short time so as not to ruin the video preview. We think 

that this time is enough for the user to notice that clicking on the face can trigger 

the appearance of an object with information (Figure 3.10).  

The recognition box is not the only way to tell the user that something is 

being recognized on screen and that the information about the recognized char-

acter is available to be shown. A symbol on the top right side of the screen ap-

pears whenever a user can interact with a face or a special element, such as an 

animal or object (Figure 3.9). If this symbol is on the screen, the user knows that 

he can trigger the appearance of additional information. This symbol was created 

with the goal of preventing the user from clicking on the screen when nothing is 

being detected and recognized. It also informs the user when there is a special 
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element on the screen, since these elements do not possess a face, so no recog-

nition box is displayed. This way, the user knows that he can only click on some-

thing that is appearing on screen when this symbol is visible, and the recognition 

box does not need to be always on screen. 

We also solved the problem of users clicking the dragon’s snout to see in-

formation instead of the symbol (during the first prototype evaluation, Figure 3.4). 

Now, when the information symbol appears, and its appearance is related with a 

special element being on screen, the user can click anywhere on the screen. If the 

user clicks on the dragon’s snout, for example, the corresponding information will 

show up. If for some reason the object appears in the same frame as another 

character, only the character’s information will be shown and the information 

about the special object will appear in other occasion. We made this decision 

because otherwise the user would think that only the face had information and 

would not click the element or in case of just the face having information, the 

user would click on the special element without anything happening. Although 

this may not be the best way to show information about non-humans, it proved 

to work as intended since these special elements tend to appear alone on screen. 

The UI elements that are used to show information about the characters, are 

supposed to adapt to each series. In this case, since the series has a medieval 

theme, the chosen object was a scroll (Figure 3.10). In this scroll, that resembles 

an augmented object, the user can choose to see the information about the char-

acter, with information about what he has been doing lately, or information about 

the actor. The information about the character is updated by episode so the user 

can catch up if he lost something important. 
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Figure 3.10 Computational Prototype - Show Information 

 

In the Gallery view, the only big change is the way that the trimmed videos 

are presented. Two of the users did not like much the idea of the videos being 

numbered, they thought that the order was not clear enough and may cause 

some doubt. So, instead of being named by number, they are now named by the 

date they were created (Figure 3.11). 
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Figure 3.11 Computational Prototype – Gallery view 

In the Editor view, the design was changed to match the rest of the applica-

tion. Only three buttons were available in the first prototype, but we wanted to 

give more options to the user, so he can better experience more what we intend 

with this part of our concept. The size of the video was also changed to a proper 

ratio.  

As we can see in the Figure 3.12, now the user can choose from 8 different 

virtual objects that augment the clip. From these 8 objects, the first three (on the 

left side) are the face objects and are added to the faces of all characters that 

appear on the video. The other objects are the bubble objects. These objects are 

added near a face of a specific character chosen by the user.  

Due to the confusion that was being made with the “Share” and “Save” but-

ton during the tests, we used the normal button in iOS that does both things, 

since users are more familiar with it. A button to remove all objects that are added 

to the video was also created (see the bottom of the screen) so the user can re-

move them if he does not like his creation.  
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In this view, if the user selects a face button, a moustache or glasses will be 

added to all characters in the video. If the user selects one of the bubble buttons, 

an image will appear on the screen (with the shape of the object) and the user 

will need to drag it to a face. The image will have a message instructing how to 

be used. After the user drags the image to a face, he clicks on it to bound the 

object to the face and the creation of the new video will begin. These bubble 

objects will appear near the face that was selected in that specific time for 1.5 

seconds (Figure 3.12). In the thought balloon, the user will have the possibility to 

write a text. The balloon will also appear 3 seconds instead of 1.5, to give the 

users time to read the information in it. All these virtual objects are bound to the 

landmarks of the faces that they affect. After adding an object, the user can re-

move the objects if he does not like them, add more objects, save the video in 

the gallery or share his creation on a social network. The face buttons have a 

different behavior from the bubble buttons to show different types of edition that 

can be used in this concept. These kind of changes (made to all characters) are 

appealing when the user just wants to make quick changes on a video clip, not 

wasting much time. 

 

Figure 3.12 Computational Prototype – Editor view 
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3.3.2.   Implementation and Architecture 

There are three main algorithms that are very important for the develop-

ment of this application: the algorithm used to make the facial recognition of the 

characters that appear on the video, the algorithm that makes the facial land-

marks detection when the video is trimmed, so the user can add objects to the 

face of the characters and the algorithm that creates the new video with all the 

edition made by the users (Figure 3.13). 

 

 

                         Figure 3.13 Implementation of the Algorithms 

 

Facial and Object Recognition Algorithm  

We started by developing the video and facial recognition components. The 

application has a JSON file (created by an auxiliary application, which the only 
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objective is to create this file) with previously processed information about the 

location of faces and to whom they belong to. This information will be accessed 

while the user is viewing the video giving him the impression that it is made in 

real time. The recognition of the characters cannot be done in real time due to 

problems related to the performance of the application, but this will be explained 

in detail later. The algorithm that creates the file behaves as follows: 

1. It creates an object of type AVAssetReaderTrackOutput [3], that defines an 

interface for reading media data, able to read the data coming from the 

video, frame by frame. 

2. For all frames, it will fetch synchronously, media samples in the form of a 

CMSampleBuffer [5], an object that in addition to containing a frame of the 

video, also contains other information as the time in which that specific 

frame should appear. 

3. Every 0.4 seconds, the buffer containing information about the fetched 

frame, is converted into a format that can be used to read as an image and 

facial detected.  

a. For each face found in this frame, facial recognition is performed in 

the area containing the face in question. If there are no faces in the 

frame, object recognition is performed on that image looking for spe-

cial objects. 

i. If facial recognition gives a result with more than 80% of confi-

dence, the location of the face, the time it appeared, and the id 

of the recognized person is kept in an array. If it is a special el-

ement, only the time and the name of the element is stored. 
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4. At the end, when there are no more frames, the array is converted 

to a JSON object and saved in a file.  

 

This algorithm outputs a JSON file which is stored in the main application’s 

resources. When the user enters the Video view (Figure 3.9), this file is converted 

into a data format array that can be read while the video is played. This data 

format is an object that contains information about a specific frame, such as the 

time that this frame will appear to the user, how many characters are on it and 

who they are. While viewing the video, if the facial recognition is on, for each 

frame that is loaded to the screen, an observer function will be triggered. This 

function, knowing the current time of the video, checks the array and sees if there 

are characters to be shown on this specific time. If a character is on that frame 

the information icon appears on the screen and if the character is making his first 

appearance, the recognition box also appears. If for some reason the character 

disappears, while showing the recognition box, and there is no information about 

him in the next position of the array, the box will disappear. This prevents delays 

on removing the box from the screen.  

When we started experimenting, only face detection was tested, and the 

algorithm was run in real time. This algorithm performed facial detection in all 

frames but that caused a small delay showing the recognition box. To counter 

this delay, we searched for the perfect interval of time to make the detection and 

improve the algorithm performance, but without ruining the user experience. Af-

ter some tests, it was concluded that detecting faces every 0.4 seconds was a 

good interval of time, since one face did not move enough to make the recogni-

tion box appear on a wrong location compared to the true movement of the face. 
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Now, that not all frames were being processed, the box started to appear without 

delays. After the facial recognition was implemented, we observed that it was 

taking too long to recognize the characters, especially in situations with many 

faces in the same frame. This was causing performance issues and with this in 

mind, a secondary application was created just to run this algorithm and create 

the file before viewing the video instead of trying to recognize elements in real 

time. Depending on the number of faces that appear on the frame, this algorithm 

can take between a little more than the original time of the video to nearly 1.5 

times more. The part of detection and recognition is done using algorithms from 

Apple’s Vision framework [7].  

For the implementation of the facial recognition part, we had to create a 

machine learning model and transform it into a CoreML [6] model to use func-

tions made available by Apple. Apple has already some machine learning models 

to identify a lot of objects but since what we intended was very specific, the mod-

els did not exist. To create this model, we used Tensorflow [91], a machine learn-

ing framework. We did some research on the characters we wanted, and we tried 

to put together a set of 100-200 photos from each character. Because some char-

acters appeared less often, we had to get photographs of the actors in their daily 

life. We only used photos in which their appearance was similar to the one in the 

series.  

To recognize the dragon, we used the Inceptionv3 model, a model provided 

by Apple. It turned out that this model identified the dragon when it was flying 

as a vulture or a kite, if it was far away, and with its snout to the camera as a 

crocodile. Considering that in this series there are no such things, whenever one 

of these were identified, it was clear that the dragon was on the scene. Due to the 
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dragon being a product of our fantasy and not a real animal, the confidence of 

the algorithm while detecting it, was not very high (this can also be seen by iden-

tifying it as different objects or animals). However, whenever the algorithm iden-

tified one of these elements described above, the dragon was always on the 

scene. Taking this into account, no matter the level of confidence, if one of these 

elements were identified, the algorithm assumes that the dragon is appearing. 

In the series, we can also find giant wolves where one of them is white. We 

tested it with them too and the detector can even distinguish the white wolf from 

the others, in this case with more than 90% of confidence. This means that in case 

of special elements that do exist in the real world, it is possible to recognize them 

without difficulties. In the real world, a model should be trained for these cases. 

The problem here in training the model to recognize the dragon is the lack of 

photographs. The only way was using screenshots from the actual scene but that 

would be biased so we decided not to. The reason we chose the dragons instead 

of the wolves that can be recognized without flaws were thanks to the scenes that 

they appear. The wolves appear in darker scenarios and usually, violent ones, 

while the dragons appear in brighter scenarios and have some scenes without 

bloodshed. We considered that showing violence during the tests was not a good 

idea. 

There is another file in our app’s bundle resources. A JSON file that contains 

the information about the characters. This file was hand written and contains a 

Dictionary that links the names that were recognized with the information about 

each character. When the user taps the screen to watch extra information about 

a recognized character or special element, a function fetches this information 

from the dictionary. 
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Trim Video and Landmark Detection Algorithm 

This algorithm is very similar to the face recognition one, having only some 

minor differences. This algorithm detects the facial landmarks of everyone that 

appears on the trimmed video and it runs when the user clicks to trim the video. 

First, the video is trimmed and saved inside the app’s Document Directory. After 

that, a function runs the landmark detection algorithm that is similar to the facial 

recognition one but in this case, only face detection is performed. The output is 

also a JSON file. 

 The algorithm does the following: 

1. First, it creates an object of type AVAssetReaderTrackOutput [3], that de-

fines an interface for reading media data, to be able to read the data coming 

from the video, frame by frame. 

2. For all the frames of the video, it fetches synchronously, media samples in 

the form of a CMSampleBuffer [5], an object that in addition to containing a 

frame of the video, also contains other information as the time in which that 

specific frame should appear. 

3. Every 0.1 seconds, the buffer is converted into a format that can be used 

to read as an image and will be performed facial detection in that specific 

frame that was fetched. Nothing happens to the other frames. At the same 

time, a calculus is being made to update the progress bar using the time that 

belongs to the frame. 

a. If a face is found, the position of the landmarks and the time of their 

appearance is saved in an array. 
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4. At the end, when there are no more frames, the array is converted to a 

JSON object and saved in a file. This file is then saved in the document direc-

tory with the same name of the clip. 

 

We need to know with a good precision where are the landmarks located, so 

we can put objects on top of a face or near it. The objects need to move with the 

character as smoothly as possible, so the ideal was to gather information related 

to all frames. But if the facial detection algorithm is used in all frames, it takes a 

considerable time to process all the video, so we needed to find the ideal time to 

make the transitions of an object from one frame to another as smooth as possi-

ble without making the user wait too long and without ruining the movement of 

the objects. After some experimentations, 0.1 seconds seemed like the perfect 

choice to achieve this. 

  At first, the video was trimmed during the viewing of the TV show, almost 

instantaneously, since the facial detection was not made during the viewing of 

the episode. The facial detection was only run after the selection of the video on 

the gallery. This also means that the output file with information about the faces 

in the trimmed video is only created in this part too. The problem with this ap-

proach was that the user had to wait some time, usually the duration of the clip, 

before doing some editing. With this in mind, the algorithm was moved to run 

during the viewing experience, so the user can continue watching the episode 

and does not need to wait some time later. 
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Edit Video Algorithm 

This algorithm is responsible for overlaying the selected virtual objects to all 

the frames in the trimmed clip that is being edited and the creation of the new 

video. This algorithm will access the output file that is generated from the “Trim 

Video and Landmark Detection” algorithm to know where the faces are, in order 

to add objects to them. When the user enters the Editor view, a similar process to 

what happens when the user enters the Video view happens. The information is 

converted to a data format array to be used in the creation of the new video. This 

data format contains information about the location of the facial landmarks of 

each character and the time of their appearance. Since we have two types of ob-

jects, the face ones and the bubble ones, the algorithm needs to do an extra step 

when adding a bubble object to the frame. The general algorithm is shown next 

and then we talk about the differences between them. 

1. First, the user selects the object that he wants to put in the video. 

2. Then, the algorithm creates an object of type AVAssetReaderTrack-

Output [3], that defines an interface for reading media data, to be able to 

read the data coming from the video, frame by frame. 

3. All frames in the video are fetched synchronously. Media samples 

in the form of a CMSampleBuffer [5] are created, an object that in addition 

to containing a frame of the video, also contains other information as the 

time in which that specific frame should appear. 

4. Then, for each frame, the object that the user selected is added to 

the frame according to the coordinates of a specific landmark related to 

the chosen object. For example, the moustache will be put on a mouth 

landmark. If the time from the array is the time of the frame that is being 
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edited, the object is put on the location presented in the array. If that time 

has already passed, while the algorithm is waiting for the next position in 

the array, the object is put on the location that it will have in the next 0.1 

seconds (where the face will be). 

a. If the next location is very distant from the one where the 

object is being put now, the object is not shown. 

5. These edited frames are all stored on an array. 

6. Using AVAssetWriter [4], all the frames are re-encoded, and a new 

video is created with the all the changes made. 

Although we only have information about the facial landmarks every 0.1 

seconds, since it is the information present in the output file from the “Trim 

Video and Landmarks Detection” algorithm, we need to overlay the virtual 

object in all frames. We tested the option of using the “Trim Video and Land-

marks Detection” algorithm to analyze all frames instead of only every 0.1 sec-

onds, so we could add the objects to all frames in the correct position of the 

landmarks. We wanted to be sure that our prior decision to make the facial 

detection in intervals of time would not diminish the quality of the video that 

will be created. The results showed that when detecting all frames, landmarks 

could present some minor location changes from a frame to the next one 

while being detected, resulting in a behavior where the objects were always 

jumping. This was barely noticeable when moving the object based on the 

position that a landmark has every 0.1 seconds, like we are doing.  

  To ensure that the object is put in the right location, since we only have 

information about the landmarks every 0.1 seconds, when the time of the 

video matches the time of the frame that we have in the array, the object is 
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put on the location that is specified in that position of the array. If the time 

has passed and the algorithm is waiting for the time of the video to match the 

next position of the array, the rest of the 0.1 seconds without information, the 

object is put already in its future position on all frames until the time matches 

again with the next position. 

  With this, the object is always a little bit ahead predicting the next place to 

be. This decision was made because otherwise, the object could be noted to 

follow the face instead of accompanying on some occasions. Since a face is 

not likely to make big changes in 0.1 seconds, this was not a problem and now 

it seems that the face and object are moving at the same time. The only prob-

lem that we had with our decision was with the disappearance of the face from 

the scene. Since we do not have information about all frames, the object 

would take more 0.1 seconds to disappear from the video than is supposed 

to, the time that is needed to receive new information and realize that the face 

is not there anymore. To prevent this from happening, if the change on the 

location of the object was bigger than a specific length on the next 0.1 sec-

onds, the object would disappear, meaning that the characters had disap-

peared, and we are looking to new characters in a whole different place or 

even the same character but in a different scene.  

Sometimes, a face cannot be detected due to problems with the light or 

bad positioning. This can happen only on the frame that was analyzed or dur-

ing a very brief moment. In these special cases, if the next position of the array 

is 0.2 seconds in the future, which means that we do not have information 

about what is happening in the video for the next 0.2 seconds, since the other 

frame had no results (the one 0.1 seconds in the future), and a face in that 
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position of the array is close to its current location, the object is shown. In any 

other case related with time, the object disappears, even if after one second 

there is a face in the same location. 

This was all related to the general algorithm, but for objects that will be-

have like bubbles and are only expected to appear near one person at a spe-

cific time, some additional code had to be created. 

When the user clicks on the object after defining its position, the object 

will be bound to that location and current time of the video. The size of the 

frames is different from the size of the player that is shown. This means that 

before the algorithm is run, calculus need to be made to know where the user 

intended to click exactly. After that, a function will access the array with the 

facial landmarks information and check how many characters appear in the 

frame that corresponds to that time of the video. Then, a search for the face 

that is nearer that specific point will be made and the object will be bound to 

a landmark of that face.  

Now, the general algorithm runs as expected taking into account these 

coordinates. After that, the image will only appear on the frames that are in 

the specific time interval between the click and the duration of the animation 

(1,5 seconds or 3 seconds, depending if it is the thought balloon or not). These 

virtual objects that are supposed to be connected with only one face on a 

specific moment, brought a new problem. If the face disappears during this 

time interval, and in a rare case, another character appears on the exact same 

spot, the image will continue following this new character until the time ends.  

  To solve this problem, we had to ensure that if a face is not detected for 

0.5 seconds, the animation is over. We chose this duration of time for the same 
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reason already described above. Sometimes the face detector may have diffi-

culty detecting some faces for reasons that we could not adjust. The time here 

is bigger because the object is not so face-dependent. 

  One problem that we could not solve is that the detector assumes that a 

face, that is on its side or in a bad angle, is faced front and completes the 

information about the landmark’s position with fake information. The Apple’s 

detector gives full information about a face or none at all. This may create 

some error with the objects but there is nothing we can do for now. 

3.3.3.   Evaluation 

After the conclusion of the computer prototype, user tests were performed 

to evaluate its usability. The goal of these stage was to gather feedback about 

how the application was going to be used, so we could fix some flaws, make it 

more user friendly and to test our concept. 

 

Participants and Methodology 

This prototype was tested by 30 users with ages between 14 and 53 years 

old (𝑥̅= 26,7). Of the 30 testers, 8 were female. 

The prototype was tested in more than one room, but always in a quiet 

place where the user could be at a table isolated from all distractions. During the 

execution of the test, no other possible tester was near the area where the test 

was being carried. The users had a scenario with some tasks to follow, available 

on a computer, but they had some freedom to use the prototype as they liked, as 
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long as they tested all actions that are described on the tasks (Figure 3.14). The 

tasks were the same available in the paper prototype tests (Table 3.1). 

 

Figure 3.14 User test 

 

Before the execution of the tests, the users had a brief explanation about 

the concept of TvTeller. It was also explained that some notes would be taken 

while they were using the application to ensure that all problems can be solved 

in a future phase. All tests were made using the same device, an iPad Air 2 and 

after that, all users filled out a questionnaire. 

During these tests, the same video was available to all users. This video 

had enough to be able to test everything we need to. It was essential that in 

addition to faces, it was also inserted a non-human element, in which it was cho-

sen to insert a moment with the dragon. All users were given complete freedom 

to explore the application and click wherever they wanted. This was mainly in the 

part of editing video clips where many of the users inserted a lot of assets to 

create a funny story. 

After the testing, the users filled out a questionnaire. This questionnaire 

had 6 sections. The first section was about the user’s gender and age. The second 
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section contained questions about the user’s habits related to our concept (Table 

3.2).  

Table 3.2 – Second section from the questionnaire 

2. Series Habits 

2.1. How often do you watch TV series? 

2.2. If you watch series, what devices do you use to watch them?  

2.3. Do you often watch videos created by other users as a form of entertain-

ment? For example, in Instagram and Snapchat 

 

The third section was about general aspects of the application, if it was 

difficult or not to perform a certain task. This section had statements to rate on a 

Likert scale from 1 (Very Hard) to 5 (Very Easy) where the user selects the number 

that is most suited to his experience (Table 3.3).  

Table 3.3 Third section from the questionnaire 

3. General Aspects 

3.1. Activate Facial Recognition 

3.2. Extract a clip from the video 

3.3. Visualize information about the characters 

3.4. Add objects to the clip that was extracted from the video 

3.5. Share the clip on a social network 
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The fourth section focus on the usability and entertainment aspects. In this 

section the user also had to choose a grade from a Likert scale with the values 1 

to 5 but in this one, 1 means “Strongly Disagree”, and 5 means “Strongly Agree”. 

This group has 9 questions but the last one needed previous information. So, the 

question 4.8 is a question with a “Yes” or “No” answer and 4.8.1 is only answered 

by users that say “Yes” on the previous one. 

 

Table 3.4 Fourth Section from the questionnaire 

4. Usability and Entertainment 

4.1. Additional information about the characters is useful and complemented 

my experience 

4.2. The appearance of the facial recognition box did not disturb my experience. 

4.3. I can easily extract a video clip without losing focus 

4.4 In a real context, I would use facial recognition functionality to watch my 

series 

4.5. Probably, I will create new content 

4.6. Probably, I will react to content created by others 

4.7. Even if I do not watch the show, I can entertain myself with content that 

others created 

4.8. Do you usually perform other tasks while watching a series? 

4.8.1. If the answer to 4.8 is yes, the concept of TvTeller can help me following 

a series that is being broadcasted. 
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The fifth section contained some words that could describe the prototype, 

so the user could choose a maximum of 3 and the last section was an open answer 

where the users can give suggestions and comments. 

 

Results and Discussion 

Regarding the second section of the questionnaire, half of the participants 

(50%) watch series daily, 13,3% watch almost every day, 30% watch series on a 

weekly basis (some users stated that this is due to the series they watch only 

released one episode per week) and 6,7 % rarely watch series. The option of never 

watching was also available but no one selected it. The most used device to watch 

series is the computer selected by 83,3%. After the computer, the most used de-

vice is television with 70% followed by the smartphone with 36,7% and tablet with 

6,7% (due to the fact that most of the testers did not possess a tablet). When 

users were asked if they are used to watch videos where other users added ob-

jects and stickers to the video, 90% said yes with the other 10% saying no. 

 

In the third section, where questions about general aspects of the proto-

type are asked, users found that activating the facial recognition was easy with 

73,3 % saying it was very easy. 

Regarding extracting the clip from the episode, the results were also very 

positive as it was already expected, since that information was on the tutorial and 

the icon was also changed. 
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We also had the same results on watching information about a certain 

character (statement 3.3), with 70% finding it very easy and the other 30% finding 

it easy. Although in this case the results seem very good, almost everyone clicked 

during the time the box was showing. The people that only found it easy were 

the ones that did not click right away and had some doubts between clicking the 

information button and the character’s face because there was not a box any-

more. Almost all participants did not understand what the information button 

meant at first. Some users said that when the box disappears, without knowing 

the meaning of the information button, makes more difficult to them to know 

that they can click on the face. They said that the information button should also 

be explained in the tutorial. 

Where users had more problems was in adding objects to the trimmed 

video (statement 3.4) where only 43,3 % found it very easy. Almost all users found 

it to be easy (46,7%). After that, 6,7% said that it was not easy or hard and 3,3% 

said that it was hard. This was due to the fact that they do not know how the 

buttons work, so the users did not understand the bubble objects initially and 

how to use them. Some users clicked on the button on a time where no face was 

present in the video (this case can be corrected with error messages) or at the 

end of its appearance and did not used the time slider after it to correct the situ-

ation. Others just clicked in a random part of the screen without linking the object 

to a face, so it can follow it. The other users found this to be very easy and did 

everything without any problem. Some users suggested that the face buttons’ 

icon should be changed because the ones that are on the prototype gives the 

impression that the whole image will be added to the face and not only a mous-

tache or a pair of glasses (Figure 3.12). 
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The last question of this section is about sharing the video on a social net-

work with 86,7 % of the users finding it to be very easy to accomplish. Although 

this button is the one used for iOS, only 2 Android users complained that they 

did not know the symbol but since it was the only one available, they thought it 

was the right one. These results can be seen in the Figure 3.15. 

 

Figure 3.15  Third Section Results 

 

After this section, that aimed to ascertain if users could use the prototype 

without difficulties, comes the section that aims to verify if the application does 

not ruin the viewing experience and to test the viability of or our concept (Figure 

3.16). 
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As expected, the part where the user can get information about the char-

acters was a success and not a single user found it to be difficult with 70% com-

pletely agreeing with the first statement. 

Although we tried to put the box around the faces the minimum time pos-

sible, the results were not as good. Although the majority said that this did not 

ruined the experience, 20% did not agree. 

When it came to extract the clip from the video without losing focus, half 

of the users (50%) completely agreed, 30% agreed, 13,3% did not agree or disa-

gree and 6,7% disagreed. Although the results are satisfactory, they were lower 

than expected. The problem here was that some users were always clicking on 

the screen to see the progress bar instead of watching the video normally waiting 

for a notification. This may be due to the fact that they do not know about the 

notification that will appear at the end of the trimming on the first time. Other 

users also stated that they did not know how the trim would happen, if they had 

to choose the part to cut or the time of the trimmed moment.  

When confronted with the question of whether they would use facial 

recognition in a real context to complement their experience (statement 4.4), only 

40% completely agreed and 30% agreed. This was not expected but some of the 

users that gave an inferior value justified that they already know everyone that 

appears on the series that they watch. Although, in some special appearances 

they may resort to the facial recognition. 

About the fact of creating content to share on a social network, the results 

were very dispersed (statement 4.5). This is normal, since some users like to share 

content and others prefer to watch. This can be seen here because when asked if 
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they would react to content created by others (statement 4.6), the majority agreed 

with this affirmation with 36,67% completely agreeing and 46,67% agreeing. 

The last 2 questions were more about proving the success of our concept. 

In 4.7, we asked the users if they can enjoy the videos even without knowing the 

series where half completely agreed and 33,3% agreed. This combined with the 

information that they would react to content created by others, proves that this 

part of the concept was well received. 

 

 

Figure 3.16 Fourth Section Results 
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For the last question, we needed to ensure that only users that use second 

screen, were answering to make the answer more reliable. In the question 4.8.1, 

when asked if this concept could help a user that lost some part of an episode to 

follow the series, of all the users that answered “Yes” in the 4.8 (50% of the users), 

40% completely agreed and 40% agreed, meaning that 80% of the users gave a 

positive feedback.
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Conclusions and Future work 

The goal of this thesis was to develop and explore a new concept for inter-

action between a user and a television show using a tablet. We aimed to explore 

the possibility of turning the experience of watching a television show, into some-

thing not so passive and into a more social one. In order to evaluate the success 

of our concept, we created a prototype that gives the users the possibility to know 

more about their favorite series resorting to facial recognition and the possibility 

to create new content in the area of entertainment using augmented reality con-

cepts and facial detection. 

The development of the prototype had two iterations. During the first iter-

ation, a paper prototype was developed. With this prototype, it was possible to 

better understand what we aimed for and what was our idea to present this con-

cept. After the creation of our prototype, we made user tests, so we could evalu-

ate what was its usability and user needs in order to discover what was needed 

to be changed. During the tests, the users were very cooperative and gave valu-

able feedback. This feedback was very important, since it allowed us to solve some 

usability problems in an earlier phase where the changes do not take much time 

and cost. In the second iteration, we implemented a computer prototype, taking 

4 
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into account all the feedback from the first one. After its implementation, this 

prototype was also submitted to user tests in order to find flaws and problems 

with the user experience that could not be caught during the tests in paper. These 

tests were done in a controlled environment. The feedback that we received from 

these tests was very important because it allowed us to find out what can be 

improved in a next iteration of this concept. All the users said that this application 

was relatively easy to use and very useful in the real world. Almost everyone that 

used it, said that it was a very good concept and were eager to use it on their 

daily routine while watching their favorite series.  

In general, users loved all the features presented in this prototype but the 

one that they loved the most was the possibility to add thought balloons and the 

other bubble objects. The part related to adding objects to a face, such as the 

moustache, is something that they are already used to, using face filters on ap-

plications like Instagram or Snapchat, and although they loved the possibility to 

add them to TV characters, what they loved the most were the other objects 

stated above since it is something fresh, that they are not used to see in an ap-

plication.  

Almost everyone loved the entertainment part and said that it is amazing 

having the possibility to create that kind of content using clips from series and in 

such an easy way. The feature where the users can watch information about the 

characters was also very well received. Some users also shared that this feature 

solves some of their problems while watching a TV series, since they had the ne-

cessity to know more about the characters while they were watching it. 
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All this feedback made us conclude that this concept was very well received, 

but some problems need to be solved in the future. Some issues with the proto-

type were already solved, for example the face objects’ buttons received a new 

icon and the app’s tutorial was updated. Apple’s facial detection algorithm does 

not give information about the face’s angle and this can lead to problems with 

some of the objects added to the clip. Very recently, Apple improved some of its 

libraries where now exists in fact information about this. The problem is that it is 

not very accurate yet, giving information that is very limited and not always cor-

rect. Other thing that can be done to solve this problem is trying other face de-

tector. 

In the future we could try to take this concept even further and identify the 

facial expression of the characters to create new animations based on emotions. 

Other thing that can be done is taking the entertainment part even further and 

find a way to add some kind of sound interactions or changing the face of char-

acters instead of adding objects to them, like for example adding the user’s 

mouth on top of the character’s mouth while saying something to pretend that 

the character is saying something that in fact is said by the user. 
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