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ABSTRACT. The article is devoted to the mathematical analysis of a fluid-structure interaction system
where the fluid is compressible and heat conducting and where the structure is deformable and located
on a part of the boundary of the fluid domain. The fluid motion is modeled by the compressible
Navier-Stokes-Fourier system and the structure displacement is described by a structurally damped
plate equation. Our main results are the existence of strong solutions in an L? — L? setting for small
time or for small data. Through a change of variables and a fixed point argument, the proof of the main
results is mainly based on the maximal regularity property of the corresponding linear systems. For
small time existence, this property is obtained by decoupling the linear system into several standard
linear systems whereas for global existence and for small data, the maximal regularity property is
proved by showing that the corresponding linear coupled fluid-structure operator is R—sectorial.

Keywords. fluid-structure interaction, compressible Navier—Stokes—Fourier system, maximal regu-
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1. INTRODUCTION

In this work, we study the interaction between a viscous compressible heat conducting fluid and a
viscoelastic structure located on a part of the fluid domain boundary. More precisely, we consider a
smooth bounded domain F C R3 such that its boundary 0F contains a flat part I's := S x {0}, where
S is a smooth bounded domain of R%. We also set

o = 8F\Ts.

The set I'y is rigid and remains unchanged whereas on the flat part, we assume that there is a plate that
can deform only in the transversal direction, and if we denote by 7 the corresponding displacement,
then I'g is transformed into

Ls(n) == {[$1,$2,77(901,962)]T L = S}.

In our study, we consider only displacements 7 regular enough and satisfying the boundary conditions
(the plate is clamped):
n=Vsn-ng=0 on IS (1.1)
and a condition insuring that the deformed plate does not have any contact with the other part of the
boundary of the fluid domain:
ToNTs(n) =0. (1.2)
We have denoted by ng the unitary exterior normal to dS and in the whole article we add the index
s in the gradient and in the Laplace operators if they apply to functions defined on S C R? (and we
keep the usual notation for functions defined on a domain of R3).
With the above notations and hypotheses, I'g U I's(n) corresponds to a closed simple and regular
surface whose interior is the fluid domain F (7). In what follows, we consider that 7 is also a function
of time and its evolution is governed by a damped plate equation.

Ls(n)




In F(n(t)), we assume that there is a viscous compressible heat conducting fluid and we denote by

p, U, and ¥ respectively its density, velocity and temperature. The equations modeling the evolution
of these quantities can be written as follows:

Op + div(pv) =0, t>0, z € F(n(t)),
p(Ow+ (v-V)v)—divT(v,7) =0, t>0, ze F(nk),
~ . ~ 1.3
cvﬁ(&ﬂ? +v- Vﬁ) +7dive — kAY = a(divD)? 4 2u DB ¢ >0, z € F(n(t)), (1.3)
Oy + Azn — As0m = H,(v,7) t>0, se8,
with the boundary conditions
E(ta S, n(tv S)) = 31%"7(@ 8)63 t>0, seSs,
U= t>0, zell,
o9 (1.4)
%(t,w) =0 t>0, e dF(nt)),
n=Vsm-nsg=0 t>0, s€ds,
and the initial conditions
77(0) ) = 779) atn(07 ) = 778 in Su
- iy T (L5)
p<07 ) = ~07 U(Oa ) = :[)/07 19(07 ) = 190 in f(”?)
In the above system (eq, s, e3) is the canonical basis of R?, the fluid stress tensor is defined by
1
T(3,7) = 2uD(@) + (adivi - F)Is, D) = 5 (v5+ vaJT) :
and the pressure law is given by N
%:Roﬁ’lg—l—ﬂo. (1.6)
The above physical constants satisfy
2
Ry >0, >0 (viscosity), a+-u>0, k>0, ¢, >0, meR. (1.7)

3
For any matrix A, B € M4(R), we use the canonical scalar product and norm:

A:B:Zaijbija ’A‘:VAA
2]
We have set
Vs=1[0y,0y]", Ay=07 +02.
The function H is defined by

Hy (0, 7) = =1+ [Vanl? (T(0, 7)7) g (e - €35 (1.8)

~ 1 -
"
is the unit normal to I'g(n(t)) outward F(n(t)). Let us mention that the boundary conditions (1.4) are
obtained by assuming that the fluid does not slip on the boundaries and that the plate is thermally
insulated.

Fluid-structure interaction problems have been an active area of research among the engineers,
physicist and mathematicians over the last few decades due to the numerous practical applications
and the corresponding scientific challenges. The type of model considered in this article appears in the

where



design of many engineering structures, e.g aircraft and bridges etc., ([4]) as well as in biomechanics
([7)):

Let us mention some related works from the literature. In the last two decades, there has been
considerable number of works on similar fluid-structure systems where the fluid is modelled by incom-
pressible flows. We refer to, for instance [23] and references therein for a concise description of recent
progress regarding incompressible flows interacting with deformable structure (beam or plate) located
on a part of the fluid domain boundary. Moreover, in some recent articles ([22, 5, 6]) existence and
uniqueness of strong solutions (either local in time or for small initial data) were proved without the
additional damping term (i.e., without the term —Az9;n) in the beam/plate equation.

Concerning compressible fluids interacting with plate/beam equations through boundary of the fluid
domain, there are only few results available in the literature. Global existence of weak solutions until
the structure touches the boundary of the fluid domain were proved in [19, 9]. Local in time existence
of strong solutions in the corresponding 2D /1D case was recently obtained in [33]. Well-posedness
and stability of linear compressible fluid-structure systems were studied in [10, 4].

Let us mention that all the above mentioned works correspond to a “Hilbert” space framework. In
this article, we are interested in studying existence and uniqueness of strong solutions, local in time
or global in time for small initial data, within an “LP — LY9” framework. More precisely, we look for
solutions in the spaces of functions which are LP with respect to time and L9 with respect to space
variable, with arbitrary p,q > 1. In the context of fluid-solid interaction problems, there are only few
articles available in the literature that studies well-posedness in an LP — L9 framework. Let us mention
[20, 32] (viscous incompressible fluid and rigid bodies), [25, 31, 24] (viscous compressible fluid and rigid
bodies) and [30, 13] (viscous incompressible fluid interacting with viscoelastic structure located at the
boundary of the fluid domain). In fact, this article is a compressible counterpart of our previous work
[30].

The main novelties that we bring in this article are :

e The full nonlinear free boundary system coupling viscous compressible Navier-Stokes-Fourier
system and a viscoelastic structure located on a part of the fluid domain has not, at the best
of our knowledge, been studied in the literature.

e The existence and uniqueness results are proved in LP — LY setting.

e Global in time existence for small initial data seems to be a new result for such coupled systems.

Let us emphasize that using the LP — L9 setting allows us to weaken the regularity on the initial
conditions (see for instance [33]). Moreover, this “LP — L9” framework is interesting even for studies
in fluid-structure interaction problems done in the “L? — L?” framework: let us quote for instance
the uniqueness of weak solutions ([21, 8]), the asymptotic behavior for large time ([17, 18]), and the
asymptotic behavior for small structures ([28]).

1.1. Notation. To state our main results, we need to introduce some notations for the functional
spaces. For 2 C R” is an open set, ¢ > 1 and k € N, we denote by L(Q) and W*49(Q) the standard
Lebesgue and Sobolev spaces respectively. W#4(Q), with ¢ > 1 and s € R, denotes the usual Sobolev-
Slobodeckij space. Moreover, Wok’q(Q) is the completion of C2°(Q) with respect to the W*4(Q) norm.
Let kme N, k< m. For 1 <p < oo, 1< q< oo, we consider the standard definition of the Besov
spaces by real interpolation of Sobolev spaces

B:(F) = (Wk’q(]-"), Wm’q(f)) where s = (1 — )k + 6m, 6 € (0,1).

0,p

We refer to [1] and [38] for a detailed presentation of the Besov spaces. We denote by CF is the set
of continuous and bounded functions with derivatives continuous and bounded up to the order k. For



s € (0,1) and a Banach space U, F;,(0,T,U) stands for U valued Lizorkin-Triebel space. For precise
definition of such spaces we refer to [38]. If T € (0, 00|, we set

Wi ((0,T); F) = LP(0, T; W*9(F)) nWHP(0,T; L(F)),
2,4 Loy T4, 1, T2, 2, )
Wiiq ((0,T);8) = LP(0, T; WH4(8)) N WHP(0, T; W=4(S)) N W=P(0, T LU(S)),
1,2 LQy T2, 1, :
Wp,q ((07 T)7 8) - Lp(()? T; W q(S)) N W p(o) T7 LQ(S))
We have the following embeddings (see, for instance, [3, Theorem 4.10.2, p.180]),
Wiz ((0,); F) = CY([0,T); By, ~/P/(F)), (1.9)

Wi ((0,7):8) = CJ([0,T): Byg /P (8)) n Gy ([0, 1): BEy /() (1.10)
In particular, in what follows, we use the following norm for W2 ((0,T); F):
£ llw2omy) = I lemwzacey + I lwremza) + 1l op o, r);520-170 (),

and we proceed similarly for the two other spaces.
We also introduce functional spaces with time decay. We write for any 5 € R

Eg:R — Rt .
We denote by L’é(O, o0) the space E_gLP(0, 00), that is the set of functions f such that t — e’ f(t) is
in LP(0,00). The corresponding norm is
||f||Lg(0,oo) = ||Eﬂf||Lp(o,oo)-

We proceed similarly for all spaces on (0, c0) or on [0, 00).

Finally, we also need to introduce functional spaces for the fluid density, velocity and temperature
depending on the displacement 7 of the structure. Assume T € (0,00] and that n € Wy ((0,T);S)
satisfies (1.1) and (1.2). We show in Section 3 that there exists a mapping X = X, such that X (¢,-)is a

Cl-diffeomorphism from F onto F(n(t)) and for any function f defined for ¢ € (0,T) and x € F(n(t)),
we then define

fty) = f(t, X(t,y)) (t€(0,T), y€F)
Then we define the following sets as follows

F e WrrQ. T W (Fw()) i f € WO, TsW(F),
FeWi((0.T): F(n(-) it feWyi((0,T);F),
1 0 . p2(1-1 : 0 . p2(1-1
J € 0. T BS P (F(n(-)) i f e [0, T); By~ VP(F)
and a similar definition for all the other spaces.

1.2. Statement of the main results. Let us give the conditions we require on (p,q) and on the
initial data for the system (1.3)—(1.8):

1 1 1
2<p<oo, 3<q<oo, 5+27q?£§, (].1].)
e BEUD(S), e BUUN(S), P eWN(FGY), minf>0, (L1

F(n?)
70 e BAITVD(FmD))3, 90 e BAIVP(F(Y)), (1.13)



with the compatibility conditions
®=00onTy, o°=ndeszong(n), (1.14)

Vnd-ng on S and a—go—()ona]:( %, if 1—i—i<
2 S 8n_ n) P 2q

1
5
Note that, all the traces in the above relation makes sense for our choice of p and ¢ (see for instance,
[38, p. 200]).
We also need a geometrical condition on the initial deformation. Using that F is a smooth domain,
there exist two smooth surfaces n_ : § — R*, ny : § — R such that

7Y =Vn{ -ns=n3=0onds,

(1.15)

{[yhyz,y?)]T €ESXR; ys3€ (n_(yl,yg),O)} C F, (1.16)

{[?Jl,ymysf ESxR; y3 € (0,77+(y1,y2))} CR3\ TF. (1.17)

Then our geometrical condition on the initial deformation writes
n.<n} <ny inS. (1.18)

This yields in particular that To N Tg(n?) = 0. According to the geometry, we can in some situation
remove the condition 7 < 7,. Note that this condition is not a smallness condition, 1, and 7_ do
not need to be small.

Our main results are the following two theorems. The first one is the local in time existence and
uniqueness :

Theorem 1.1. Assume (p,q) satisfies (1.11) and that [ﬁo,’ﬁo,go,n?,ng]—r satisfies (1.12)~(1.15) and
(1.18). Then there exists T > 0, depending only on initial data, such that the system (1.3)—(1.8) admits

a unique strong solution [p,v, 5, 0" satisfying

peWLPO,T;WHI(F((), ©e Wyd((0,T); F(n(-))>,
0 € W ((0.T); F(n(-)), ne€ Wy ((0,T);8),
LoNTs(n(t) =0 (e[0,T]), plt,z)>0 (t€l0,T], =€ F(n(t))).
Our second main result states the global existence and uniqueness under a smallness condition on
the initial data. Let p and 9 be two given positive constants. Let us take in the pressure law (1.6)

7o = —Rop. (1.19)

~ 1T _
With the above choice of m, [ﬁ, 0,1, n] = [ﬁ,O,z?,O]T is a steady state solution to the system
(1.3)—(1.8).
Then our result states as follows:

Theorem 1.2. Assume (p, q) satisfies (1.11) and assume that p and ¥ are two given positive constants

such that (1.19) holds. Then there exist 3 > 0 and R > 0 such that for any [p°, 7°, 90, n%,m9]" satisfying
(1.12)(1.15), and

~0 — ~0 30 =
17 — PHWLq(f(n?)) + 17 HB?S‘””)(FM?)P + Hﬁ B 19’ B2 (F(n9))

0l o) + 98] 2a-vm s < Ry (1:20)



~ 97T
the system (1.3)—(1.8) admits a unique strong solution [ﬁ, v, 1, 77] satisfying

p € C([0,00); WHI(F(n()))), Vi € W™ (0, 00; LUF ((-) )’ i € LE(0, 00 WH(F (n(-))),

and

)
5 € W2 5((0,1); Fln())

9 € CY([0,00); BeGTPF (), VI € LG(0, 00 WH(F(n(-)))?, 9 € (0,00 LYF (n(-)))),

n € C([0,00); BZ1P(S)), € L§(0,00; WHI(S)) + L®(0, 00, WH(S)),
Om € W72 5((0,00); S),

LoNTs(n(t) =0 (t€[0,00)), plt,z) >0 (te€l0,00), z € F(n(t))).

Remark 1.3. Let us make the following remarks on the above results:

(1)

(2)

3)

(4)

()

Note that, in Theorem 1.1 we do not need initial displacement of the plate 09 to be zero. This is
a difference with respect to previous works, for instance [33] or our previous work [30] (with an
incompressible fluid). Here we manage to handle this case by modifying our change of variables
(see Section 3.1).

In Theorem 1.1 and Theorem 1.2, we do not have any “loss of reqularity” at initial time.
More precisely, we obtain the continuity of the solution with respect to time in the same space
where the initial data belong. Due to the coupling between the fluid system and the structure
equations, some results in the literature are stated with this loss of regularity: for instance in
[33, Theorem 1.7], there is a loss of order 1/2 in the space regularity for the fluid velocity at
initial time.

As explained above since we work in the “LP — L1” framework, we need less regularity on
the initial conditions that in the Hilbert case done by [33]. More precisely, in [33] the author
assumes that the initial conditions satisfy

=0, g eWsS), P eWFa). W (Fu))’,

with the corresponding compatibility conditions.
Theorem 1.1 and Theorem 1.2 can be adapted to the 2D /1D case, that is where F is a reqular

bounded domain in R? such that OF contains a flat part T's = S x {0}, where S is an open

1
bounded interval of R. In that case we can take p,q € (2,00) such that — + %0 % 3
p

Instead of taking heat conducting fluid, we can also consider barotropic fluid model, i.e., the
system (1.3) without the temperature equation and with the pressure law T = p7, for some
constant v > 1. In that case, we can take 1 < p < oo andn < q < oo (n = 2 or 3, the

1 1
dimension of the fluid domain) such that — + % # 1.
p q

The proofs of Theorem 1.1 and Theorem 1.2 follow a standard approach in the literature on well-
posedness for fluid-solid interaction systems. One of the main difficulties in studying fluid-structure
models is that the fluid system is written in the deformed configuration (in Eulerian variables) whereas
the structure equations are written in the reference configuration (in Lagrangian variables). Since the
fluid domain F(n(t)) depends on the structure displacement, which is one of unknowns, we first
reformulate the problem in a fixed domain. This is achieved thanks to a combination of a geometric
change of variables (defined through the initial displacement of the structure) and a Lagrangian change
of coordinates. With this combined change of variables, we reformulate the problem in the reference
domain F. In most of the existing literature, a geometric change of variables via the displacement of



the fluid-structure interface is used to rewrite the problem in a fixed domain ([29, 22, 5, 30]). However,
in the context of compressible fluid-structure systems, it is more convenient to use a Lagrangian (see
for instance [24]) or a combination of geometric and Lagrangian change of coordinates ([25]). In
fact, such transformations allow us to use basic contraction mapping theorem. More precisely, this
transformation eliminates the difficult term v - Vp from the density equation.

Next, we associate the original nonlinear problem to a linear one involving the non-homogeneous
terms. In the case of the local in time existence, this linear system can be partially decoupled (see
system (3.24)-(3.27)). The LP — L9 regularity of such linear system over finite time interval is obtained
by combining various existing maximal LP — L4 results for parabolic systems. One of the difficulties
is that due to the non-zero initial displacement of the beam, we are dealing with linear operators
involving variable coefficients. For the global existence part, we use a “monolithic” type approach,
which means that the linearized system in consideration is still a coupled system of fluid and structure
equations (see system (4.20)-(4.22)). A crucial step is to show the maximal LP — L7 property of
the associated fluid-structure linear operator in the infinite time horizon. This is achieved by showing
that this operator is R-sectorial and generates an exponentially stable semigroup in a suitable function
space. Finally, for both the existence for small time and the existence for small initial conditions, we
end the proof by using the Banach fixed point theorem.

The plan of the paper is as follows. In Section 2, we recall some results concerning R-sectorial oper-
ators that are used both for the proofs of Theorem 1.1 and Theorem 1.2. Then, we prove Theorem 1.1
in Section 3. In Section 3.1, we introduce the combination of Lagrangian and geometric change of
coordinates to reformulate the original problem in the reference configuration. Local in time existence
for the system written in reference configuration is stated in Theorem 3.1. In Section 3.2, we prove
the maximal LP — L4 regularity of a linearized system, whereas in Section 3.3, we derive estimates for
the nonlinear terms in order to prove Theorem 3.1 by using the Banach fixed point theorem. Section 4
is devoted to the proof of Theorem 1.2. In Section 4.1 we apply the same change of variables than
in Section 3.1 with some slight modifications and then linearize the system around a constant steady
state. The global in time existence for small initial data for the system written in the reference con-
figuration is stated in Theorem 4.1. In Section 4.2, we introduce the so-called fluid-structure operator
and we show that it is an R-sectorial operator and in Section 4.3 that is generates an exponentially
stable semigroup in a suitable function space. The maximal LP — L4 regularity of the linearized system
is proved in Section 4.4. Finally, in Section 4.5 we show Theorem 4.1. by using the Banach fixed point
theorem.

2. SOME BACKGROUND ON R-SECTORIAL OPERATORS

We recall here some definitions and properties related to R-sectorial operators. First, let us give
the definition of R-boundedness (R for Randomized) for a family of operators (see, for instance,
[40, 11, 27)):

Definition 2.1. Assume X and Y are Banach spaces and € C L(X,Y). We say that € is R—bounded
if there exist p € [1,00) and a constant C' > 0, such that for any integer N > 1, any T,... Ty € &,
any independent Rademacher random variables r1,...,rn, and any x1,..., Ny € X,

py\ 1/p pN\ 1/p

N N
E ZT’jzj]‘ < C|E erl'j
j=1 y j=1

The Rp-bound of € on L(X,)), denoted by Ry(E), is the smallest constant C' in the above inequality.

X



Let us recall that a Rademacher random variable is a symmetric random variables with value in
{—1,1} and that E denotes the expectation of a random variable. Note that the above definition is
independent of p € [1,00) (see, for instance, [11, p.26]). The R,-bound has the following properties
(see, for instance, Proposition 3.4 in [11]):

Rp(&1+ &) S Rp(&1) + Rp(&2),  Rp(€1€2) < Rp(E1)Rp(&2). (2.1)
For any 8 € (0,7), we consider the sector R-sectorial operators:
Y ={r e C\ {0} ; |arg(A)] < B} (2.2)

We can introduce the definition of :

Definition 2.2 (sectorial and R-sectorial operators). Let A : D(A) — X be a densely defined closed
linear operator on the Banach space X. The operator A is (R )-sectorial of angle 5 € (0,7) if
S5 C p(A)
and if the set
Rg={AA—A)""; xexs}

is (R )-bounded in L(X).

We denote by Mg(A) (respectively Rg(A)) the bound (respectively the R-bound) of Rg. One can
replace in the above definitions Rg by the set

Rg={AN—A)'; xeXs).

In that case, we denote the uniform bound and the R-bound by M, 3(A) and ﬁ/g(A)
The following result, due to [40] (see also [11, p.45]), shows the important relation between the
notion of R-sectoriality and the maximal regularity of type LP:

Theorem 2.3. Assume X is a UMD Banach space and that A : D(A) — X is a densely defined,
closed linear operator on X. Then the following assertions are equivalent:

(1) For any T € (0,00] and for any f € LP(0,T;X), the Cauchy problem
W =Au+f in (0,7), u(0)=0 (2.3)
admits a unique solution u with u', Au € LP(0,T;X) and there exists a constant C' > 0 such
that
HUIHLP(O,T;X) + HAUHLP(O,T;X) < CHfHLP(O,T;X)-
(2) A is R-sectorial of angle > 5.

In the above definition, we recall that X is a UMD Banach space if the Hilbert transform is bounded
in LP(R; X) for p € (1,00). In particular, the closed subspaces of L4(£2) for g € (1, 00) are UMD Banach
spaces. We refer the reader to [3, pp.141-147] for more information on UMD spaces.

Combining the above theorem with [15, Theorem 2.4] and [37, Theorem 1.8.2], we can consider the
following Cauchy problem

u'=Au+f in (0,00), u(0)=up. (2.4)

Corollary 2.4. Assume X is a UMD Banach space, 1 < p < oo and A is a closed, densely defined oper-
ator in X with domain D(A). Let us suppose also that A is a R-sectorial operator of angle > 5 and that
the semigroup generated by A has negative exponential type. Then for any ug € (X, D(A))1_1/p, and

for any f € LP(0,00; X), the system (2.4) admits a unique solution in LP(0, 00; D(A))NWHP(0, 00; X).

Finally, we will need the following result (|26, Corollary 2]) on the perturbation theory of R-
sectoriality.
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Proposition 2.5. Suppose A is a R-sectorial operator of angle 5 on a Banach space X. Assume that
B : D(B) — X is a linear operator such that D(A) C D(B) and such that there exist a,b > 0 satisfying

|Bz|x < al|Az|[x +bllz[lx  (z € D(A)). (2.5)
If
1 bMgz(A A
My (AR (A) 1 — aMs(A)R5(A)
then A + B — X is R-sectorial of angle [3.

3. LOCAL IN TIME EXISTENCE

The aim of this section is to prove Theorem 1.1.

3.1. Change of variables and Linearization. In this subsection, we consider a change of variables
to transform the moving domain F(n(t)) into the fixed domain F. For this we use the Lagrangian
change of variables to write everything in F(n{) and a geometric change of variables to transform
F(n?) into F. Let us start with the second one.

First using that F is smooth, there exist an open bounded neighborhood Sof S in R2, > 0 and
7 :S — R smooth such that

(§x [_g,g]) NOF = {(s,ﬁ(s)), s€ 5} .

We have in particular that 7 =0 in S. From (1.16), (1.17), we can extend 7_ and 74 with

{[yl,yz,ys]T eSxR; ys € (nf(y1,y2),ﬁ(y1,y2))} CF,

{lvr 92,35 € S xR ys € (ilyr o), ms (1, 92) | C RO T,

Using (1.13)—(1.14) and that ¢ > 3, we can extend 7 by 0 in R? \ S with 7{ € W24(R?). Then (1.18)
yields the existence of € € (0,1) such that

n-(1—e)<nd<n(l—e) inS.
We consider x € C°(R3) such that

supp x C {[ywz,z/:a]T cSxR; yze (n—(yl,yz),m(yl,yz))},

x=1 in {lyr vzl €S XRS5 yg € (L= )n-(yr,v2), (1= (v1,02))
We also define

Ay, y2,93) = 1)1, v2)x (Y1, v2, y3)es  [y1,y2,u3) T € R?
and we consider

C'(t,y) = A(L(t,y)),
{ ¢(0,y) =y e R (3.1)
Then
X0= (1, ) 652)

is a Cl-diffeomorphism such that

X'=Id inR®)\ {[yl,yz,ys]T ESxR; ys€ (n—(y17y2),n+(y1,yz))}

X%(T's(0)) = s(ny),
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X0 ({l,0,08)T € S xR ; s € (1-(51,2),0) })

= {[ybyz,ys]T €ESXR; y3 € (nf(y1,y2),n?(y1,y2))}-

In particular, X" is a C'-diffeomorphism such that X°(F) = F(n{) and such that X° = Id on T.
We consider the characteristics X associated with the fluid velocity v:

X(0,y)=X"(y), yeT. (3:3)

Assume that X is a C'!-diffeomorphism from F onto F(n(t)) for all t € (0,T). For each t € (0,T), we
denote by Y (¢,-) = [X(t,-)] ! the inverse of X (¢,-). We consider the following change of variables

p(t7y) - ﬁ(t,NX(t, y))7 U<t7y) - F’J(t,X(t, y)),

3.4
ﬁ(tv y) - 19<t7X(t7y))7 ™= Ropﬁ—i_ﬂ-O? ( )
for (t,y) € (0,T) x F. In particular,
pt,z) = p(t,Y(t,2)), o(t,z)=vt,Y(t ), O z)=3(Y(taz)),
for (t,x) € (0,T) x F(n(t)). We introduce the notation
1
By := Cof VX, 6x:=detVX, Ax:= TB}BX, (3.5)
X
BY :=Byo, 0°:=dy0, A":=Ayo. (3.6)
This change of variables transforms (1.3)—(1.8) into the following system for [p,v,9,7] " :
0 +p—0vv~1530—F in (0,T) x F
tP 50 : =11 ) ) (3.7)
p(0,-) = p° in F,
ow—Lv=F, in(0,T)xF,
v=20 on (0,7) x Iy, (3.9)
v = Ones on (0,7) x I'g, ’
v(0,-) = Y in F,
K ) .
8t19 - %7050 div (on’l?) == F3 m (O,T) X f,
AV -n=G on (0,T) x OF, (3.9)
9(0,-) = 9° in F,
Oun + A2y — A0 = H in (0,7) xS,
n=Vn-nsg=0 on (0,7) x 08, (3.10)
77(07 ) = 77?7 81577(07 ) = 778 in Sa
where we have used the following notation
Pli=p"oXx0 0 :=300x0 0 .= 500)(0, (3.11)
1 JI e
Ly = 050 divT®(v), TO(v):= uVoA + 50 B%(Vv) B (3.12)
p" p
Fi(p,v,9,n) = =Vv:B’ - =Vov:Bx (3.13)
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1
Folp,v.0,m) = 555 [ (p°8° = pox ) Qv + pdiv (Vo (Ax — A%))

+ (u + ) div [1153 x (Vo) By — IIBEO(Vv)T]B%O] + RUBXV(pﬂ)] (3.14)

Sx 50
F3(p,v,9,n) = 050 Cy (p050 — pdx) 09 + K div ((Ax — AO) V)
+ % By : Vo)? + % ’VUIB%)T( + BXvUT‘Q — (Rop¥ + m0) Vv : IB%X] (3.15)
G(p,v,9,m) = (A" —Ax) VI -n (3.16)
H(p,v,9,1) = —i (VUIBB)T( + BXWT) [‘YS”} ey — %w : Bx + Ropd + mo. (3.17)

The characteristics X defined in (3.3) can now be written as

X(t,y) = Xo(y) +/0 v(r,y) dr, (3.18)

for every y € F and t > 0.
The hypotheses (1.12)—(1.15) on the initial conditions are transformed into the following conditions

P’ e WH(F), minp® >0, (3.19)
f
nd e 337(571/;;) S), "=V -ng=0onS, (3.20)
o e BYTYP(FP, 00 e BITYI(F), a8 e BIYTIP(S), (3.21)
v =00onTy, v°=nlezonls, n3=0ondS, (3.22)
1 1 1
Vnd -ng=00ondS and A°Vi®'.n=0 ondF if ];+2—q<§. (3.23)

Here n is the unit normal to OF outward to F. The regularity properties in (3.19) and (3.21) can be
obtained from (1.12), (1.13) by applying [30, Lemma 2.1]. Using the above change of variables, our
main result in Theorem 1.1 can be rephrased as

Theorem 3.1. Assume (p,q) satisfies (1.11) and that [p°,v°, 9%, n0, n]" satisfies (3.19)~(3.23) and
(1.18). Then there exists T > 0 such that the system (3.7)—(3.18) admits a unique strong solution

[p,0,0,m]" € WHP(0, T; WHI(F)) x (WE2((0,T): F)® x WE2((0,T); F) x W24((0,T); S)

Moreover,

min_p >0, ToNTs(n(t) =0 (te€l0,T]),
[0,T]xF

and for all t € [0,T], X(t,-) : F — F(n(t)) is a C'-diffeomorphism.
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3.2. Maximal LP-L9 regularity of a linear system. The proof of Theorem 3.1 relies on the Banach
fixed point theorem and on maximal LP-L? estimates of a linearized system. By replacing the nonlinear
terms Fi, Fy, F3,G and H in (3.7)—(3.10) by given source terms fi, f2, f3,g and h we obtain the
following linear system

0
P .
8tp+ 570V'U : BO = f1 m (O,T) X .F, (324)
p(O, ) = b\O in F,
ov—Lv=fy in(0,T)xF,
v=0 on (0,7) x I'p,
v = Ones on (0,7) x I'g, (3.25)

v(0,-) = v° in F,
K . .
atrl? - C,UPT;O div (AOVﬁ) = f3 m (O, T) X .F,

AV -n=g on (0,T) x OF, (3.26)
9(0,-) = 9° in F,

Oun + A2y — A0 =h in (0,7) x S,

n=Vn-ng=0 on (0,7T) x 08, (3.27)

7](07 ) = 77/\?7 atﬁ(0> ) = 778 in Sa
where A B 50 are defined in (3.6) and where L is defined by (3.12). Note that we also modify the
initial conditions in the above system with respect to (3.7)—(3.10) since p° and 1? already appear in
the coefficients of (3.24)—(3.27). In the next section, we will take

~0 0 =0 0
pr=p, M=m
but here we do not assume the above relation. In particular, we assume that p° satisfies the second

condition of (3.19) and that 7{ satisfies (1.18) but we do not impose these hypotheses on p° and on

~0
M-
We recall that (p, q) satisfies (1.11) and to simplify, we assume throughout this section that
T € (0,1].

This condition is only used to avoid the dependence in time of the constants in the estimates of this
section.
We consider the subset of initial conditions

T _ _ _ _
Ty = { [2°,0°,9%, 50, 19] € Wha(F) x BA VP (F)3 x BAIUP)(F) x B221/P) (8) x B21-1/P)(S),

o _ O

vononI‘g, v0=773€30HFS7 "71:8 8
ns

=71y =0 on IS,

oy 0v7,90 oo 11 1
—==00n0S and A"VY' -n=0o0ndF if —+—< -7, (3.28)
ong p 2 2

endowed with the norm

H (7,00, 8%, 70, n9]

. 1|70 0 0
= e+ 190 g s + 190 g

+ ||77(1)\|B§<§—1/m(8) + ||77g|\33<;—1/p>(3)-



14

We also consider the space Ry, 4 of the source terms in (3.24)—(3.27):

Repa = { U1 fos f. 9.0 5 i € PO, T, WH(F)), fo € LP(0, T3 LA(F)),
fs € LP(0,T5 LA(F)), g € Fiy/972(0,T; LYOF)) N LP (0, T; W' H99(9F)),
1

1 1
p -4 i J=01if — — —
h € LP(0,T; LY(S)), with ¢g(0,-) =0 lfp + 5 < 2}, (3.29)

with
I1f1, foo 3,98 1Ry = il oo mwracry) + I f2ll oo rinamys + I3l oorsnace)
gl o102 . paaryyne 0w -1aagary) T 1@ L(8)-
Finally, the space Wr, , of the solutions [p,u,9,n]" of (3.24)—(3.27) is the Cartesian product:
Wrpq = W0, T; WH(F)) x Wp2((0,T); F)? x W2 ((0,T); F) x Wai((0,T);S), (3.30)
with the norm

T
| [p;u, 9, 1] ||WT,p,q = ||p||W1’P(0,T;W1v<I(J-‘)) + ”u||WI};§((0,T) F)3 + ||19||WI};3((07T);}-) + HUHWI?;;(((),T) S)

With the above notation, we can state the main result of this section:

Theorem 3.2. Assume (1.11) (3.19), (3.20) and (1.18). Then for any

T
|:ﬁ072)071907ﬁ(1j7ng} EIp,qa [f17f27f3vg)h]T ERT,p,(p (331)

the system (3.24)~(3.27) admits a unique solution [p,v,9,n]"

C' > 0 depending on p,q and independent of T such that

H[p,v,ﬂm]TH < C(H[ﬁ),vo,ﬁoﬂﬁngf

€ Wrp,q and there exists a constant

||t £ for 90T

T,p,q Ipq

. 3.32
Rm) (3.32)

In order to prove the above result, we notice that the system (3.24)—(3.27) can be solved in “cas-
cades”. Systems (3.26) and (3.27) can be solved independently. With the solution of system (3.27) we
can solve the system (3.25) and then (3.24).

We first need the following result on the coefficients appearing in the system (3.24)—(3.27):

Lemma 3.3. Assume (1.11) (3.19), (3.20) and (1.18). Then A°, B §° defined in (3.6) satisfy
1

60>0, A=(A0)T, 5

e WH(F), B A e Wh(F),
and there exists ® > 0 such that

AY > Iy in F.
Proof. The proof relies on the dependence of the solutions of (3.1) with respect to the initial conditions.
Using that n{ € W24(R?) for ¢ > 3 and Sobolev embedding, we have that A € C}(R?). In particular,
from standard results (see, for instance, [2, p.116]), we have that ( € C1(R x R3) and by using the

ordinary differential equation satisfied by the derivatives of ¢ in space, we find that X° € W2¢(F)3
and VXU is invertible. This yields the result. O

We are now in a position to prove Theorem 3.2:
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Proof of Theorem 3.2. The proof is divided in several steps devoted to the resolution of each system.
Step 1: we show here that (3.27) admits a unique solution € Wy ((0,T) x S) and that there
exists a constant C' independent of T" such that

iz 02y T 10wz o,rys) < © (”77(1)“3255‘1“’)(3) + 03l g2a-1m ) + HhHLp(o,T;Lq(S))) - (3.33)

To prove this, we combine [14, Theorem 5.1] and [40, Theorem 4.2]. For the sake of clarity, we
provide brief details about the proof. We first consider

Xg = W2U(S) x LI(S), (3.34)
and the operator Ag defined by

(3.35)

D(Ag) = <W4’q(8) N W02,Q(S>> % WOQ’Q(S), Ag = [0 Id]

—A% A
With the above notation, the system (3.27) can be written as

i o] =4 L]+ B L] 0= 3]

Applying Theorem 5.1 in [14], we have that Ag is R-sectorial in Xs of angle Sy > m/2 (see Section 2).
Thus the operator Ag has maximal regularity LP-regularity in Xg ([40, Theorem 4.2] or Corollary 2.4).
More precisely, for every h € LP(0,T; LY(F)) and for every (7j7,15) € (Xs, D(Ag))1-1/p,p, the system
(3.27) admits a unique strong solution with

ne LP(0,T; WH4(S)) N W2P(0,T; LY(S)).
In order to obtain the estimate (3.33) independent of T, we proceed as [24, Proposition 2.2].

Step 2: we show now that the system (3.25) admits a unique solution v € Wp2((0,T); F)? and
that there exists a constant C' > 0 depending only on the geometry such that

~0 0 0
1llw2 0,72 < C(HmHBgfg—l/p)(s) 2]l g2o-1/m ) + v Hng—l/m(f)s

+ IR0 zzacs)) + I foll oo rssacrye ) (3.36)

To do this, we are going to apply [12, Theorem 2.3] and for this, we first reduce the problem to the
case of homogeneous boundary conditions.

Using that F is a smooth domain, there exists an open bounded neighborhood SofSin R2, >0
and 7 : S — R smooth such that

(5 X [—g,a) NoF = {(s,ﬁ(s)), se 5} . (3.37)
We consider y € C°(R?) such that
suppx C S x [-5,8], x=1 in 8 x [-E/2,8/2].
Then we define
w(t, y1, 2, y3) = X (W1, y2,y3)0m(t, y1, y2)es (£, y1,y2,y3) € (0,T) x R?) (3.38)

and we set u = v — w so that w is the solution of
Ou—Lu=fo:=fo—Ow—Lw in (0,T)x F,
u=0 on (0,7) x OF, (3.39)
u(0,) = u’ == 0% —w(0,") in F,



16

From Lemma 3.3 and (3.33), there exists a positive constant C' independent of 7" such that
| follr(o,r;0(F))3 < C(||7A7{1)”B§,<571/p)(3) + ||77[2)||B§!<;fl/p>(3) + [Pl (o,7500(5)) + Hf2||LP(O,T;Lq(]-'))3>7

0 0 0
I ||B§§;—1/p>(f)3 < v Hng—l/p)(;)g + ||772||B§§;—1/p>(8)-

Moreover, u’ = 0 on OF. To obtain the result it remains to show that for u® € Bi(pl*l/ ?) (F)3
with ©° = 0 on OF and for f; € LP(0,T; LY(F))3, system (3.39) admits a unique strong solution
in Wpl,’q2((0, T); F)? with an estimate independent of T'. In order to do this, we are going to apply [12,
Theorem 2.3].

Let us denote by Ly(y, ) the principal symbol of the operator £ defined by (3.12). Then we have

+
Lo(6) = 555 (A% )Tz + 5o (B) @ (B%)

In particular, Lo(-,€) is symmetric and using (3.6) and (1.7), there exists ¢” such that
Lo(y,€)a-a>claf* (yeF.a,  €R? ] =1). (3.40)

This shows condition (E) (ellipticity of the interior symbol) of [12].

Since we are in the case of the Dirichlet boundary conditions, (3.40) yields the Lopatinskii-Shapiro
condition (LS), see for instance, [34, Proposition 6.2.13 and Remark (i), p.270].

Finally, applying again Lemma 3.3 and using that ¢ > 3, we can verify that (SD1) and (SB1) hold
true. We can thus apply [12, Theorem 2.3] and deduce that the system (3.39) admits a unique solution
u € WZ},;?((O, T); F)3. This yields that the system (3.25) admits a unique solution v € Wp17’q2((0, T); F)3.
In order to show that the estimate (3.36) holds with a constant independent of T, we can proceed as
[24, Proposition 2.2].

Step 3: next we prove that the system (3.26) admits a unique strong solution ¥ € Wy ((0,T); F)
and that there exists a constant C' > 0, depending only on the geometry such that

HQ?HWZ};LIQ((O,T);}') < C(HﬂOHBg,(;*l/p)(}—) + ||f3||LP(0,T;Lq(]-')) + ”g|’Fé}qfl/q)/z(O,T;Lq(a}'))

+HQHLp(o,T;Wlfl/q,q(af)))‘ (3.41)

As for the previous step, we are going to apply [12, Theorem 2.3]. The principal symbol associated

. K a0 .
with the operator 9 — _(312/)7050 div (A Vﬁ) is

K
cyp?0Y

and from Lemma 3.3 it satisfies ag(+,&) = ¢! > 0 for ¢ such that |¢| = 1. This shows condition (E)
(ellipticity of the interior symbol) of [12].

Due to Theorem 10.4 in [41, p.145], the above operator is properly elliptic and following Example
11.6 in [41, pp.160-161]), we see that the Lopatinskii-Shapiro condition (LS) holds true.

Finally, applying again Lemma 3.3 and using that ¢ > 3, we can verify that (SD1) and (SB1) hold
true.

Thus all the conditions of [12, Theorem 2.3] are satisfied. Finally, to obtain the estimate (3.41) with
constant independent of 7" we can proceed as [24, Proposition 2.2].

Step 4: it only remains to prove the estimate for p. It follows from v € W,z ((0,T); F)* and
Lemma 3.3 that the system (3.24) admits a unique solution p € WP (0, T; W14(F)) and there exists

aO('af) = AOE&
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a constant C' independent of T" such that

)

ollw e rwrar) < C <||UHWPI;3((0,T) Fp T 12°lwa(r) + HleLp(o,T;WLq(f))) : (3.42)
Combining Step 1 to Step 4, we deduce the result. O

3.3. Proof of Theorem 3.1. Here, we show the local in time existence of solutions for (3.7)-(3.18).
For this, we notice that a solution of (3.7)-(3.17) is a solution of (3.24)—(3.27) such that the source
terms satisfy
[f17f27f3797 h]T - [F17F27F37G7 H]T7
where F, Fy, F3,G and H are given by (3.13)-(3.17). This suggests to prove Theorem 3.1 by showing
that the following mapping admits a fixed point:
ET,R:ls’T,R—>l3T,R7 [fl,fg,fg,g,h]T'—) [F17F27F27G7H]T7 (343)

where
Brr = {[f1,f27f3,97 h' € Rrpg s |f1s fo f3,9,h]" Rppq < R}

(recall that Ry 4 is defined by (3.29)) and where [p, v, 9, n]" is the solution of (3.24)—(3.27) associated
with [f1, fo, f3,9, h]T and with initial conditions [po,vo,ﬁo,n(f,ng]T € I, 4. More precisely, we take R
large enough so that
-
I 1p% 0%, 0%l 9] Ilz,., < R, (3.44)
and we assume (1.11) (3.19), (3.20) and (1.18) so that we can apply Theorem 3.2: the system (3.24)—
(3.27) admits a unique solution (p,v,?,n) € Wr, 4 and

§
lipvonl™| < o(IlP 00 8) gy, 4+ 1 L1 fo f 90 iR, )-

T,p,q
To prove Theorem 3.1, we need to show that, for 7' small enough, the mapping Zr g is well-defined,
that =7, r(Br,r) C Br,r and E7 gr|5; 5 is a strict contraction.
In this proof, we write Cg for any positive constant of the form C(1 + RY) for N € N, with C
a constant that only depends on the geometry and on the physical parameters, and in particular
independent of T'. In particular the above inequality can be written as

||pHW1’P(O,T;W1»f1(}')) + ||UHWP1;§((07T);]:)3 + Hﬂ”wjﬁ(((),T);]-‘) + HUHWPQ;;(((),T);S) < Cg. (3.45)
We are going to use several times that since ¢ > 3, W14(F) is an algebra and Wh4(F) C L*(F). We

1
also have that W'~ a9(9F) c L>(dF).
We also recall the following elementary inequalities:

11 .
Ifleory TP "I fllrory  (f € L7(0,T)) if r>p, (3.46)
1 1 1
1f = fO) ooy < TP | fllwrer (f € WhP(0,T)) if » + o L. (3.47)

In particular, we deduce from (3.45) and the above inequality

1
lp = P°ll Lo rswrary < CRT?, |l oo rwra(ry) < Cr- (3.48)
The above estimate with (3.46) yields
1
lollze o, r w17y < CRT?. (3.49)
Since 2 < p < oo, one has Bg,(plfl/p) (F) < WY4(F). Therefore, using (3.45) and (1.9), we obtain

]l oo 0, ;w1073 + 19| Loo (0,mw 10 (7)) < Chr- (3.50)
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Using (3.47) and (3.18), we deduce successively

1
I X wreorwza): < Cr,  I1X = X oo rm2amys < CRTY, | X || o, rwza(mye < Cre
(3.51)
Since X is a C'-diffeomorphism, we deduce from the above estimates that X is a C'-diffeomorphism
for T small enough. Moreover, by combining the above estimates with Lemma 3.3 and with (3.5), we
also deduce

1
HEX”WLP(O,T;WW(}‘))E’ < Cr, HEX _BOHLOO(O,T;Wl,q(f))Q < CrTY, |’BX"L°@(O,T;W1v‘1(.7-'))9 < Cr,
(3.52)
1
H(SXHWLP(O,T;WLQ(]-')) < Cg, H(SX - 6OHL°°(O,T;W1»‘1(]-')) < CrT7, |’5XHL°°(07T;W1"1(J”)) < Cr,
(3.53)
and in particular, there exists ¢y depending on 7? such that for T' small enough,
0x = co > 0. (3.54)
We thus deduce
1 1 1
: con |-t e <
Ox WLe(0,T;Wha(F)) ox 0 L (0,T;Wha(F)) 0 || oo (0,T;W1a(F))
(3.55)
Using the above estimates and (3.5), we also obtain
1
HAX”WI»P(O,T;WM(JF))Q < Ok, HAX B AOHLOO(O,T;WLQ(]-‘))9 < CrT7, ||AXHL°°(0,T;WL‘1(]:))9 < Ck.
(3.56)

We are now in position to estimate the non linear terms in (3.13)-(3.17). From the above estimates,
we deduce

1
||F1(PaU>19777)|‘Lp(07T;W1,q(f)) + |1 F2(p; v, 9, 77)||Lp(o,T;Lq(f))3 + ||F3(PaUaﬁaW)HLp(o,T;Lq(f)) < CrT'v.
(3.57)
By using the trace theorems, we also have

1
1G(p, v, )l Lo o, 0w 1 1/0a o)) + HH (030,950 | oo, 7500(s)) < CRT™ (3.58)
It only remains to estimate G given by (3.16) in Flg}q_l/q)m (0, T L9(0F)). First, using [12, Proposition
6.4], since ¥ € Wy 2((0,T); F), we have that

Vi, j, @n EF(1 Ya)/2(0,T; LY(9F)), H < Ckg.
dyj ay] F,E}qfl/q)/Q(o,T;Lq(af))

Then we apply the general result [24, Proposition 2.7] with s = (1—%)/27 Uy = Us = LY0F),

1
U, = W' a%(dF). Note that since 2 < p < oo, we have the condition s —I—% < 1. From [24,
Proposition 2.7, we deduce that for some positive constant ¢,

H (AO o AX) \VI B n“Fé}qfl/q)/Q(O T;L9(dF))

< CTO|AY — Ax| < CrT°. (3.59)

W (0,T3W" q(af))zHayJ iFéqul/qw(O,T%Lq(@f))

Combining (3.57), (3.58), (3.59), we deduce
IEr.R(f1, fo, F3.9: Mgy, < CRT? (3.60)
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for some power § > 0. Thus for 7" small enough, Z¢ r(Br,r) C Br,gr.
To show that Zr g Br.p 18 a strict contraction, we proceed similarly: we consider

7 N7 NP by
|: 1(1)7 él)ufél)ag(z)uh(l)} € BT,R’ 1= 172
and we denote by [p(i), ORTION n(i)]T the solution of (3.24)—(3.27) associated with

T T
|:f1 ’f2 7f3 ,g% )} € Rrpq and [Poav(),ﬁoﬂ??»??g] €Ly

We also write

T
[f17f27f3agv ] - |: (1) f2 ) (1)’ ()ah(l)] - |:f1(2) f3 79 h(2):|

T T
[Pa%ﬁﬂ?]T = [p(l)av(l)aﬁ(l)an(l)} - |::0(2)7U(2)719(2)777(2):|

We can apply Theorem 3.2 and deduce that

HPHWLP(O,T;WL‘Z(]-')) + HUHWT},‘(?((O,T);]CP + HﬁHW;;g((o,T);f) + Hﬁ”wg;;((oj);g)

<Ot forforghT| L (361)
RT,p,q
and since the initial conditions of [p, v, ¥, n]T are null, we can apply (3.47):
i
Nl oo 0,710 () < CT? ’[f17f2,f3797h]T : (3.62)
RTp.q

We deduce similarly that

1
IX® = XO| o0 w2y < CT (1, for £3,9 0] 1Ry (3.63)

and we obtain similar estimates for By — By, Axa) — Ax@), dxa) — dx@. Proceeding as above,
we deduce that Fy, Fy, F3, G and H given by (3.13)-(3.17) satisfy

HFl(p(l)v,U(l)vﬁ(l)a 77(1)) - Fl(p(Q)a U(Q)a Q9(2)7 77(2))‘

Lr(0,T;Wha(F))
+ HFQ(/)(I)v U(l)aﬁ(l)an(l)) - FZ(p(2)7 U(2)7 19(2)7 77(2))‘

LP(0,T;La(F))3
n H Fy(pD, oM 9 50y Fg(p@)?v(?)?ﬁ(?)’n(?))‘

L (0T5L4(F))
n Hg(p<1>7v<1)719(1>, 1D = G(p@, v ?, ,9(2)777@))‘

Le(0,T; W=/ 09 F)NESL Y D/ (0,1;L4(0F))

< CRT(;H [f17f27f3797 h]T HRT,p,q
(3.64)

n HH(pu)’v(l)ﬂg(l),n(l)) _ H(p(2>,v(2>’19<2>,,,,(2>)‘

Lr(0,T;L4(S))

for some positive constant J. Thus taking 7" small enough, we deduce that Zr gr|p, , is a strict
contraction and this ends the proof of the theorem. O

4. GLOBAL IN TIME EXISTENCE

In this section we prove Theorem 1.2.
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4.1. Change of variables and Linearization. As in the first part of this work, in order to show
global existence in time we use a change of variables to write the system (1.3)—(1.8) in the fixed spatial
domain F. We consider the same transformation as in Section 3.1, that is X is defined by (3.3). Note
that (1.20) for R small enough yields condition (1.18). However, we modify (3.4) since we linearize

here the system around the constant steady state [ﬁ, 0,7, O]T , with p, 0 € R% :
pt.y) =t X(Ly) —p,  v(ty) =0(t X(Ly)), O(ty) =0t X (t,y)) =0, (4.1)
for (t,y) € (0,7) x F. In particular,
PlLa) =5+ pL,Y (42), (ta) = v(t,Y(La), O(ta)=0+0LY (4a),  (42)

for (t,z) € (0,T) x F(n(t)).
This change of variables transforms (1.3)—(1.8) into the following system for [p,v,9,7] " :

Op + pdive = Fi(p,v,9,n) in (0,00) X F,
0w — idivT(p,v, ¥) = Fy(p,v,9,n) in (0,00) x F (4.3)
p :
oY — RAY = Fs(p,v,9,n) in (0,00) X F,
Oun + A%n — A0 = —T(p,v,9)e3 - e3 + H(p,v,9,n) in (0,00) x S
’UZO OD(O7OO)XFF,
v = Oynes on (0,00) x I'g,
4.4
% = G(p,v,9,m) on (0,00) x OF, (44)
n=Vsm-ng=0 on (0,00) % IS,

0,-)=n% n0,-) =nI in S,
{Z(,-)—Zé n(0,) =3 (4.5)

(0 ) ) 1}(0, ) = ’Uov 79<07 ) =9 in F,
where
T(p,v,9) = 2uDv + (adivv — RoUp — Ropd) I3, (4.6)
K
_ 4
" Cup ( 7)
P’ =70 X0 -7, 0 =700 XY, 90 =190 X0 — 9. (4.8)
The nonlinear terms in (4.3)—(4.5) can be written as
. /1
Fi(p,v,9,n) = —pdive — (p+p) (5—183)( — Ig) : Vo, (4.9)
X

Fy(p,v,0,n) =

=

[ —p(0x — 1)0pw — pdx O + pdiv (Vu(Ax — I3))

+ (M + Oé) div (;{BX(VU)TBX - (VU)T> + RoBXv(pﬁ) + Ro(IBX - Ig)(ﬁVﬁ + 19Vp):| (4.10)

F3(p,v,9,n) = % [—cvéxpﬁtﬁ — cpp(0x — 1)0rd — Ry (pﬁ + pv + gp) (IB%X : Vv)

(

2
trdiv ((AX - Ig)w) + ; By : Vo)? + 6—“ ‘VUIB%)T( +ByVo!
X X

2] . (4.11)

G(p,v,9,m) = (I3 — Ax) VI - n, (4.12)
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1 _
H(p,v,9,1n) = —p {5 (vvlﬂs} +BXWT> [ Yﬂ . 2MD(U)63] €3
X
1
- a(—IB%X — 13) : Vu+ Ropd, (4.13)

0x

where Ax, Bx and dx are defined in (3.5). The hypotheses (1.12)—(1.15) on the initial conditions are

transformed into (3.20)—(3.23) and

P’ e WH(F), minp’ +7p>0,. (4.14)
]_‘

Using the above change of variables, Theorem 1.2 can be reformulated as

Theorem 4.1. Assume (p, q) satisfies (1.11) and assume that p and ¥ are two given positive constants

such that (1.19) holds. Then there exist f > 0 and R > 0 such that, for any [po,vo,ﬁo,n?,ng]—r
satisfying (1.18), (4.14), (3.20)—(3.23) and

1% sy + 1| g2aarm g + 197 s sim ey Wt azsim ) + 13l p2gaim ) < B

the system (4.3)—(4.13) admits a unique strong solution [p,v,?, 77]T in the class of functions satisfying

p € CP([0,00); WH(F)), VpeWzP(0,00;LUF)), hp € LE(0, 00, WHI(F)), (4.15)
9 € CP([0,00); BILTVPN(F)), VI € LE(0,00; WHI(F)), 040 € LE(0,00; LU(F)), (4.16)
v E W;ilﬁ((ov OO);‘F)37 81577 € Wp1:¢]2”8((07 OO);S)’ (417)

n € Cy([0,00); B2 HPA(S)), € LE(0,00, WHI(S)) + L(0, 00; WH(S)). (4.18)

Moreover,

min_p+p>0, ToNTs(n(t) =0 (te€[0,00)),
[0,00)xF

and for all t € [0,00), X(t,-) : F — F(n(t)) is a C*-diffeomorphism.

The proof of Theorem 4.1 relies on the Banach fixed point theorem and on the maximal LP — L4
regularity of a linearized system over the time interval (0,00). In order to introduce the linearized
system associated with (4.3)—(4.13), we introduce the following operator T : Woz’q(S) — W24(9F)3
defined by
n(s)es if y=(s,0) €T,

T ={3"" Gen

We also write n; = n and n2 = 0y and we consider the following system where we have replaced in
(4.3)—(4.8), the nonlinearities F}, Fy, F3, G, H by given source terms f1, fa, f3, g, h:

(4.19)

8tp+ﬁdivv:f1 in (0,00)X.F,
Oyv — idivT(p,v,ﬁ) = fo in (0,00) X F,

P . (4.20)
0y — RAY = f3 in (0,00) X F, )
Ogm —m2 =0 B in (0,00) x F,

Oz + AZm — Az = =T(p,v,0)ez -e3 +h  in (0,00) xS,
v="Tmn on (0,00) x OF,
gz =g n (0,00) x OF, (4.21)

m=Vsm-ng=0 on (0,00) x9S,
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p(0,) =p% 0(0,) =% 9(0,)=9" inZF, '
Our aim is to show that the linearized operator associated to the above linear system is R-sectorial
in a suitable function space.

4.2. The fluid-structure operator. Here we introduce the operator associated to the linear system
(4.20)—(4.22). To this aim, we first define

D(Ay) = {ve W2I(F)* s v=0on 0F}, A, = %A +2 : LY div, (4.23)
and
9
'D(Alg) = {19 € W2’q(f) ; gn =0 on 8]-"} R Alg =RA. (4.24)

From [35, Theorem 1.4], Ay is an isomorphism from D(A,) onto LI(F)3 for any ¢ € (1,00). Using
trace properties, this allows us to introduce the operator

Dy, € LW3'(S); W>4(F)?), (4.25)
where w = D,g is the solution to the system
A - EGdive) =0 in F,
p p (4.26)

w="Tg on OF.

By a standard transposition method, the operator D, can be extended as a bounded operator from
L9(S) to Li(F)3.

Using the above definitions and recalling the definitions (3.34), (3.35) of Ag and Xg, we can write
(4.20)—(4.22) as follows (in the case g = 0):

P P f1 p P’
PR v fo v v
— || =Aps |V | + | f3], 91 (0)= [0, (4.27)
dt 0
m m 0 m m
2 2 h 12 U
where Apg : D(Arps) — X is defined by
X = WY(F) x LUF)? x LUF) x W4(S) x LIU(S), (4.28)

D(Ars) = {[p,v, O, m1, 1] € WHU(F) x W24(F)3 x D(Ag) x D(Ag) ; v — Dyno € D(AV)}, (4.29)

and
AFS = AOFS + BFS’
with ~ -
— . 0
p —pdivv P Rod
v| | A Dup) v =5 Ve RV
Ag= 10| = Ay and Bps [0 =| 7 : (4.30)
m , P n 0
12 —Aum Atz BL ] =T v, 0)es e |

We recall that the definition of a R-sectorial operator is given in Definition 2.2. We now prove the
following theorem :
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Theorem 4.2. Let 1 < q < co. Then there exists v > 0 such that Aps — v is an R-sectorial operator
in X of angle 5 > /2.

Proof. In order to prove the theorem, we first combine [16, Theorem 2.5], [11, Theorem 8.2] and [14
Theorem 5.1]: there exist v > 0 and 8 > /2 such that the operators A, — v, Ay — v and Ag — 7 are
R-sectorial operators of angle (.

Second, standard calculation shows that for A € v 4 g (see (2.2)),

Id —pdiv(Al — A,)~? 0 pdiv Ay(M — Ay) LDy (AT — Ag)™!
—1 -1 -1
AT AC L= |0 AT = Ay) 0 —Ay(M — A)) LD AN — Ag)
( rs) 0 0 A — Ay)~! 0
0 0 0 A — Ag)~?

where l’)vv[m, ng]T = Dyno. Using the properties of R-boundedness recalled in Section 2, we deduce
that A%S — 7 is R-sectorial operator in X of angle 8. Note that in instance, we can write

div Ay(AI — A) " Dy (A — Ag) ™' = — div Dy(AI — Ag) ™! + div(AM — Ay) "' DyAM — Ag)~!

and then use that D, € E(W U8); W24(F)3) N L(LY(S); LI(F)3).
Next, using trace results, for s € (1/¢,1) there exists a constant C' such that

|Besto.v.0.mml ™| <€ (Ielwrage) + IWlwrseagey + 19lieeace)) oo, d,m.m] T € D(As).

Since the embedding W' +4(F) «— W?24(F) is compact for s € (1/g,1), for any ¢ > 0 there exists
C(g) > 0 such that

|Besto.v,dmmal | << || Abslo.v, b moml 7|+ €@ [lo v timonlT| o @8

Finally using Proposition 2.5 we conclude the proof of the theorem. O

4.3. Exponential stability of the fluid-structure semigroup. The aim of this subsection is to
show that the operator Apg generates an analytic semigroup of negative type in the following subspace

of X:

X = {[f1,f27f3,h1,h2]T e X ; /Ff1dy —i—p/shlds:o, /ngdyzo}. (4.32)

We can verify that Ay, is invariant under (etAF s ) £50° Therefore we can consider the restriction of Apg
to the domain D(Apg) N Xy ([39, Definition 2.4.1]). For this operator, we have the following result:

Theorem 4.3. Let 1 < ¢ < oco. The part of Aps in X generates an exponentially stable semigroup

(etAFS)t>O on Xy, : there exists constants C' > 0 and By > 0 such that

Het““” [po,vo,ﬁo,n?,ng]THx < Ce Pt

’[powo,ﬁo,n?,ngf”x, (t=>0), (4.33)

fOT’ all [povvovﬁoan?ﬂng]—r € Xm.
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To show the above theorem, it sufficient to show that C* C p(Arsp(apg)na,)- We thus consider
the following resolvent problem

Ap+pdive = f1 in F,
1 _
A — —divT(p,v,9) = f2 in F,
D
N0 — RAY = f in F,
v="Tn, 0 _ 0 on OF, (4.34)
on
AnL—1n2 = hy in S,
Ang + Agm — Agno = —T(p,v,9)e3 - ez +hy in S,
m=Vsm-ng=mn2=0 on OS.

Remark 4.4. If A = 0, integrating the first and third equation of (4.34) and using the boundary
conditions of v and ¥ we obtain

/fldy +p/h1ds:0 and /fgdy:O.
F S F

Therefore, in order to study exponential stability of the semigroup it is necessary to consider the space
X instead of X.

Proof. Assume A € CT and [f1, fa, f3, h1, ha] T € Xn. We need to show that the system (4.34) admits
a unique solution [p,v,9,n1,m2] " € D(Aps) N Xy together with an estimate

) 7197 ) TH gCH b b 7h7h TH
‘[P v, 9,11, 2] D(Arg) [f1, f2, fa,has ha] 7|

The proof is divided into several parts.
Step 1: Uniqueness. Let us assume that [p,v,9,71,m2]" € D(Apg) N Xy solves the system (4.34)
with [f1, f2, f3, h1, ho] " = 0. We notice that
[p,v,9,m1,m0) T € WYA(F) x W22(F)3 x W22(F) x WH(8) x W22(S). (4.35)

If ¢ > 2 then it is a consequence of Holder’s inequality. Else, 1 < ¢ < 2 and we take \g € p(Apg) to
rewrite (4.34) as

<)‘0 - AFS) [pv v, 197 m, 772]T = (/\0 - A) [pv v, 197 m, 772]T'
Since W24(F) «— L*(F) and W24(S) — L?*(S), we deduce (4.35) from the the invertibility of the
operator (Ao — Apg).

Multiplying (4.34)4 by ¥, we obtain after integration by parts

A/ |9 dy+/<c/ VY2 dy = 0.
F F

Since Re A > 0 and / ¥ dy = 0, we obtain 9 = 0.
f
Next, multiplying (4.34), by v, (4.34); by 12, after integration by parts and taking the real part,

we deduce

ROﬁ(Re)\)/ Ip)? dy+p(Re)\)/ |v|? dy+2u/ |Dvl|? dg/%—a/(divv)2 dy
p F F F F

—f—ReA/ ]172]2 ds-l—Re)\/ \Asm\Q-i-/ |Vs772|2:0-
S S S



25

Since Re A > 0, using (1.7) and using the boundary conditions we obtain v = 1 = 0 and that p is a
constant. Using that [p, v, 9, n1, 7’]2]T € Xy, we deduce that n; solves

Ry9p
A2 + ’;‘p /Smds —0 S,

m = Vs -ng =0 on dS.

(4.36)

Multiplying the first equation of the above system by 7; and integrating by parts, we deduce that
m = 0 and that p = 0.

Step 2. Existence for A = 0. We consider the system (4.34) with A\ = 0. It can be written as
follows

2 = —h1 in S,

—RAY = f3in F, @:00118]:, /ﬁdy:(),
on F

—pAv + RgIVp = pfa + a—;'qul — RgpVY  in F,

o i . i F (4.37)
p
o= —Tht in OF,
Aim = =T(p,v,9)es - e3 — Ashi + hy in S, (4.38)
m = Ve - ng = 0 on JS.
/ pdy +p / mds =0, (4.59)
F S

We can solve the two first equations and obtain the existence and uniqueness of ¥ € W2¢(F) and
N2 € VVO2 1(S) and we have the following estimate

‘|19HW2¢1(]-') <C HfSHLq(f) ’ ”772”W2’<1(S) = HhIHWZq(s) :

Using that [f1, f2, f3, h1, ha] T € X, we can solve (4.37) (see, for instance [36, Proposition 2.3, p.35])
and we obtain the existence and uniqueness of (p,v) € (WH(F)/R) x W24(F)? with the following
estimate

[llwzagry + el < (Il + 12l oy + 1 sllzacr + Iallyzas)) -
Then we decompose p = py, + pavg, With

1 p
avg — T~ dy = —— d
Pave m/fp YA ST

and we can rewrite (4.38) as

Roip
A?nl + ’;‘p /S’Ulds = _T(pmav719)€3 c€3 — Ashl + ho in 87

m = Vs -ng =0 on OS.

(4.40)

Using the Fredholm alternative, the above system admits a unique solution 7; € W44(S) and

Imllwaas) <C H[flafZaf?whl?h?]THX
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1
Step 3. Existence for A € C™, \ # 0. By setting p = X(fl — pdivw), the system (4.34) can be

rewritten as

1 - ~
A — =divTy(v,9) = fo in F,

D
A — RAD = f in F,

oY

v="Tng, e 0 on OF, (4.41)
AN —mn2 =y in S,
Ao 4 A2y — Agip = —T(v,9)ez - e3 +ha  in S,
m=Vsm-ng=n2=0 on 0S.

where

~ 90

Tx(v,9) = 2uD(v) + ((a + RO}\ ,0> dive — Ropﬂ> I,
~ Ro?¥ ~ Ry

fo=fo— ~=Vfi, hy = hy + —— fis.

Ap A

Let us set X = LI(F)3 x LY(F) x Wg’q(S) x L1(S). We define (see (4.23))

Rop?d
D(AV,)\) = D(Av)v Av,)\ = éA + <Oé i— K + 0P ) Vdiv.
p p A
In view of [35, Theorem 1.4] and of the Fredholm theorem, for each A with ReX > 0, A, is an
isomorphism from D(Ay ) onto LI(F)3 for any ¢ € (1,00). Let Dy, € E(W(]Q’q(S), W24(F)3) defined
by Dy g = w, where w is the solution to the problem
Rop?
~BAw - <a+ + 2P
p P A
w="Tg on OF.

> V(divw) =0 in F,

We introduce the unbounded operator Ay : D(Ay) — X defined by
D(A) = {[v, 9,7, 1] € W29(F)* x D(Ay) x D(As) 5 v~ Dy € D(Ay) }

and
v Ay \(v = Dym2) — RoVY
9 Ayt
A =
M m mn
Up) —Agm + Agng — Ty(v,P)es - e3

With the above notations, the system (4.41) can be written as
~ 1T
(AI—A/\)[’U,’ﬁ,nth]T = |:f27f37h17h2] . (442)
Proceeding as in the proof of Theorem 4.2, one can show the existence of A € p(Ay). Using that Aj has

compact resolvent and the Fredholm alternative theorem, the existence and uniqueness of a solution

~ ~T
to the system (4.41) are equivalent. Let us consider a solution of (4.41) with |:f2, f3, h1, hg} =0. As
in Step 1, we can deduce that

[0, 9,1,m2) T € W22(F)? x WH2(F) x WH2(S) x W22(S). (4.43)
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Then ¥ = 0 and multiplying (4.41) by v and by 72, we deduce as in Step 1 that

[Ua 197 m, 772]T =0.
This completes the proof of the proposition. O

4.4. Maximal LP-L? regularity of the linear system. Assume
1 1 1 1 1
p,g€(l,0), —+—#1, —+—#*_—. 4.44
(1,00) PRy PR TR (4.44)
Note that (1.11) implies (4.44). In order to show the maximal LP-L? regularity of the system (4.20)—
(4.22), we first introduce the following decomposition: for any f € L'(F),

= foot favgs  with /F fur dy =0, fuug = |7 /F 1) dy. (4.45)

We use the same decomposition and the same notation for L!'(0F) and L(S).
Let us recall some standard results on the heat equation and on the linearized compressible Navier-
Stokes system:

Lemma 4.5. There exists 1 > 0 such that, for any B € (0,51) and for any 124 € W]i’;ﬂ((o,oo);S)
with

772»T(0? ) =0,
the following linear system
Opt +pdivey =0 in (0,00) X F,
1. = .
Ovy — %dlvT(pT,vT,O) =0 in (0,00) X F, (4.46)
vy = Tt on (0,00) x OF,
pi(0,-) =0, 24(0,-)=0 in F.
admits a unique solution
Pt = Pfm + Ptavgy  Ptm € Wng(Oa O eh WLQ(J’.‘))’ atp‘[,avg € ng(o, 00)7 (447)
vy € W2 5((0,00) x F). (4.48)
Moreover, the following estimate holds
HPTJHHWé’p(O,oo;Wl’q(}')) + ”pTvanHLOO(O,oo) + HatptanHL‘,;(O,oo)
+ ”’UTHW;:;ﬁ((O,OO)X]:) < C HUZ’THW;’?B((O,OO)XS) . (449)
Proof. Let x be the cut-off function defined in (3.38) and we define
wi(t,y1,Y2,93) = X (Y1, Y2, y3)m2.4(t, Y1, y2)es  (t,y) € (0,00) x F.
Let us set ut = vy — w;. Then (p;, ut) solves
Opt +pdivur = fi4 in (0,00) X F,
1
Oyuy — = div T(ps, us,0) = in (0,00) X F,
= 3 (pts ut,0) = fa (0,00) (4.50)
ur =0 on (0,00) x OF,
/01'(07) :07 UT(Ov) =0 in fa

where 1
fig=—pdivw;, fo; = =0 — = divT(0,wy,0).
P
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It

is easy to see that

||f1,T||L§(07OO;W17Q(]-')) + ||f2||L§(0,oo;Lq(f)) <C HnQvTHW;’;’B((O,oo)XS) )

for any 8 > 0. We look for a solution to the system (4.50) of the form p; = pi m +pt ave, Where (o4 m, ut)

t
solves the system (4.50) with f; + replaced by fit m and pt ave = / f1,t,ave(s) ds. By [16, Theorem 2.9],
0

there exists 41 > 0 such that for any 5 € (0, 51), (f1,t,m, f2,) € L’ﬁ’((), oo; WH(F)) x Lg(O, oo; L1(F)),
we have

HpT,mHWBLP(O,OO;WLQ(]-')) + ||”T||W;;jﬁ((o,oo)xf) <C ”flﬂr L (0,00;Wha(F)) + ||f2HLg(0,oo;Lq(F)) :

Combining the above estimates we obtain the conclusion of the lemma. O

re

Combining Step 3 of the proof of Theorem 3.2 and [12, Proposition 6.4], we deduce the following
sult:

Lemma 4.6. Assume 8 > 0. There exists y1 > 0 such that for any

90 € BIUTVP(F),  fs € I5(0, 00; LU(F)),

g € FL /020, 00; LUOF)) N1 L5 (0, 00; WTH99(9F))

pq,

with

0
% =g(0,-) on OF,

the following heat equation

Oy + My — RAYy = f3 in (0,00) x F,

819:1
i 00 F 4.51
o g on (0,00) x OF, (4.51)

94(0,-) = 9° in F.

admits a unique solution Uy € W;’;ﬁ((o, 00); F). Moreover, we have the following estimate

0
Wil oom < O | p2a-m gy + sl g0 ccizacry) + s lg=1mr2(0 ;0o

+HgHL%(O,OO;Wl*l/q,Q(@}')))‘ (4.52)

We consider the subset of initial conditions

T _ _ _ _
Tpg == { [0 00,00 n0,m8] " € WHI(F)x BEU VP (F)Px BIG P (F)x BIGPN(S) < B~ P)(S)
m =V -nsg=0 onS,

1 1
' =Tn) on F and 79 =0o0ndS if 7+2—<1,
p q

1 1 1
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with

.
H (7,22, 9%, i ] HJ = [ lwraey + 1% 20270 (o + 19°] 210
il sggrvms) + I8l sgprmis

We also consider the following subset for the source terms:

;?q,ﬁ = {[f17f27f3,g7E,B]T ) fl € Lg(0,00,Wl’q(F)),fg € Lg(ovoOan(f))37
f3 € L5,(0,00; L(F)), g € Fry 3/ 92(0, 00, LUOF)) 0 L (0, 00, W /29(F)),
he L®(0,00), he L(0,00), he L5(0,00;LY(S)),

8190 1 1 1
with =i -+ —< - 4.54
ith g(0, -) 1 % < 2}, (4.54)

with
1Lf1s fos f3, 95 R B e, | = LF1ll 28 0,00 10y + [LF2ll L 0,002 + 13l 18 0,000 (7))
T HgHF;}qjg/q”?(o,oo;Lq(af))ng(o,oo;Wl—l/q,q(af))
+ 112l 25 0,005z9(5)) + 1Pl Lo (0.00) + 106P 12 (0,00)-

We take = min(fp, f1) > 0 where fy is the constant in Theorem 4.3 and where ; is the constant
in Lemma 4.5. We decompose the solution of the system (4.20)—(4.22) as follows

P=py+potpr, v=v+v, V=V0o++73, m=nmc+ms N2="m20+n24  (4.55)

where 94 is the solution of (4.51) given by Lemma 4.6, where

t t
0(0)i= [ bmlr) pb<t>=|;< [ awen [ ds)+ | sty @56

where [ps, Vo, Vo, M1 05 ng,Q]T is solution of the following system
Otps + pdivue = fim in (0,00) x F,
1

atvo - 5diVT(P<>>'U<>7T9<>) = f2 - ROV7911 in (07 OO) X ]:7

0o — RAYs = 11U 1 in (0,00) X F, (4.57)

O —N2.0 =0 B N in (0,00) X F,

a75772,<> + A?m,o - A5772,<> = _T(Pm Vo, 190)63 ez +h+ Roﬁﬂﬁw in (07 oo) x 8,
Vo = TN2,0 on (0,00) x OF,
o _ 0 on (0,00) x O.F, (4.58)
on

Mo = Ve -ng=0 on (0,00) x9S,

’,71,0(07 ‘) = 77?7 172,0(0’ .) = 778 in 8’ (4 59)
p0(07 ) = pO - pb(o)a 'U<>(07 ) = ’UO, 190(07 ) =0 inZF. '
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and where [p;, v, U+, 71 1, 772’1-]—'— is solution of the following system
Oipy + pdive; =0 in (0,00) X F,
1
(‘9th - ﬁdiVT(pJﬁUT’ﬁT) =0 in (O, OO) X f,
00y — RAD; = 0 in (0,00) x F,  (460)
Ot —m2t =0 B R B in (0,00) X F,
Ot + Aimt — Asnat = —T(pt, v, V4 )es - e3 + b+ Rolp, + Ropd,  in (0,00) x S,
v = Tno on (0,00) x OF,
09
8—; =0 on (0,00) x OF, (4.61)
mys=Vsmyi-ns=0 on (0,00) x9S,
nl,T(O7 .) = 0’ T’Z,T(O’ ‘) = 0 in 87 (4 62)
p+(0,-) =0, w©4(0,:) =0, ¥4(0,:)=0 in F. '

Let us show that the decomposition (4.55) is valid. First, we can check that
B, py € CP([0,00)), Iy, Dipy € LE(0, 00).
Second, for the system (4.57)—(4.59), we note that from (4.32) and (4.53)

~ T
[fl,m, fo — RoVU4, 7191, 0, h + Roﬁ’ﬁu‘g] € L7(0, 005 X)),

.
(0" = £3(0),0, 0,100, 18] € (Xom, D(ARS))1 1

From Theorem 4.2 and Theorem 4.3 we know that Apg + BI is a R-sectorial operator on X, and
generates an analytic exponential stable semigroup on A,. Therefore, by Corollary 2.4, the system
(4.57)—(4.59) admits a unique solution

-
[Po; Vo 19<>7 771,07 772,0] S Lg(ov o3 D(AFS) N Xm) N W[?p(ov Q3 Xm) (463)
Finally, let us consider the system (4.60)—(4.62). Note that ¥+ = 0. Moreover
3tPT atPT 0 3tPT 0
d 875’UT 8,51#[ 0 8,:111 0
e ¢ o ¢ R 0 O 1 0
0o Oma i Oth + Ro9 f1,avg + Ropy1V%,ave Ot 0

Using that (")t?hLRo@ f1avg+RopY194 ave € Lfg(O7 o0), and combining as above Theorem 4.2, Theorem 4.3
and Corollary 2.4, we infer that

T
8tpT, (‘M}T, 8t’l9T, 8751’]1’1[, 8”72’T S Lg (0, Q5 D(.Aps) N Xm) N Wé’p(O, oQ; Xm) (465)

In particular,
Mot € Wit 5((0,00); 8). (4.66)

Then, we use Lemma 4.5 to deduce (py,v;) satisfies (4.47)—(4.48).
Let us also write

P=potptm: P=p+prae V=0o+, V=0, (4.67)

so that
p=p+p IV=09+17. (4.68)
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Gathering the above properties, we have obtained the following theorem:
Theorem 4.7. Assume (4.44). There exists 5 > 0 such that for any
0% 0%, 00 n8) T € Tngy L1, for Faug, B )T € paf B= h+h,
the system (4.20)—(4.22) admits a unique solution satisfying (4.15)—(4.18) and
loll 0 com e + 190l esznrys + 1060l 30 miviacm + ol oy
HFIN e (0,00;820 =177 ) IV 20,0010 F))2 + 106911 22 (0,00519 ()

FN o 00,2210 5 F M2l 2 (0.00:s)

<OL<“[PO,UO,19O,77?,778]T‘ +H[f17f27f3agaﬁah]TH ce ) (469)
Ip.a Rp,q,ﬂ

Moreover, we can decompose the solution as (4.67)-(4.68), with

~ T
5 e WP (0,00 WHI(F)), T € W2, ((0.00): 7). [0] € L¥(0.00)% [07.09] € L5(0.00)°,
(4.70)

and
i

< CL( H[po,vo,ﬂom?mgﬂ

+ H [atﬁa aﬂ/ﬂ !

Phigraseamacn * 7], :
HPHWé P (0,00;WLa( 2 5((0,00),F) L2 (0,00)?

|t fg BT ) @
Ip.a [1 208 ] chxcq,ﬁ> ( )

LZ (0,00)2

4.5. Proof of Theorem 4.1. In this subsection, we prove Theorem 4.1 (or equivalently Theorem 1.2):
we show the existence and uniqueness of global in time solutions for the system (4.3)—(4.13) under a
smallness assumption on the initial data.

Let us assume the hypotheses of Theorem 4.1, with 8 given by Theorem 4.7. Assume

[pov an ’1907 77?: "7(2)]—'— € jp,qa
where 7, ; is defined by (4.53). For R > 0, we define Bp as follows

Br = {[fl,fmfs,g,ﬁaﬁ]T € Rpias s Hfl,f%f&g,ﬁjbr‘ < R}, (4.72)

cc
Rp,q,b‘

where R, 5 is defined by (4.54). By using Lemma 4.6 with f3 = 0 and g = 0, we see that there exists
a constant C' > 0 independent of R such that if

< CR, (4.73)

H[ﬂo,vo,ﬁo,n?,ng]T‘ ,

p,q

then Bp is a nonempty closed subset of the Banach space

Ry = {1 o fo. 0. B BT 5 1 € L5(0,00, WH(F)),  fo € L(0, 005 L(F))P,
f3 € LB (0,00, L(F)), g€ EL 1/ D72(0,00; LYOF)) N L5(0, 00, WV 09(9F)),
heL™(0,00), 8he L5(0,00), he Lg(O,oo;Lq(S))}. (4.74)
We define the map
ER:BR—)BRa [flaf?af&g?Ev/ﬁ]T*—)[F17F2,F37G7ﬁ7ﬁ]—ra (475)
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where [p,v,9,1,9m]" is the solution to the system (4.20)(4.22) associated with [f1, fo, f3,9,h] " and
[P, 00, 9°% 19, n9] T, (see Theorem 4.7), where Fy, Fy, F3 and G are given by (4.9)—(4.12) and where

H=—p [5 (VUIB%X+IB%XVU ) [‘YS”

1
] - 2,UJ]D)(U)€3:| -eg — oz(gIB%X — Ig) : Vo
+ Roﬁ”g—i- Roﬁg—i- Roﬁg, (4.76)
and R
H = Ryp?. (4.77)

In the above definitions, we have used the decomposition of p and ¥ given by (4.67)-(4.68). We can
check that H defined by (4.13) satisfies

H=H+H.

In order to prove Theorem 4.1, it is enough to show that the mapping Zp, is well defined, Z(Br) C Br
and =z, is a strict contraction, for R small enough.

Throughout this subsection, C will be a positive constant depending on p, ¢ and 8 but independent
of R, which may change from line to line. To simplify the computations, we assume that R € (0, 1).

Since 2 < p < 0o and 3 < ¢ < oo, one has (see, for instance [38, (7), p. 196])

2(1-1 1,
B2O-1P)(F) s WHI(F) < L(F).

Therefore, from Theorem 4.7, we obtain

V1l 22 (0,002 191l Lo 0,00m10 (7)) F VIl 12 (0,00;150 (7))
+ ||77”L°°(0,00;W3*‘1(8)) + ||n||L°°(0,oo;C2(§)) < CR (478)
From the definition of X° from (3.2) and from (4.73) we deduce that

IVX® ~ L[| yyoa (0 < CR.

Using the above estimate and the definition of X (see (3.18)) it follows that
IVX ~ Il goesrraeys < VX = Tslypaary + C IV0lgmeiiamy S CR. - (479)

In particular, by choosing R sufficiently small, we have
1

IVX = I3l oo 0,00y x )0 < 5

Thus X is a C'-diffeomorphism for R small enough. Moreover, by combining the above estimates with
(3.5) and using that ;X = v, we also deduce

IBx — Il oo (0,00wra(Fyye < OR, [0Bx|| o0, cowrazye < CR, [ Bxll oo (0,00wra(ryye < O

(4.80)
10x = Ul pooooomraEy < OR, 106x | 1o (0 0owra )y < OB, (16 Lo, 00smra(zy < - (4.81)
Consequently, for R small enough

ox = for all (¢,y) € (0,00) x F. (4.82)

()

N[ =

We thus deduce

< CR,

H <c
LP(0,00;WLa(F)) ox

Lo°(0,00;W L4 (F))
(4.83)

5.

< CR, ’

°0(0,00;W 14 (F))
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Using the above estimates and (3.5), we also obtain

Ax — I3HL°°(O,oo;le<I(_7-"))9 < CR, HAXHLOO(O,OO;WL(J(]-‘))Q <, (4.84)
||atAX||LP(O,oo;W1a‘Z(]:))9 < CR’ ||AX - I3Hcl/P/([O,oo);Wl!‘Z(]:))g < CR (485)

For more details about the proof of the above estimates, we refer to [24, Lemma 3.19].
From (4.12) and (3.23), we notice that

190

G(p,v,9,m) =0 = (Is — AO) vl . n = 8871 on OF. (4.86)

Using the above estimates we deduce that Fy, Fy, F3, G and H, H defined by (4.9)-(4.12) and (4.76)—
(4.77) satisfy the estimate

< CR%. (4.87)

H[FlaFQaF&Gaﬁvﬁ]T‘
Ripva.8

To details on the proof of (4.87) can be found in [24, Proposition 3.20]. This shows that Z(Br) C Br
for R small enough.
To show that Zr|g,, is a strict contraction, we proceed similarly: we consider

[fl(i)vfz(i)jféi) g(i)7}~L(i)77L(i)]T € Bp. i=1.2

and we denote by [p®,v® 9@ 5@ 9,n®]T the solutions to the system (4.20)—(4.20) associated with
[ fi), fz(i), féi),g(i),ﬁ(i),ﬁ(i)r and [p°, 0%, 9%, 79, nS]T (see Theorem 4.7). We can thus define

[ffw7py21§®,gﬁgj§@gjﬂ@}T:ZZEB:({fﬂvén,ﬁgxga%ﬁuxjxm}T>'

We also write
f1, fz,fg,g,ﬁ,ﬁ]T _ [f1(1)7f2(1)7 f§1)7g(1)’ﬁ(1)’ﬁ(1)]T _ [f1(2), f2(2),f§2),g(2),ﬁ(2),ﬁ(2)]T,
[p,v, 9,0 = [pM, oM 9® HO)T — [p2) @) @) p@7T

7,917 = [0 90T — @ 9T, 5T = [p0, 9D - o, 9.
Therefore, from Theorem 4.7, we obtain
191 e 0,005wra (7)) 19l oo 0 00510 ) F IV 10,0052 (7))

1l e o ey + Ml ocicoy < |l fon g, W HT|| (4.89)
P,q,8

and

o9

+Hh@@ﬂT

(] er———| *
Wﬁp(o, sWha(F)) W;:;ﬁ((o,oo);]:) L°°(0,00)2

<c([ifnotoog BT ). (489

Lg (0,00)2

In particular, from (3.18),

[vx® - vx®)| L <C U1 s for g BB (4.90)

Lo (0,00;W L4 (F)) Reys
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By combining the above estimates with (3.5) and with (4.79), we deduce

HBX(l) - IBBX(2) ||Loo((),oo;wl,q(}‘))9 =+ ||atBX(1) - atIB%X@) ”Lp(opo;wl,q(]-‘))%)

+ H(SX(l) - 5X(2) HLOO(Opo;Wl#I(]-')) + Hat(sx(l) - a155)(<2> HLp(opo;Wl,q(f))

1 1 1 1
| —— 1| -0
! <5x<1>> ‘ <5x<2>>

+ HAXU) - AX(Q) HLoo(opo;Wl,q(]:))'a + HatAxm - 8tAX(2) ”Lp(opo;wl,q(]:))g

+
L (0,00;WLa(F))

iy

Oxmy  Oxe LP(0,00;W 14 (F))

+ HatAx(l) - atAx(z) Hc’l/p’([Qoo);Wl,q(]:))Q
<CRH[flvf27f37g771’JE]THRCC . (491)
B

2q,

Using the above estimates we deduce that Fy, Fy, F3,G and H, H defined by (4.9)-(4.12), (4.76),
(4.77) satisfy the estimate

-]

1) 2
+ HF _F ’
(7)) 2 2

et -1

Lg(O,oo;leq LZB)(O,OO;Lq( Lg(O,oo;Lq(]:))

et - S s

e
1 p-1/a)/2 T4 P W1l-1/q,q
N (0,00;L (af))ﬂLB(O,oo,W 9(OF

+ Hﬁf@) - ff@)HLm(o ot Hatfﬂl) - atﬁf@)‘

?(0,00:L9(8))

Lg(O,oo)

<CR “[fl,fQ,f379,h]T“Rcc a (4.92)

2q,

This shows that =, is a strict contraction, for R small enough. This completes the proof of Theo-
rem 4.1 and Theorem 1.2. O
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