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#### Abstract

Multivariate Lagrange and Hermite interpolation are examples of ideal interpolation. More generally an ideal interpolation problem is defined by a set of linear forms, on the polynomial ring, whose kernels intersect into an ideal.

For an ideal interpolation problem with symmetry, we address the simultaneous computation of a symmetry adapted basis of the least interpolation space and the symmetry adapted H -basis of the ideal. Beside its manifest presence in the output, symmetry is exploited computationally at all stages of the algorithm.
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## 1 INTRODUCTION

Preserving and exploiting symmetry in algebraic computations is a challenge that has been addressed within a few topics and, mostly, for specific groups of symmetry; For instance interpolation and symmetric group [23], cubature [4, 14], global optimisation [17, 32], equivariant dynamical systems $[15,20]$ and solving systems of polynomial equations [12, 13, 16, 19, 21, 31, 38]. In [33] we addressed multivariate interpolation and in this article we go further with ideal interpolation. We provide an algorithm to compute simultaneously a symmetry adapted basis of the least interpolation space and a symmetry adapted H -basis of the associated ideal. In addition to being manifest in the output, symmetry is exploited all along the algorithm to reduce the size of the matrices involved, and avoid sizable redundancies. Based on QR-decomposition (as opposed to LU-decomposition previously) the algorithm also lends itself to numerical computations.

Multivariate Lagrange, and Hermite, interpolation are examples of the encompassing notion of ideal interpolation, introduced in [2]. They are defined by linear forms consisting of evaluation at some nodes, and possibly composed with differential operators, without gaps. More generally a space of linear forms $\Lambda$ on the polynomial ring $\mathbb{K}[\mathrm{x}]=\mathbb{K}\left[x_{1}, \ldots, x_{n}\right]$ is an ideal interpolation scheme if

$$
\begin{equation*}
I=\bigcap_{\lambda \in \Lambda} \operatorname{ker} \lambda=\{p \in \mathbb{K}[\mathrm{x}]: \lambda(p)=0, \text { for all } \lambda \text { in } \Lambda\} \tag{1}
\end{equation*}
$$

is an ideal in $\mathbb{K}[\mathrm{x}]$. In the case of Lagrange interpolation, $\mathcal{I}$ is the ideal of the nodes and is thus a radical ideal.

If $\Lambda$ is invariant under the action of a group $G$, then so is $I$. In [33] we addressed the computation of an interpolation space for $\Lambda$ i.e., a subspace of the polynomial ring that has a unique interpolant
for each instantiated interpolation problem, that is both invariant and of minimal degree. An interpolation space for $\Lambda$ identifies with the quotient space $\mathbb{K}[\mathrm{x}] / \mathcal{I}$. Hence a number of operations related to $I$ can already be performed with a basis of an interpolation space for $\Lambda$ : decide of membership to $\mathcal{I}$, determine normal forms of polynomials modulo $I$ and compute matrices of multiplication maps in $\mathbb{K}[\mathrm{x}] / \mathcal{I}$. Yet it has also proved relevant to compute Gröbner bases or H-bases of $\mathcal{I}$.
Initiated in [26], for a set $\Lambda$ of point evaluations, computing a Gröbner basis of $\mathcal{I}$ found applications in the design of experiments [29, 30]. As pointed out in [25], one can furthermore interpret the FGLM algorithm [10] as an instance of this problem. The linear forms are the coefficients, in the normal forms, of the reduced monomials. The alternative approach in [11] can be understood similarly.

The resulting algorithm then pertains to the Berlekamp-MasseySakata algorithm and is related the multivariate version of Prony's problem to compute Gröbner bases, border bases, or H-bases [1, 28, 35, 36]

All ,the above mentioned algorithms and complexity analyses heavily depend on a term order and basis of monomials. These are notoriously not suited for preserving symmetry. Our ambition in this paper is to showcase how symmetry can be embedded in the representation of both the interpolation space and the representation of the ideal. This is a marker for the more canonical representations.

The least interpolation space, defined in [6], and revisited in [33] is a canonically defined interpolation space. It serves here as the canonical representation of the quotient of the polynomial algebra by the ideal. It has great properties, even beyond symmetry, that cannot be achieved by a space spanned by monomials. In [33] we freed the computation of the least interpolation space from its reliance on the monomial basis by introducing dual bases. We pursue this approach here for the representation of the ideal by H bases [24, 27]. Where Gröbner bases single out leading terms with a term order, H -bases work with leading forms and the orthogonality with respect to the apolar product. The least interpolation space then reveals itself as the orthogonal complement of the ideal of leading forms.

As a result, computing a H -basis of the interpolation ideal is achieved with linear algebra in subspaces of homogeneous polynomials of growing degrees. Yet we shall first redefine the concepts at play in an intrinsic manner, contrary to the computation centered approach in [27, 34]. The precise algorithm we shall offer to compute H -bases somehow fits in the loose sketch proposed in [5]. Yet we are now in a position to incorporate symmetry in a natural way, refining the algorithm to exploit it; A totally original contribution.

Symmetry is preserved and exploited thanks to the block diagonal structure of the matrices at play in the algorithms. This block
diagonalisation, with predicted repetitions in the blocks, happens when the underlying maps are discovered to be equivariant and expressed in the related symmetry adapted bases. The case of the Vandermonde matrix was settled in [33]. In this paper, we also need the matrix of the prolongation map, knowned in the monomial basis as the Macaulay matrix. Figuring out the equivariance of this map is one of the original key results of this paper.

The paper is organized as follows. In Section 2 we define ideal interpolation and explain the identification of an interpolation space with the quotient algebra. In Section 3 we review H -bases and discuss how they can be computed in the ideal interpolation setting. In Section 4 we provide an algorithm to compute simultaneously a basis of the least interpolation space and an orthogonal H -basis of the ideal. In Section 5 we show how the Macaulay matrix can be block diagonalized in the presence of symmetry. This is then applied in Section 6 to obtain an algorithm to compute simultaneously a symmetry adapted basis of the least interpolation space and a symmetry adapted H -basis of the ideal. All along the paper, the definitions and notations comply with those in [33].

## 2 IDEAL INTERPOLATION

In this section, we consider the ideal interpolation problem and explain the identification of an interpolation space with the quotient algebra. We recall that the least interpolation space is the orthogonal complement of the ideal of the leading forms, $I^{0}$.
$\mathbb{K}$ denotes either $\mathbb{C}$ or $\mathbb{R} . \mathbb{K}[\mathrm{x}]=\mathbb{K}\left[x_{1}, \ldots, x_{n}\right]$ denotes the ring of polynomials in the variables $x_{1}, \ldots, x_{n}$ with coefficients in $\mathbb{K}$; $\mathbb{K}[\mathrm{x}]_{\leq d}$ and $\mathbb{K}[\mathrm{x}]_{d}$ the $\mathbb{K}$-vector spaces of polynomials of degree at most $d$ and the space of homogeneous polynomials of degree $d$ respectively. The dual of $\mathbb{K}[\mathrm{x}]$, the set of $\mathbb{K}$-linear forms on $\mathbb{K}[\mathrm{x}]$, is denoted by $\mathbb{K}[\mathrm{x}]^{*}$. A typical example of a linear form on $\mathbb{K}[\mathrm{x}]$ is the evaluation $e_{\xi}$ at a point $\xi$ of $\mathbb{K}^{n}: e_{\xi}(p)=p(\xi)$.
$\mathbb{K}[\mathrm{x}]^{*}$ can be identified with the ring of formal power series $\mathbb{K}[[\partial]]=\mathbb{K}\left[\left[\partial_{1}, \ldots, \partial_{r}\right]\right]$, with the understanding that $\partial^{\beta}\left(x^{\alpha}\right)=\alpha!$ or 0 according to whether $\alpha=\beta$ or not. Concomitantly $\mathbb{K}[\mathrm{x}]$ is equipped with the apolar product that is defined, for $p=\sum_{\alpha} p_{\alpha} x^{\alpha}$ and $q=\sum_{\alpha} q_{\alpha} x^{\alpha}$, by $\langle p, q\rangle:=\bar{p}(\partial) q=\sum_{\alpha} \alpha!\bar{p}_{\alpha} q_{\alpha} \in \mathbb{K}$.

If $\mathcal{P}$ is a (homogeneous) basis of $\mathbb{K}[\mathrm{x}]$ we denote $\mathcal{P}^{\dagger}$ its dual with respect to this scalar product. For $\lambda \in \mathbb{K}[\mathrm{x}]^{*}$ we can write $\lambda=\sum_{p \in \mathcal{P}} \lambda(p) p^{\dagger}(\partial)$.

An interpolation problem is a pair $(\Lambda, \phi)$ where $\Lambda$ is a finite dimensional linear subspace of $\mathbb{K}[\mathrm{x}]^{*}$ and $\phi: \Lambda \longrightarrow \mathbb{K}$ is a $\mathbb{K}$-linear map. An interpolant, i.e., a solution to the interpolation problem, is a polynomial $p$ such that $\lambda(p)=\phi(\lambda)$ for any $\lambda \in \Lambda$. An interpolation space for $\Lambda$ is a polynomial subspace $P$ of $\mathbb{K}[\mathrm{x}]$ such that there is a unique interpolant for any map $\phi$.

The least interpolation space $\Lambda_{\downarrow}$ was introduced in [7], and revisited in [33]. The least term $\lambda_{\downarrow} \in \mathbb{K}[\mathrm{x}]$ of a power series $\lambda \in \mathbb{K}[[\partial]]$ is the unique homogeneous polynomial for which $\lambda-\lambda_{\downarrow}(\partial)$ vanishes to highest possible order at the origin. Given a linear space of linear forms $\Lambda$, we define $\Lambda_{\downarrow}$ as the linear span of all $\lambda_{\downarrow}$ with $\lambda \in \Lambda$.

If $\mathcal{L}=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{r}\right\}$ is a basis of $\Lambda$ and $\mathcal{P}=\left\{p_{1}, p_{2}, \ldots, p_{r}\right\} \subset$ $\mathbb{K}[\mathrm{x}]$, then $\mathcal{P}$ is a basis for an interpolation space of $\Lambda$ if and only if the Vandermonde matrix

$$
\begin{equation*}
\mathrm{W}_{\mathcal{L}}^{\mathcal{P}}:=\left[\lambda_{i}\left(p_{j}\right)\right]_{\substack{1 \leq i \leq r \\ 1 \leq j \leq r}} \tag{2}
\end{equation*}
$$

is invertible. This latter is to be interpreted as the matrix in the bases $\mathcal{P}$ and the dual of $\mathcal{L}$ of the restriction of the Vandermonde operator $w: \mathbb{K}[\mathrm{x}] \rightarrow \Lambda^{*}$ such that $w(p)(\lambda)=\lambda(p)$. This is the adjoint of embedding $\Lambda \hookrightarrow \mathbb{K}[\mathrm{x}]^{*}$ and hence is surjective.

All along this paper we shall assume that

$$
\mathcal{I}=\operatorname{ker} w=\cap_{\lambda \in \Lambda} \operatorname{ker} \lambda
$$

is an ideal. When for instance $\Lambda=\left\langle e_{\xi_{1}}, \ldots, e_{\xi_{r}}\right\rangle_{K}$ then $I$ is the ideal of the points $\left\{\xi_{1}, \ldots, \xi_{r}\right\} \subset \mathbb{K}[\mathrm{x}]$. One sees in general that $\operatorname{dim} \mathbb{K}[\mathrm{x}] / \mathcal{I}=\operatorname{dim} \Lambda^{*}=\operatorname{dim} \Lambda=: r$.

With $Q=\left\{q_{1}, \ldots, q_{r}\right\} \subset \mathbb{K}[\mathrm{x}]$, we can identify $\mathbb{K}[\mathrm{x}] / I$ with $\langle Q\rangle_{\mathbb{R}}$ if $\langle Q\rangle_{\mathbb{K}} \oplus I=\mathbb{K}[\mathrm{x}]$. With a slight shortcut, we say that $Q$ is a basis for $\mathbb{K}[\mathrm{x}] / \mathcal{I}$.

Proposition 2.1. $Q=\left\{q_{1}, \ldots, q_{r}\right\} \subset \mathbb{K}[\mathrm{x}]$ spans an interpolation space for $\Lambda$ iff it is a basis for the quotient $\mathbb{K}[\mathrm{x}] / \mathcal{I}$.
Proof. If $Q=\left\{q_{1}, \ldots, q_{r}\right\}$ is a basis of $\mathbb{K}[\mathrm{x}] / \mathcal{I}$ then for any $p \in \mathbb{K}[\mathrm{x}]$ there is a $q \in\left\langle q_{1}, \ldots, q_{r}\right\rangle_{\mathbb{K}}$ such that $p \equiv q \bmod I$. Hence $\lambda(p)=\lambda(q)$ for any $\lambda \in \Lambda$ and thus $\langle Q\rangle_{\mathbb{K}}$ is an interpolation space for $\Lambda$. Conversely if $\left\langle q_{1}, \ldots, q_{r}\right\rangle_{\mathbb{K}}$ is an interpolation space for $\Lambda$ then $\left\{q_{1}, \ldots, q_{r}\right\}$ are linearly independent modulo $I$ and therefore a basis for $\mathbb{K}[\mathrm{x}] / I$. Indeed if $q=a_{1} q_{1}+\ldots+a_{r} q_{r} \in \mathcal{I}$ then any interpolation problem has multiple solutions in $\langle Q\rangle_{\mathbb{K}}$, i.e, if $p$ is the solution of $(\Lambda, \phi)$ so is $p+q$, contradicting the interpolation uniqueness on $\langle Q\rangle_{\mathbb{R}}$.

For $p \in \mathbb{K}[\mathrm{x}]$ we can find its natural projection on $\mathbb{K}[\mathrm{x}] / \mathcal{I}$ by taking the unique $q \in\langle Q\rangle_{\mathbb{K}}$ that satisfies $\lambda(q)=\lambda(p)$ for all $\lambda \in \Lambda$. From a computational point of view, $q$ is obtained by solving the Vandermonde system, i.e.,
$q=\left(q_{1}, \ldots, q_{r}\right)\left(\mathrm{W}_{\mathcal{L}}^{Q}\right)^{-1}\left(\begin{array}{c}\lambda_{1}(p) \\ \vdots \\ \lambda_{r}(p)\end{array}\right)$ with $\mathcal{L}=\left\{\lambda_{1}, \ldots, \lambda_{r}\right\}$ a basis of $\Lambda$.
Similarly, the matrix of the multiplication map, in the basis $Q$, is

$$
\begin{array}{ccc}
\mathrm{m}_{p}: & \mathbb{K}[\mathrm{x}] / \mathcal{I} & \rightarrow \\
\mathbb{K}[\mathrm{x}] / \mathcal{I}, \\
{[q]} & \mapsto & {[p q]}
\end{array}
$$

is obtained as $\left[\mathrm{m}_{p}\right]_{Q}=\left(\mathrm{W}_{\mathcal{L}}^{Q}\right)^{-1} \mathrm{~W}_{\mathcal{L} \circ m_{p}}^{Q}$ where $\mathcal{L} \circ m_{p}=\left\{\lambda_{1} \circ\right.$ $\left.m_{p}, \ldots, \lambda_{r} \circ m_{p}\right\}$.

When working with Gröbner bases, one fixes a term order and focuses on leading terms of polynomials and the initial ideal of $\mathcal{I}$. The basis of choice for $\mathbb{K}[\mathrm{x}] / \mathcal{I}$ consists of the monomials that do not belong to the initial ideal. An H -basis of $I$ is somehow the complement of the least interpolation space $\Lambda_{\downarrow}$ and hence can be made to reflect the possible invariance of $\Lambda$ and $I$. Instead of leading terms, the focus is then on the leading homogeneous forms.

Hereafter we denote by $p^{0}$ the leading homogeneous form of $p$, i.e., the unique homogeneous polynomial such that $\operatorname{deg}\left(p-p^{0}\right)<$ $\operatorname{deg}(p)$. Given a set of polynomials $P$ we denote $P^{0}=\left\{p^{0} \mid p \in P\right\}$.

Proposition 2.2. Let $Q$ be an interpolation space of minimal degree for $\Lambda$. Then $Q \oplus I^{0}=\mathbb{K}[\mathrm{x}]$.

Proof. We proceed by induction on the degree, i.e, we assume that any polynomial $p$ in $\mathbb{K}[\mathrm{x}]_{\leq d}$ can be written as $p=q+l$ where $q \in Q$ and $l \in I^{0}$. Note that the hypothesis holds trivially when $d$ is equal to zero.

Now let $p \in \mathbb{K}[\mathrm{x}]_{\leq d+1}$. Since $\mathbb{K}[\mathrm{x}]=\langle Q\rangle_{\mathbb{K}} \oplus I$ there exists $q \in Q$ and $l \in I$ such that $p=q+l$. Since $Q$ is of minimal degree, $q$ and $l$ are in $\mathbb{K}[\mathrm{x}]_{\leq d+1}$. Writing $l=l^{0}+l_{1}$ he have $p=q+l^{0}+l_{1}$ with $l_{1} \in \mathbb{K}[\mathrm{x}]_{\leq d}$ then by induction $l_{1}=q_{1}+l_{2}$ with $q_{1} \in Q$ and $l_{2} \in I^{0}$ and therefore $p=q+q_{1}+l^{0}+l_{2} \in Q \oplus I^{0}$.

As a consequence we retrieve the result of [7, Theorem 4.8].
Corollary 2.3. Considering orthogonality with respect to the apolar product it holds that $\Lambda_{\downarrow} \stackrel{\perp}{\oplus} I^{0}=\mathbb{K}[\mathrm{x}]$.

Proof. Follows from the fact that $\lambda(p)=0 \Rightarrow\left\langle\lambda_{\downarrow}, p^{0}\right\rangle=0$.

## 3 H-BASES

H -bases were introduced by [24]. The use of H -basis in interpolation has been further studied in [27, 34]. In this section we review the definitions and present the sketch of an algorithm to compute the H -basis of $\mathcal{I}=\bigcap_{\lambda \in \Lambda} \operatorname{ker} \lambda$.

Definition 3.1. A finite set $\mathcal{H}:=\left\{h_{1}, \ldots, h_{m}\right\} \subset \mathbb{K}[\mathrm{x}]$ is an H -basis of the ideal $I:=\left\langle h_{1}, \ldots, h_{m}\right\rangle$ if, for all $p \in I$ there are $g_{1}, \ldots g_{m}$ such that,

$$
p=\sum_{i=1}^{m} h_{i} g_{i} \text { and } \operatorname{deg}\left(h_{i}\right)+\operatorname{deg}\left(g_{i}\right) \leq \operatorname{deg}(p), i=1, \ldots, m .
$$

Theorem 3.2. [27] Let $\mathcal{H}:=\left\{h_{1}, \ldots, h_{m}\right\}$ and $\mathcal{I}:=\langle\mathcal{H}\rangle$. Then the following conditions are equivalent:
(1) $\mathcal{H}$ is an $H$-basis of $\mathcal{I}$.
(2) $I^{0}:=\left\langle\left\{h^{0} \mid h \in \mathcal{I}\right\}\right\rangle=\left\langle h_{1}^{0}, \ldots, h_{m}^{0}\right\rangle$.

Hilbert Basis Theorem says that $I^{0}$ has a finite basis, hence any ideal in $\mathbb{K}[\mathrm{x}]$ has a finite H -basis. We shall now introduce the concepts of minimal, orthogonal and reduced H -basis. The notion of orthogonality is considered w.r.t the apolar product. Our definitions somewhat differ from [27] as we dissociate them from the computational aspect. We need to introduce first the following vector space of homogeneous polynomials.

Definition 3.3. Given a set $\mathcal{H}=\left\{h_{1}, \ldots, h_{m}\right\}$ of homogeneous polynomials in $\mathbb{K}[\mathrm{x}]$ and a degree $d$, we define the subspace $\mathrm{V}_{d}(\mathcal{H})$ as

$$
\mathrm{V}_{\boldsymbol{d}}(\mathcal{H})=\left\{\sum_{i=1}^{s} g_{i} h_{i} \mid g_{i} \in \mathbb{K}[\mathrm{x}]_{d-\operatorname{deg}\left(\boldsymbol{h}_{i}\right)}\right\} \subset \mathbb{K}[\mathrm{x}]_{d} .
$$

$\mathrm{V}_{d}(\mathcal{H})$ is the image of the linear map $\psi_{d}$ :

$$
\begin{aligned}
\psi_{d, h}: \mathbb{K}[\mathrm{x}]_{d-d_{1}} \times \ldots \times \mathbb{K}[\mathrm{x}]_{d-d_{m}} & \rightarrow \mathbb{K}[\mathrm{x}]_{d} \\
\left(g_{1}, \ldots, g_{m}\right) & \rightarrow \sum_{i=1}^{m} g_{i} h_{i}
\end{aligned}
$$

We denote by $\mathrm{M}_{\mathcal{M}_{d}, \mathcal{P}_{d}}(\mathcal{H})$ the matrix of $\psi_{d}$ in the bases $\mathcal{M}_{d}$ and $\mathcal{P}_{d}$ of $\mathbb{K}[\mathrm{x}]_{d-d_{1}} \times \ldots \times \mathbb{K}[\mathrm{x}]_{d-d_{m}}$ and $\mathbb{K}[\mathrm{x}]_{d}$ respectively. It is referred to as the Macaulay matrix for $\mathcal{H}$. We can write $\mathrm{V}_{d}(\mathcal{H})$ as

$$
\mathrm{V}_{d}(\mathcal{H})=\left\{\sum_{i=0}^{\left|\mathcal{P}_{d}\right|} a_{i} p_{i} \mid\left(a_{1}, \ldots, a_{\left|\boldsymbol{P}_{d}\right|}\right) \in \mathcal{R}\left(\mathrm{M}_{\mathcal{M}_{d}, \mathcal{P}_{d}}(\mathcal{H})\right)\right\},
$$

where $\mathcal{R}\left(\mathrm{M}_{\mathcal{M}_{d}, \mathcal{P}_{d}}(\mathcal{H})\right)$ denotes the column space of $\mathrm{M}_{\mathcal{M}_{d}, \mathcal{P}_{d}}(\mathcal{H})$.

We shall use the notation $P_{d}^{0}$ for the set of the degree $d$ elements of $P^{0}$. In other words $P_{d}^{0}=P^{0} \cap \mathbb{K}[\mathrm{x}]_{d}$.

Definition 3.4. We say that an H -basis $\mathcal{H}$ is minimal if, for any $d \in \mathbb{N}, \mathcal{H}_{d}^{0}$ is linearly independent and

$$
\begin{equation*}
V_{d}\left(I_{d-1}^{0}\right) \oplus\left\langle\mathcal{H}_{d}^{0}\right\rangle_{\mathbb{K}}=I_{d}^{0} . \tag{3}
\end{equation*}
$$

Furthermore $\mathcal{H}$ is said to be orthogonal if $\left\langle\mathcal{H}_{d}^{0}\right\rangle_{\mathbb{K}}$ is the orthogonal complement of $V_{d}\left(I_{d-1}^{0}\right)$ in $I_{d}^{0}$.

Note that if $h_{i}$ and $h_{j}$ are two elements with $\operatorname{deg} h_{i}>\operatorname{deg} h_{j}$ of an orthogonal H -basis we have

$$
\left\langle h_{i}^{0}, p h_{j}^{0}\right\rangle=0 \text { for all } p \in \mathbb{K}[\mathrm{x}]_{\operatorname{deg}} h_{i}-\operatorname{deg} h_{j} .
$$

Definition 3.5. Let $\mathcal{H}=\left\{h_{1}, \ldots, h_{m}\right\}$ be an orthogonal H-basis of an ideal $I$. The reduced H -basis of $\mathcal{H}$ is defined by

$$
\begin{equation*}
\widetilde{\mathcal{H}}=\left\{h_{1}^{0}-\widetilde{h_{1}^{0}}, \ldots, h_{m}^{0}-\widetilde{h_{m}^{0}}\right\} \tag{4}
\end{equation*}
$$

where, for $p \in \mathbb{K}[x], \tilde{p}$ is the projection of $p$ on the orthogonal complement of $I^{0}$ parallel to $I$.
[27, Lemma 6.2] show how $\tilde{p}$ can be computed given $\mathcal{H}$.
Schematic computation of $H$-bases. In the next section we elaborate on an algorithm to compute concomitantly the least interpolation space and an H -basis for the ideal associated to a set of linear forms $\Lambda$. As a way of introduction we reproduce the sketch of an algorithm as proposed by [5] to compute an H -basis until degree $D$. It is based on the asumption that we have access to a basis of $\mathcal{I}_{d}:=\mathcal{I} \cap \mathbb{K}[\mathrm{x}]_{\leq d}$ for any $d$.

```
Algorithm 1 [5] H-basis construction
Input: - a degree \(D\).
        - basis for \(I_{d}\) for \(1 \leq d \leq D\).
Output :- an H-basis until degree \(D\)
    \(\mathcal{H} \leftarrow\} ;\)
    for \(d=0\) to \(D\) do
        \(C_{d} \leftarrow\) a basis of \(\mathrm{V}_{d}\left(\mathcal{H}^{0}\right)\);
        \(\mathcal{B}_{d} \leftarrow\) a basis for the complement of \(\mathrm{V}_{d}(\mathcal{H})\) in \(I_{d}^{0}\);
        \(\widehat{\mathcal{B}}_{d} \leftarrow\) projection of \(\mathcal{B}_{d}\) in \(I_{d}\)
        \(\mathcal{H} \leftarrow \mathcal{H} \cup \widehat{\mathcal{B}}_{d} ;\)
    return \(\mathcal{H}\);
```

The correctness of Algorithm 1 is shown by induction. Assume that $\mathcal{H}_{d-1}$ consists of the polynomials in an H -basis of $\mathcal{I}$ up to degree $d-1$. Consider $p \in I$ with $\operatorname{deg}(p)=d$. By Step 4 in Algorithm 1 we have

$$
\begin{equation*}
p^{0}=\sum_{h_{i} \in \mathcal{H}} h_{i}^{0} g_{i}+\sum_{b_{i} \in \mathcal{B}_{d}} a_{i} b_{i} \tag{5}
\end{equation*}
$$

with $g_{i} \in \mathbb{K}[\mathrm{x}]_{d-\operatorname{deg}\left(h_{i}\right)}$ and $a_{i} \in \mathbb{K}$. From (5) we have that $p \in I$ and $\sum_{h_{i} \in \mathcal{H}} h_{i} g_{i}+\sum_{b_{i} \in \mathcal{B}_{d+1}} a_{i} \hat{b}_{i} \in I$ have the same leading form. Thus

$$
p-\sum_{h_{i} \in \mathcal{H}_{d-1}} h_{i} g_{i}-\sum_{b_{i} \in \mathcal{B}_{d}} a_{i} \hat{b}_{i} \in I_{d-1}
$$

therefore using the induction hypothesis we get that

$$
p=\sum_{h_{i} \in \mathcal{H}_{d-1}} h_{i} g_{i}+\sum_{b_{i} \in \mathcal{B}_{d+1}} a_{i} \hat{b}_{i}+\sum_{h_{i} \in \mathcal{H}_{d-1}} h_{i} q_{i}
$$

with $q_{i} \in \mathbb{K}[\mathrm{x}]_{\leq d-1-\operatorname{deg}\left(h_{i}\right)}$ and therefore $\mathcal{H}$ is an H -basis.
Algorithm 1 can be applied in the ideal interpolation scheme. In this setting a basis of $I_{d}$ can be computed for any $d$ using Linear Algebra techniques due to the following relation.
$I_{d}=\left\{\sum_{i=1}^{\left|\mathcal{P}_{\leq d}\right|} a_{i} p_{i} \mid\left(a_{1}, \ldots, a_{\left|\mathcal{P}_{\leq d}\right|}\right)^{t} \in \operatorname{ker}\left(\mathrm{~W}_{\mathcal{L}}^{\mathcal{P}_{\leq d}}\right)\right.$ and $\left.p_{i} \in \mathcal{P}_{\leq d}\right\}$, for any basis $\mathcal{P}_{\leq d}$ of $\mathbb{K}[\mathrm{x}]_{\leq d}$.

In the next section we will give an efficient and detailed version of Algorithm 1 in the ideal interpolation case. We will integrate the computations of an H-basis for $I=\cap_{\lambda \in \Lambda}$ ker $\lambda$ and a basis for $\Lambda_{\downarrow}$.

When the ideal is given by a set of generators it is also possible to compute an H -basis with linear algebra if you know a bound on the degree of the syzygies of the generators. A numerical approach, using singular value decomposition, was introduced in [22]. Alternatively an extension of Buchberger's algorithm is presented in [27]. It relies, at each step, on the computation of a basis for the module of syzygies of a set of homogeneous polynomials.

## 4 SIMULTANEOUS COMPUTATION OF THE H-BASIS AND LEAST INTERPOLATION SPACE

In this section we present an algorithm to compute both a (orthogonal) basis of $\Lambda_{\downarrow}$ and an orthogonal H -basis $\mathcal{H}$ of the ideal $I=\cap_{\lambda \in \Lambda}$ ker $\lambda$. We proceed degree by degree. At each iteration of the algorithm we compute a basis of $\Lambda_{\downarrow} \cap \mathbb{K}[\mathrm{x}]_{d}$ and the set $\mathcal{H}_{d}^{0}=\mathcal{H}^{0} \cap \mathbb{K}[\mathrm{x}]_{d}$. Recall from Corollary 2.3, Theorem 3.2, and Definition 3.4 that
$\mathbb{K}[\mathrm{x}]=\Lambda_{\downarrow} \stackrel{\perp}{\oplus} I^{0}, \quad I^{0}=\left\langle\mathcal{H}^{0}\right\rangle$, and $\quad I_{d}^{0}=V_{d}\left(I_{d-1}^{0}\right) \oplus\left\langle\mathcal{H}_{d}^{0}\right\rangle_{\mathbb{K}}$.
$I$ is the kernel of the Vandermonde operator while $\Lambda_{\downarrow}$ can be inferred from a rank revealing form of the Vandermonde matrix. With orthogonality prevailing in the objects we compute it is natural that the QR -decomposition plays a central role in our algorithm.

For a $m \times n$ matrix M , the QR -decomposition is $\mathrm{M}=\mathrm{QR}$ where Q is a $m \times m$ orthogonal matrix and R is a $m \times n$ upper triangular matrix. If $r$ is the rank of $M$ the first $r$ columns of Q form an orthogonal basis of the column space of $M$ and the remaining $m-r$ columns of $Q$ form an orthogonal basis of the kernel of $M^{T}$ [18, Theorem 5.2.1]. We thus often denote the QR-decomposition of a matrix $M$ as

$$
\left[\begin{array}{l|l}
Q_{1} & Q_{2}
\end{array}\right] \cdot\left[\begin{array}{c}
R \\
0
\end{array}\right]=M
$$

where $\mathrm{Q}_{1} \in \mathbb{K}^{m \times r}, \mathrm{Q}_{2} \in \mathbb{K}^{m \times(m-r)}$ and $\mathrm{R} \in \mathbb{K}^{r \times n}$. Algorithms to compute the QR-decomposition can be found for instance in [18].

In the Lagrange interpolation case, Fassino and Möller [8] already used the QR -decomposition to propose a variant of the BMalgorithm [26] so as to compute a monomial basis of an interpolation space, the complement of the initial ideal for a chosen term order. They furthermore study the gain in numerical stability for perturbed data. We shall use QR-decomposition to further obtain a homogeneous basis of $\Lambda_{\downarrow}$ and an orthogonal H-basis of the ideal.

Due to Corollary 2.3 the reduction $\tilde{p}$ of $p$ that appeared in Definition 3.5 is the unique interpolant of $p$ in $\Lambda_{\downarrow}$.

Definition 4.1. Given a space of linear forms $\Lambda$, we denote by $\Lambda_{\geq d}$ the subspace of $\Lambda$ given by

$$
\Lambda_{\geq d}=\left\{\lambda \in \Lambda \mid \lambda_{\downarrow} \in \mathbb{K}[\mathrm{x}]_{\geqslant d}\right\} \cup\{0\} .
$$

Hereafter we organize the elements of the bases of $\mathbb{K}[\mathrm{x}], \Lambda$, or their subspaces, as row vectors. In particular $\mathcal{P}$ and $\mathcal{P}^{\dagger}$ are dual homogeneous bases for $\mathbb{K}[\mathrm{x}]$ according to the apolar product. Their degree part $\mathcal{P}_{d}$ and $\mathcal{P}_{d}^{\dagger}$ are dual bases of $\mathbb{K}[\mathrm{x}]_{d}$.

A basis $\mathcal{L}_{\geq d}$ of $\Lambda_{\geq d}$ can be computed inductively thanks to the following observation.

Proposition 4.2. Assume $\mathcal{L}_{\geq d}$ is a basis of $\Lambda_{\geq d}$. Consider the QR-decomposition

$$
\mathrm{W}_{\mathcal{L}_{\geq d}}^{\mathcal{p}_{d}}=\left[\begin{array}{l|l}
\mathrm{Q}_{1} & \mathrm{Q}_{2}
\end{array}\right] \cdot\left[\begin{array}{c}
\mathrm{R}_{d} \\
0
\end{array}\right]
$$

and the related change of basis $\left[\mathcal{L}_{d} \mid \mathcal{L}_{\geq d+1}\right]=\mathcal{L}_{\geq d} \cdot\left[\mathrm{Q}_{1} \mid \mathrm{Q}_{2}\right]$. Then

- $\mathcal{L}_{\geq d+1}$ is a basis of $\Lambda_{\geq d+1}$;
- $\mathrm{R}_{d}=\mathrm{W}_{\mathcal{L}_{d}}^{\mathcal{P}_{d}}$ has full row rank;
- The components of $\mathcal{L}_{d \downarrow}=\mathcal{P}_{d}^{\dagger} \cdot R_{d}^{T}$ form a basis of $\Lambda_{\downarrow} \cap \mathbb{K}[\mathrm{x}]_{d}$.

We shall furthermore denote by $\mathcal{L}_{\leq d}=\bigcup_{i=0}^{d} \mathcal{L}_{i}$ the thus constructed basis of a complement of $\Lambda_{\geq d+1}$ in $\Lambda$.

Proof. It all follows from the fact that a change of basis $\mathcal{L}^{\prime}=$ $\mathcal{L} Q$ of $\Lambda$ implies that $W_{\mathcal{L}^{\prime}}^{\mathcal{P}}=Q^{T} W_{\mathcal{L}}^{\mathcal{P}}$. In the present case $Q=$ [ $\left.\mathrm{Q}_{1} \mid \mathrm{Q}_{2}\right]$ is orthogonal and hence $Q^{T}=Q^{-1}$.

The last point simply follows from the fact that, for $\lambda \in \Lambda$, $\lambda=\sum_{p \in \mathcal{P}} \lambda(p) p^{\dagger}(\partial)$. Hence if $T=\mathrm{W}_{\mathcal{L}}^{\mathcal{P}}$ then the $j$-th component of $\mathcal{L}$ is $\sum_{i} t_{j i} p^{\dagger}(\partial)$.

This construction gives us a basis of $\Lambda_{\downarrow} \cap \mathbb{K}[\mathrm{x}]_{d}$ in addition to a basis of $\Lambda_{\geq d+1}$ to pursue the computation at the next degree. Before going there, we need to compute a basis $\mathcal{H}_{d}^{0}$ for the complement of $V_{d}\left(\mathcal{H}_{<d}^{0}\right)$ in $I_{d}^{0}$. For that we shall use an additional QRdecomposition as explained in Proposition 4.5, after two preparatory lemmas.

Lemma 4.3. Let $d \geq 0$ and let $\mathcal{P}_{d}$ be a basis of $\mathbb{K}[\mathrm{x}]_{d}$ then: $I_{d}^{0}=\left\{\sum_{i=1}^{\left|\mathcal{P}_{d}\right|} a_{i} p_{i} \mid\left(a_{1}, \ldots, a_{\left|\mathcal{P}_{d}\right|}\right)^{t} \in \operatorname{ker}\left(\mathrm{~W}_{\mathcal{L}_{d}}^{\mathcal{P}_{d}}\right)\right.$ and $\left.p_{i} \in \mathcal{P}_{d}\right\}$.

Proof. Recall that $I$ is the kernel of the Vandermonde operator, and $\mathrm{W}_{\mathcal{L}}^{\mathcal{P}}$ is the matrix of this latter. The Vandermonde submatrix $\mathrm{W}_{\mathcal{L}_{\leq d}}^{\mathcal{P}_{\leq d}}$ can be written as follows

$$
\mathrm{W}_{\mathcal{L}_{\leq d} \leq d}^{\mathcal{P}_{\leq d}}=\mathrm{W}_{\left[\mathcal{L}_{\leq d-1} \mid \mathcal{L}_{d}\right]}^{\mathcal{P}_{\leq d}}=\left(\begin{array}{cc}
\mathrm{W}_{\mathcal{L}_{\leq d-1}}^{\mathcal{P}_{\leq d-1}} & \mathrm{~W}_{\mathcal{L}_{\leq d-1}}^{\mathcal{P}_{d}}  \tag{6}\\
0 & \mathrm{~W}_{\mathcal{L}_{d}}^{\mathcal{P}_{d}}
\end{array}\right)
$$

where $\mathrm{W}_{\mathcal{L}_{\leq d-1}}^{\boldsymbol{\rho}_{\leq d-1}}$ has full row rank.
Assume first that $p$ is a polynomial in $I_{d}^{0}$. Then there is $q \in I$ of degree $d$ such that $q^{0}=p$. Let $\mathrm{q}=\binom{\mathrm{q}_{\leq d-1}}{\mathrm{q}_{d}}$ and $\mathrm{p}=\mathrm{q}_{d}$ be the
coefficients of $q$ and $p$ respectively in the basis $\mathcal{P}$. As $q \in \mathcal{I}_{d}$ we have that

$$
\mathrm{W}_{\mathcal{L}_{\leq d} \leq d}^{\mathcal{P}_{\leq d}} \cdot \mathrm{q}=\binom{\mathrm{W}_{\mathcal{L}_{\leq d-1}}^{\mathcal{P}_{\leq(d-1)}} \cdot \mathrm{q}_{\leq d-1}+\mathrm{W}_{\mathcal{L}_{\leq d-1}}^{\mathcal{P}_{d}} \cdot \mathrm{q}_{d}}{\mathrm{~W}_{\mathcal{L}_{d}}^{\mathcal{P}_{d}} \cdot \mathrm{q}_{d}}=0
$$

and therefore $\mathrm{p}=\mathrm{q}_{d}$ is in kernel of $\mathrm{W}_{\mathcal{L}_{d}}^{\mathcal{P}_{d}}$. Now let v a vector in the kernel of $\mathrm{W}_{\mathcal{L}_{d}}^{\mathcal{P}_{d}}$. A vector u such that $\binom{\mathrm{u}}{\mathrm{v}} \in \mathbb{K}^{\binom{n+d}{d}}$ and $\mathrm{W}_{\mathcal{L}_{\leq d}}^{\mathcal{P}_{\leq d}} \cdot\binom{\mathrm{u}}{\mathrm{v}}=0$ can be found as the solution of the following equation.

$$
\begin{equation*}
\mathrm{W}_{\mathcal{L}_{\leq d-1}}^{\mathcal{P}_{\leq(d-1)}} \mathrm{u}=\mathrm{W}_{\mathcal{L}_{d}}^{\mathcal{P}_{d}} \mathrm{v}-\mathrm{W}_{\mathcal{L}_{\leq d-1}}^{\mathcal{P}_{d}} \mathrm{v} . \tag{7}
\end{equation*}
$$

As $\mathrm{W}_{\mathcal{L}_{\leq d-1}}^{\mathcal{P}_{\leq(d-1)}}$ has full row rank, Equation 7 always has a solution. Then $\mathcal{P}_{\leq d} \cdot\binom{\mathrm{u}}{\mathrm{v}} \in \mathcal{I}$ and therefore $\mathcal{P}_{d} \cdot \mathrm{v} \in \mathcal{I}_{d}^{0}$.

Lemma 4.4. Consider the row vector q of coefficients of a polynomial $q$ of $\mathbb{K}[\mathrm{x}]_{d}$ in the basis $\mathcal{P}_{d}$. The polynomial $q$ is in the orthogonal complement of $\mathrm{V}_{d}(\mathcal{H})$ in $\mathbb{K}[\mathrm{x}]_{d}$ if and only if the row vector q is in the left kernel of $\mathrm{M}_{\mathcal{M}_{d}, \mathcal{P}_{d}^{\dagger}}(\mathcal{H})$.

Proof. The columns of $\mathrm{M}_{\mathcal{M}_{d}, \mathcal{P}_{d}^{\dagger}}$ are the vectors of coefficients, in the basis $\mathcal{P}_{d}^{\dagger}$, of polynomials that span $\mathrm{V}_{d}(\mathcal{H})$. The membership of q in the left kernel of $\mathrm{M}_{\mathcal{M}_{d}, \mathcal{P}_{d}^{\dagger}}(\mathcal{H})$ translates as the apolar product of $q$ with these vectors to be zero. And conversely.

Proposition 4.5. Consider the QR-decomposition

$$
\left[\left(\begin{array}{ll}
\left(\mathrm{w}_{\mathcal{L}_{d}}^{\mathcal{P}_{d}}\right)^{T} & \mathrm{M}_{\mathcal{M}_{d}, \mathcal{P}_{d}^{\dagger}}(\mathcal{H})
\end{array}\right]=\left[\mathrm{Q}_{1} \mid \mathrm{Q}_{2}\right] \cdot\left[\begin{array}{c}
\mathrm{R} \\
0
\end{array}\right]\right.
$$

The components of the row vector $\mathcal{P}_{d} \cdot Q_{2}$ span the orthogonal complement of $\mathrm{V}_{d}(\mathcal{H})$ in $I_{d}^{0}$.

Proof. The columns in $\mathrm{Q}_{2}$ span $\operatorname{ker} \mathrm{W}_{\mathcal{L}_{d}}^{\mathcal{P}_{d}} \cap \operatorname{ker}\left(\mathrm{M}_{\mathcal{M}_{d}, \mathcal{P}_{d}^{\dagger}}\right)^{t}$. The result thus follows from Lemmas 4.3 and 4.4.

We are now able to show the correctness and termination of Algorithm 2.

Correctness. In the spirit of Algorithm 1, Algorithm 2 proceeds degree by degree. At the iteration for degree $d$ we first compute a basis for $\Lambda_{\geq d+1}$ by splitting $\mathcal{L}_{\geq d}$ into $\mathcal{L}_{\geq d+1}$ and $\mathcal{L}_{d}$. As explained in Proposition 4.2, this is obtained through the QR-decomposition of $\mathrm{W}_{\mathcal{L}_{\geq d}}^{\mathcal{P}_{d}}$. From this decomposition we also obtain a basis for $\Lambda_{\downarrow} \cap$ $\mathbb{K}[\mathrm{x}]_{d}$ as well as $\mathrm{W}_{\mathcal{L}_{d}}^{\mathcal{P}_{d}}$. We then go after $\mathcal{H}_{d}^{0}$, which spans the orthogonal complement of $\mathrm{V}_{d}\left(\mathcal{H}_{\leq d-1}^{0}\right)$ in $\mathcal{I}_{d}^{0}$. The elements of $\mathcal{H}_{d}^{0}$ are computed via intersection of $\operatorname{ker} \mathrm{W}_{\mathcal{L}_{d}}^{\mathcal{P}_{d}}$ and $\operatorname{ker}\left(\mathrm{M}_{\mathcal{M}_{d}, \mathcal{P}_{d}^{\dagger}}\right)^{t}$ as showed in Proposition 4.5. Algorithm 2 stops when we reach a degree $\delta$ such that $\mathcal{L}_{\geq \delta}$ is empty. Notice that for $d \geq \delta$ the matrix $\mathrm{W}_{\mathcal{L}_{d}}^{\boldsymbol{\rho}_{d}}$ is an empty matrix and therefore its kernel is the full space $\mathbb{K}[\mathrm{x}]_{d}$. Then as a consequence of Lemma 4.3, for all $d>\delta$ we have

```
Algorithm 2
Input: \(-\mathcal{L}\) a basis of \(\Lambda(r=|\mathcal{L}|=\operatorname{dim}(\Lambda))\)
        - \(\mathcal{P}\) a basis of \(\mathbb{K}[\mathrm{x}]_{\leq r}\)
        - \(\mathcal{P}^{\dagger}\) the dual basis of \(\mathcal{P}\) w.r.t the apolar product.
Output: - \(\mathcal{H}\) a reduced H -basis for \(\mathcal{I}:=\operatorname{ker} \Lambda\)
        - \(\mathcal{P}_{\Lambda}\) a basis of the least interpolation space of \(\Lambda\).
    \(\mathcal{H}^{0} \leftarrow\{ \}, \mathcal{P}_{\Lambda} \leftarrow\{ \}\)
    \(d \leftarrow 0\)
    \(\mathcal{L}_{\leq 0} \leftarrow\{ \}, \mathcal{L}_{\geq 0} \leftarrow \mathcal{L}\)
    while \(\mathcal{L}_{\geq d} \neq\{ \}\) do
        \(\mathrm{Q} \cdot\left[\begin{array}{c}\mathrm{R}_{d} \\ 0\end{array}\right]=\mathrm{W}_{\mathcal{L}_{\geq d}}^{\mathcal{P}_{d}} \quad \triangleright\) QR-decomposition of \(\mathrm{W}_{\mathcal{L}_{\geq d}}^{\mathcal{P}_{d}}\)
        \(\mathcal{P}_{\Lambda} \leftarrow \mathcal{P}_{\Lambda} \cup \mathcal{P}_{d}^{\dagger} \cdot \mathrm{R}_{d}^{T}\)
        \(\left[\mathcal{L}_{d} \mid \mathcal{L}_{\geq d+1}\right] \leftarrow \mathcal{L}_{\geq d} \cdot \mathrm{Q}^{T} \quad \triangleright\) Note that \(\mathrm{R}_{d}=\mathrm{W}_{\mathcal{L}_{d}}^{\mathcal{P}_{d}}\)
        \(\mathcal{L}_{\leq d+1} \leftarrow \mathcal{L}_{\leq d} \cup \mathcal{L}_{d}\)
        \(\left[\mathrm{Q}_{1} \mid \mathrm{Q}_{2}\right] \cdot \mathrm{R}=\left[\begin{array}{cc}\mathrm{R}_{d}^{T} & \mathrm{M}_{\mathcal{M}_{d}, \mathcal{P}_{d}^{\dagger}}(\mathcal{H})\end{array}\right]\)
        \(\mathcal{H}^{0} \leftarrow \mathcal{H}^{0} \cup \mathcal{P}_{d} \cdot \mathrm{Q}_{2}\)
        \(d \leftarrow d+1\)
    for all \(p \in \mathcal{H}^{0}\) do
        \(\mathcal{H} \leftarrow \mathcal{H} \cup\left\{p-\mathcal{P}_{\Lambda}\left(\mathrm{W}_{\mathcal{L}_{\leq d}}^{\mathcal{P}_{\Lambda}}\right)^{-1}\left(\mathcal{L}_{\leq d}\right)^{T}\right\}\)
    return \(\left(\mathcal{H}, \mathcal{P}_{\Lambda}\right)\)
```

that $V_{d}\left(I_{d-1}^{0}\right)=I_{d}^{0}$ hence $\left\langle\mathcal{H}_{d}^{0}\right\rangle$ is an empty set. The latter implies that when the algorithm stops we have computed the full H -basis $\mathcal{H}^{0}$ for $I^{0}$.
We then obtain an H -basis of $I$ by finding the projections, onto $\Lambda_{\downarrow}$ and parallel to $I$, of the elements of $\mathcal{H}^{0}$. These are the polynomials of $\Lambda_{\downarrow}$ interpolating the elements of $\mathcal{H}^{0}$ according to $\Lambda$.

Termination. Considering $r:=\operatorname{dim}(\Lambda)$ we have that $\mathcal{L}_{\geq r}$ is an empty set, this implies that in the worst case our algorithm stops after $r$ iterations.

Complexity. The most expensive computational step in Algorithms 2 is the computation of the kernel of $\left[\left(\mathrm{w}_{\mathcal{L}_{d}}^{\mathcal{P}_{d}}\right)^{T} \mathrm{M}_{\mathcal{M}_{d}, \mathcal{P}_{d}^{\dagger}}(\mathcal{H})\right]$, with number of columns and rows given by

$$
\begin{gather*}
\operatorname{row}(d)=\binom{d+n-1}{n-1}=\frac{d^{n-1}}{(n-1)!}+O\left(d^{n-1}\right) \\
\operatorname{col}(d)=\sum_{i=1}^{|\mathcal{H}|}\binom{d-d_{i}+n-1}{n-1}+\left|\mathcal{L}_{d}\right|=\frac{|\mathcal{H}| d^{n-1}}{(n-1)!}+O\left(d^{n-1}\right) \tag{8}
\end{gather*}
$$

where $d_{1}, \ldots, d_{|\mathcal{H}|}$ are the degrees of the elements of the computed H -basis until degree $d$. Then the computational complexity of Algorithm 2 relies on the method used for the kernel computation of $V M(d)$, which in our case is the QR-decomposition.

We are giving a frame for the simultaneous computation of an H -basis and the Least interpolation space, but there is still room for improving the performance of Algorithm 2. The structure of the Macaulay matrix might be taken into account to alleviate the linear algebra operations as for instance in [1]. We can also consider different variants of Algorithm 2. In Proposition 4.6 we show that orthogonal bases for $\mathbb{K}[\mathrm{x}]_{d} \cap \Lambda_{\downarrow}$ and $I_{d}^{0}$ can be simultaneously computed by applying QR-decomposition in the Vandermonde matrix $\left(\mathrm{W}_{\mathcal{L}_{\geq d}}^{\mathcal{P}_{d}}\right)^{T}$. Therefore we can split Step 9 in two steps. First
we do a QR-decomposition $\left(\mathrm{W}_{\mathcal{L}_{\geq d}}^{\boldsymbol{\mathcal { P }}_{\boldsymbol{d}}}\right)^{T}$ to obtain orthogonal bases of $\mathbb{K}[\mathrm{x}]_{d} \cap \Lambda_{\downarrow}$ and $I_{d}^{0}$. Once that we have in hand a basis of $\mathcal{I}_{d}^{0}$ we obtain the elements of $\mathcal{H}_{d}$ as its complement in the column space of $\mathrm{M}_{\mathcal{M}_{d}, \mathcal{P}_{d}^{\dagger}}(\mathcal{H})$.

Proposition 4.6. Let $\left[\mathrm{Q}_{1} \mid \mathrm{Q}_{2}\right] \cdot\left[\begin{array}{c}\mathrm{R}_{d} \\ 0\end{array}\right]=\left(\mathrm{W}_{\mathcal{L}_{\geq d} \mathcal{P}_{d}}\right)^{T}$ be a $Q R-$ decomposition of $\left(\mathrm{W}_{\mathcal{L}_{\geq d}}^{\boldsymbol{\mathcal { P }}_{d}}\right)^{T}$. Letr be the rank of $\left(\mathrm{W}_{\mathcal{L}_{\geq d}}^{\mathcal{P}_{d}}\right)^{T}$. Let $\left\{q_{1} \ldots q_{r}\right\}$ and $\left\{q_{r+1} \ldots q_{m}\right\}$ be the columns of $\mathrm{Q}_{1}$ and $\mathrm{Q}_{2}$ respectively. Then the following holds:
(1) $\mathcal{P}_{\Lambda, d}=\left\{\mathcal{P}_{d}^{\dagger} \cdot q_{1}, \ldots, \mathcal{P}_{d}^{\dagger} \cdot q_{r}\right\}$ is a basis of $\mathbb{K}[\mathrm{x}]_{d} \cap \Lambda_{\downarrow}$.
(2) $\mathcal{N}=\left\{\mathcal{P}_{d} \cdot q_{r+1}, \ldots, \mathcal{P}_{d} \cdot q_{m}\right\}$ is a basis of $\mathcal{I}_{d}^{0}$.
(3) If $p \in \mathcal{P}_{\Lambda, d}$ and $q \in \mathcal{N}$ then $\langle p, q\rangle=0$, i.e., $\mathbb{K}[\mathrm{x}]=\left(\Lambda_{\downarrow} \cap \mathbb{K}[\mathrm{x}]_{d}\right) \stackrel{\perp}{\oplus}$ $I_{d}^{0}$.
In the case where $\mathcal{P}$ is orthonormal with respect to the apolar product, i.e. $\mathcal{P}=\mathcal{P}^{\dagger}$, then $\mathcal{P}_{\Lambda, d}$ and $\mathcal{N}$ are also orthonormal bases.

Proof. Let $D$ such that $\mathcal{L}_{\geq D}=\{ \}$ and let $\mathcal{L}_{\leq D}=\cup_{d \leq D} \mathcal{L}_{d}$ be a basis of $\Lambda$. Then the matrix $W_{\mathcal{L}_{\leq D}}^{\mathcal{P}_{\leq D}}$ is block upper triangular with non singular diagonal blocks. Consider $\left\{a_{1}, \ldots a_{\ell}\right\} \in \mathbb{K}^{\left|\mathcal{P}_{\leq D}\right|}$ the rows of $W_{\mathcal{L}_{\leq D}}^{\mathcal{P}}$. By Proposition [33, Proposition 2.3] we have that $\mathcal{P}_{\Lambda}\left\{\left(\mathcal{P}_{\leq D}^{\dagger} \cdot a_{1}^{t}\right)_{\downarrow}, \ldots,\left(\mathcal{P}_{\leq D}^{\dagger} \cdot a_{\ell}^{t}\right)_{\downarrow}\right\}$ is a basis of $\Lambda_{\downarrow}$, we can rewrite $\mathcal{P}_{\Lambda}$ as $\bigcup_{d=1}^{D}\left\{\mathcal{P}_{d}^{\dagger} \cdot b_{1}^{t}, \ldots, \mathcal{P}_{d}^{\dagger} \cdot b_{\ell_{d}}^{t}\right\}$ where $\left\{b_{1}, \ldots, b_{\ell_{d}}\right\}$ is a basis of the row space of $\left(\mathrm{W}_{\mathcal{L}_{d}}^{\mathcal{P}_{d}}\right)$. Since $\mathcal{P}_{\Lambda}$ is a graded basis then $\left\{\mathcal{P}_{d}^{\dagger} \cdot b_{1}^{t}, \ldots, \mathcal{P}_{d}^{\dagger} \cdot b_{\ell_{d}}^{t}\right\}$ is a basis $\mathbb{K}[\mathrm{x}]_{d} \cap \Lambda_{\downarrow}$.

Part (2) in the proposition is a direct consequence of Lemma 4.3 and the fact that the columns of $\mathrm{Q}_{2}$ form a basis of the kernel of $\mathrm{W}_{\mathcal{L}_{\geq d}}^{\mathcal{P}_{d}}$. Let now $q \in \mathcal{P}_{\Lambda, d}$ and $p \in \mathcal{N}$. Then,

$$
\langle p, q\rangle=\left\langle\sum_{p_{i} \in \mathcal{P}_{d}} a_{i} p_{i}, \sum_{q_{i} \in \mathcal{P}_{d}^{\dagger}} b_{i} q_{i}\right\rangle=\sum_{i=1} a_{i} b_{i}=0 .
$$

Last equality stems from $a$ and $b$ being different rows in Q .

## 5 SYMMETRY REDUCTION

The symmetries we deal with are given by the linear action of a finite group $G$ on $\mathbb{K}^{n}$. It is thus given by a representation $\vartheta$ of $G$ on $\mathbb{K}^{n}$. It induces a representation $\rho$ of $G$ on $\mathbb{K}[\mathrm{x}]$ given by

$$
\begin{equation*}
\rho(g) p(x)=p\left(\vartheta\left(g^{-1}\right) x\right) \tag{9}
\end{equation*}
$$

It also induces a linear representation on the space of linear forms, the dual representation of $\rho$ :

$$
\begin{equation*}
\rho^{*}(g) \lambda(p)=\lambda\left(\rho\left(g^{-1}\right) p\right), p \in \mathbb{K}[\mathrm{x}] \text { and } \lambda \in \mathbb{K}[\mathrm{x}]^{*} \tag{10}
\end{equation*}
$$

We shall deal with an invariant subspace $\Lambda$ of $\mathbb{K}[x]^{*}$. Hence the restriction of $\rho^{*}$ to $\Lambda$ is a linear representation of $G$ in $\Lambda$.

In the above Algorithm 2, to compute an H-basis of $\mathcal{I}=\operatorname{ker} w$, we use the Vandermonde and Macaulay matrices. We showed in [33, Section 4.2] how the Vandermonde matrix can be block diagonalized using appropriate symmetry adapted bases of $\mathbb{K}[x]$ and $\Lambda$. We show here how to obtain such a block diagonalization on
the Macaulay matrix when the space spanned by $\mathcal{H}$ is invariant under the induced action of a group $G$ on $\mathbb{K}[x]$. The key relies on exhibiting the equivariance of the prolongation map $\Psi_{d, h}$ defined in Section 3.

With notations compliant with [33], for any representation $\theta$ of a group $G$ on a $\mathbb{K}$-vector space $V$, a symmetry adapted basis $\mathcal{P}$ of $V$ is characterized by the fact that the matrix of the representation $\theta$ in $\mathcal{P}$ is

$$
[\theta(g)]_{\mathcal{P}}=\operatorname{diag}\left(\mathrm{R}_{1}(g) \otimes \mathrm{I}_{c_{1}}, \ldots, \mathrm{R}_{N}(g) \otimes \mathrm{I}_{c_{N}}\right)
$$

where $\mathrm{R}_{j}=\left(r_{k l}^{j}\right)_{1 \leq k, l \leq n_{j}}$ is the matrix representation of the irreducible representation $\rho_{j}$ of $G$ and $c_{j}$ is the multiplicity of $\rho_{j}$ in $\theta$. Hence $\mathcal{P}=\cup_{j=1}^{N} \mathcal{P}^{j}$ where $\mathcal{P}^{j}$ spans the isotypic component $V_{j}$ associated to $\rho_{j}$. Introducing the map $\pi_{j, k l}=\frac{n_{j}}{|G|} \sum_{g \in G} r_{k l}^{j}\left(g^{-1}\right) \theta(g)$ we can say that $\mathcal{P}^{j}$ is determined by $p_{1}^{j}, \ldots, p_{c_{j}}^{j}$ to mean that $p_{1}^{j}, \ldots, p_{c_{j}}^{j}$ is a basis of $\pi_{j, 11}(V)$ and

$$
\begin{equation*}
\mathcal{P}^{j}=\left\{p_{1}^{j}, \ldots, p_{c_{j}}^{j}, \ldots, \pi_{j, n_{j} 1}\left(p_{1}^{j}\right), \ldots, \pi_{j, n_{j} 1}\left(p_{c_{j}}^{j}\right)\right\} \tag{11}
\end{equation*}
$$

When dealing with $\mathbb{K}=\mathbb{R}$, the statements we write are for the case where all the irreducible representations of $G$ are absolutely irreducible, and thus the matrices $R_{j}(g)$ all have real entries. This is the case of all reflection groups. Yet these statements can be modified to also work with irreducible representations of complex type, which occur, for instance, for the cyclic group $C_{m}$ with $m>2$.

Consider now a set $\mathcal{H}=\left\{h_{1}, \ldots, h_{l}\right\}$ of homogeneous polynomials of $\mathbb{K}[\mathrm{x}]$. We denote $d_{1}, \ldots, d_{\ell}$ their respective degrees and $\mathrm{h}=\left[h_{1}, \ldots, h_{\ell}\right]$ the row vector of $\mathbb{K}[x]^{\ell}$. Associated to $h$, and a degree $d$, is the map introduced in Section 3

$$
\begin{array}{rll}
\psi_{d, \mathrm{~h}}: \quad \mathbb{K}[\mathrm{x}]_{d-d_{1}} \times \ldots \times \mathbb{K}[\mathrm{x}]_{d-d_{\ell}} & \rightarrow & \mathbb{K}[\mathrm{x}]_{d}  \tag{12}\\
\mathrm{f}=\left[f_{1}, \ldots, f_{\ell}\right]^{t} & \rightarrow \mathrm{~h} \cdot \mathrm{f}
\end{array}
$$

We assume that $\mathcal{H}$ forms a basis of an invariant subspace of $\mathbb{K}[\mathrm{x}]$ and we call $\theta$ the restriction of the representation $\rho$ to this subspace, while $\Theta$ is the matrix representation in the basis $\mathcal{H}: \Theta(g)=$ $[\theta(g)]_{\mathcal{H}}$. Then $\left[\rho(g)\left(h_{1}\right), \ldots, \rho(g)\left(h_{\ell}\right)\right]=\mathrm{h} \circ \vartheta\left(g^{-1}\right)=\mathrm{h} \cdot \Theta(g)$. Note that, since the representation $\rho$ on $\mathbb{K}[\mathrm{x}]$ preserves degree, $\operatorname{deg} h_{i} \neq \operatorname{deg} h_{j} \quad \Rightarrow \quad \Theta_{i j}(g)=0, \forall g \in G$.

Proposition 5.1. Consider $\mathrm{h}=\left[h_{1}, \ldots, h_{\ell}\right] \in \mathbb{K}[x]_{d_{1}} \times \ldots \times$ $\mathbb{K}[x]_{d_{l}}$ and assume that $\mathrm{h} \circ \vartheta\left(g^{-1}\right)=\mathrm{h} \cdot \Theta(g)$, for all $g \in G$. For any $d \in \mathbb{N}$, the map $\psi_{d, \mathrm{~h}}$ is $\tau-\rho$ equivariant for the representation $\tau$ on $\mathbb{K}[\mathrm{x}]_{d-d_{1}} \times \ldots \times \mathbb{K}[\mathrm{x}]_{d-d_{\ell}}$ defined by $\tau(g)(\mathrm{f})=\Theta(g) \cdot \mathrm{f} \circ \vartheta\left(g^{-1}\right)$.

Proof. $\left(\rho(g) \circ \psi_{d, \mathrm{~h}}\right)(\mathrm{f})=\rho(g)(\mathrm{h} \cdot \mathrm{f})=\mathrm{h} \circ \vartheta\left(g^{-1}\right) \cdot \mathrm{f} \circ \vartheta\left(g^{-1}\right)=$ $\mathrm{h} \cdot \Theta(g) \cdot \mathrm{f} \circ \vartheta\left(g^{-1}\right)=\left(\psi_{\mathrm{h}} \circ \tau(g)\right)(\mathrm{f})$.

By application of [9, Theorem 2.5], the matrix of $\psi_{d, \mathrm{~h}}$ is block diagonal in symmetry adapted bases of $\mathbb{K}[\mathrm{x}]_{d-d_{1}} \times \ldots \times \mathbb{K}[\mathrm{x}]_{d-d_{\ell}}$ and $\mathbb{K}[\mathrm{x}]_{d}$. Yet, in the algorithm to compute symmetry adapted H -basis, the set $\mathcal{H}$ increases with $d$ at each iteration and $\tau$ changes accordingly. We proceed to discuss how to hasten the computation of a symmetry adapted basis of the evolving space $\mathbb{K}[\mathrm{x}]_{d-d_{1}} \times \ldots \times$ $\mathbb{K}[\mathrm{x}]_{d-d_{\ell}}$.

The set $\mathcal{H}=\mathcal{H}^{1} \cup \ldots \mathcal{H}^{N}$ that we shall build, degree by degree, is actually a symmetry adapted basis. In particular, for $1 \leq i \leq N$, $\mathcal{H}^{i}$ spans the isotypic component associated to the irreducible representation $\rho_{i}$. If the multiplicity of the latter, in the span of $\mathcal{H}$, is
$\ell_{i}$ then the cardinality of $\mathcal{H}^{i}$ is $\ell_{i} n_{i}$. The matrices of the representation $\theta$ in this basis are $\Theta(g)=\operatorname{diag}\left(R_{i}(g) \otimes I_{\ell_{i}} \mid i=1 \ldots N\right)$.

Assume $\mathcal{H}^{i}$ is determined by $h_{i, 1}, \ldots, h_{i, \ell_{i}}$, of respective degrees $d_{i, 1}, \ldots, d_{i, \ell_{i}}$. In other words, for $1 \leq l \leq \ell_{i}$,

$$
\mathrm{h}_{i, l}=\left[h_{i, l}, \pi_{i, 21}\left(h_{i, l}\right), \ldots, \pi_{i, n_{i}} 1\left(h_{i, l}\right)\right]
$$

is such that $\mathrm{h}_{i, l} \circ \vartheta\left(g^{-1}\right)=\mathrm{h}_{i, l} \cdot R_{i}(g)$. Hence the related product subspace $\mathbb{K}[\mathrm{x}]_{d-d_{i, l}}^{n_{i}}$ is invariant under $\tau$. The symmetry adapted bases for all these subspaces can be combined into a symmetry adapted basis for the whole product space $\left(\mathbb{K}[\mathrm{x}]_{d_{1,1}} \times \mathbb{K}[\mathrm{x}]_{d_{1, \ell_{1}}}\right)^{n_{1}} \times$ $\ldots \times\left(\mathbb{K}[\mathrm{x}]_{d_{N, 1}} \times \mathbb{K}[\mathrm{x}]_{d_{1, \ell_{N}}}\right)^{n_{N}}$. Note that the components $\mathbb{K}[\mathrm{x}]_{e}^{n_{i}}$ with representation $\tau_{i, e}$ defined by $\tau_{i, e}(g)(f)=R_{i}(g) \cdot f \circ \vartheta\left(g^{-1}\right)$ are bound to reappear several times in the overall algorithm of next section. Hence the symmetry adapted bases for the evolving $\tau$ can be computed dynamically.

## 6 CONSTRUCTING SYMMETRY ADAPTED H-BASIS

In this section we show, when the space $\Lambda$ is invariant, an orthogonal equivariant H -basis $\mathcal{H}$ can be computed. In this setting, we exploit the symmetries of $\Lambda$ to build $\mathcal{H}$. A robust and symmetry adapted version of Algorithm 2 is presented. The block diagonal structure of the Vandermonde and Macaulay matrices allow to reduce the size of the matrices to deal with. The H -basis obtained as the output of Algorithm 3 inherits the symmetries of $\Lambda$.

Proposition 6.1. Let $\mathcal{I}=\cap_{\lambda \in \Lambda} \operatorname{ker} \lambda$ and $d \in \mathbb{N}$. If $\Lambda$ is invariant, then so are $\mathcal{I}, I^{0}, I_{d}^{0}, V_{d}\left(I_{<d}^{0}\right)$. Also, if $\mathcal{H}$ is an orthogonal $H$-basis of $\mathcal{I}$, then $\left\langle\mathcal{H}_{d}^{0}\right\rangle_{\mathbb{K}}$ is invariant.

Proof. Let $p \in I$ and $g \in G$, since $\Lambda$ is closed under the action of $G, \lambda(\rho(g)(p))=\rho^{*}(g) \circ \lambda(p)=0$ for all $\lambda \in \Lambda$ therefore $\rho(g)(p) \in I$ implying the invariance of $I$. Considering $d$ the degree of $p$ we can write $p$ as $p=p^{0}+p_{1}$, with $p_{1} \in \mathbb{K}[\mathrm{x}]_{<d}$. Then we have that $\rho(g) p=$ $\rho(g) p^{0}+\rho(g) p_{1} \in \mathcal{I}$, as $\rho$ is degree preserving then $\rho(g) p^{0} \in I_{d}^{0}$ and the invariance of $I^{0}$ follows. Now for every $q=\sum_{h_{i} \in I_{d-1}^{0}} q_{i} h_{i} \in$ $V_{d}\left(I_{\leq d}^{0}\right)$, it holds that $\rho(g) q=\sum_{h_{i} \in I_{d-1}^{0}} \rho(g) q_{i} \rho(g) h_{i} \subset V_{d}\left(I_{\leq d}^{0}\right)$, thus $V_{d}\left(I_{\leq d}^{0}\right)$ is an invariant subspace. Finally recalling (3) we conclude that $\left\langle\mathcal{H}_{d}^{0}\right\rangle_{\mathbb{K}}$ is also $G$-invariant for being the orthogonal complement of a $G$-invariant subspace.

Algorithm 3 is a symmetry adapted version of Algorithm 2. In any iteration we compute $\mathcal{H}_{d}^{0}$ as a symmetry adapted basis of the orthogonal complement of $V_{d}\left(\mathcal{H}_{<d}^{0}\right)$ in $I^{0}$.

This structure is obtained degree by degree. Assuming that the elements of $\mathcal{H}_{<d}^{0}$ form a symmetry adapted basis it follows from [33, Section 4.2] and Proposition 5.1 that the matrices $\mathrm{W}_{\mathcal{L}}^{\mathcal{P}_{d}}$ and $\mathrm{M}_{\mathcal{M}_{d}, \mathcal{P}_{d}}\left(\mathcal{H}_{<d}^{0}\right)$ are block diagonal. Computations over the symmetry blocks leads to the symmetry adapted structure of $\mathcal{H}_{d}^{0}$. For any degree $d$ we only need to consider the matrices $\mathrm{W}_{\mathcal{L}_{\geq d}^{i, 1}}^{\substack{i, 1}}$ and $\mathrm{M}_{d}^{i}\left(\mathcal{H}_{<d}^{0}\right)$, i.e., only one block per irreducible representation.

Once we have in hand $\mathcal{H}^{0}=\left[h_{11}^{1}, \ldots, h_{1 n_{1}}^{1}, \ldots, h_{c_{N} n_{N}}^{N}\right]^{T}$ and a symmetry adapted basis for $\Lambda_{\downarrow}$, we compute $\mathcal{H}$ by interpolation. Since $\mathcal{H}^{0} \in \mathbb{K}[\mathrm{x}]_{\vartheta}^{\theta}$, by [33, Proposition 3.5], its interpolant in $\Lambda_{\downarrow}$ is also $\vartheta-\theta$ equivariant. Therefore

$$
\mathcal{H}=\left[h_{11}^{1}-\widetilde{h_{11}^{1}}, \ldots, h_{1 n_{1}}^{1}-\widetilde{h_{1 n_{1}}^{1}}, \ldots, h_{c_{N} n_{N}}^{N}-\widetilde{h_{c_{N} n_{N}}^{N}}\right]^{T} \in \mathbb{K}[\mathrm{x}]_{\vartheta}^{\theta} .
$$

The set $\mathcal{H}$ of its component is thus a symmetry adapted basis. The correctness and termination of Algorithm 3 follow from the same arguments exposed for Algorithm 2. Note that both Macaulay and Vandermonde matrices split in $\sum_{i=1}^{N} n_{i}$ blocks. Assuming that the blocks are equally distributed and thanks to [37, Proposition 5] we can approximate the dimensions of the blocks by $\frac{\mathrm{M}^{i}\left(\mathcal{H}^{0}\right)}{\mathrm{M}\left(\mathcal{H}^{0}\right)} \approx \frac{\mathrm{w}_{\mathcal{L}}^{\rho^{i}}}{\mathrm{~W}_{\mathcal{L}}^{\rho}} \approx$ $\frac{1}{|G|}$. Therefore depending on the size of $G$ the dimensions of the matrices to deal with in Algorithm 3 can be considerably reduced.

```
Algorithm 3
Input: \(-\mathcal{L}\) a s.a.b of \(\Lambda\left(r=|\mathcal{L}|=\operatorname{dim}(\Lambda), r_{i}=\left|\mathcal{L}^{i, 1}\right|\right)\)
        - \(\mathcal{P}\) an orthonormal graded s.a.b of \(\mathbb{K}[\mathrm{x}]_{\leq r}\)
        - \(\mathcal{M}_{i}\) a graded s.a.b of \(\mathbb{K}[\mathrm{x}]_{\leq r}^{n_{i}}, 1 \leq i \leq N\)
Output: \(-\mathcal{H}\) an orthogonal equivariant H -basis for \(\mathcal{I}:=\operatorname{ker} \Lambda\)
            - \(\mathcal{P}_{\Lambda}\) a s.a.b of the least interpolation space for \(\Lambda\).
    \(\mathcal{H}^{0} \leftarrow\{ \}, \mathcal{P}_{\Lambda} \leftarrow\{ \}\)
    \(d \leftarrow 0\)
    \(\mathcal{L}_{\leq 0} \leftarrow\{ \}, \mathcal{L}_{\geq 0} \leftarrow \mathcal{L}\)
    while \(\mathcal{L}_{\geq d} \neq\{ \}\) do
        for \(i=1\) to \(N\) such that \(\mathcal{L}_{\geq d}^{i, 1} \neq \emptyset\) do
            \(\mathrm{Q} \cdot\left[\begin{array}{c}\mathrm{R}_{d, i} \\ 0\end{array}\right]=\underset{\mathrm{W}_{\geq \geq d}^{d i, 1}}{\mathcal{P}^{i, 1}} \quad \triangleright \mathrm{QR}\)-decomposition of \(\mathrm{W}_{\mathcal{L}_{\geq d}^{i, 1}}^{\substack{\mathcal{P}^{i, 1}}}\)
            \(\left[\mathcal{L}_{d}^{i, 1} \mid \mathcal{L}_{\geq d+1}^{i, 1}\right] \leftarrow \mathcal{L}_{\geq d}^{i, 1} \cdot \mathrm{Q}^{T}\)
            \(\mathcal{L}_{\leq d+1}^{i, 1} \leftarrow \mathcal{L}_{\leq d}^{i, 1} \cup \mathcal{L}_{d}^{i, 1}\)
            \(\left[\mathrm{Q}_{1} \mid \mathrm{Q}_{2}\right] \cdot \mathrm{R}=\left[\begin{array}{cc}\mathrm{R}_{d, i}^{T} & \mathrm{M}_{d}^{i}\left(\mathcal{H}^{0}\right)\end{array}\right]\)
            for \(\alpha=1\) to \(n_{i}\) do
                    \(\mathcal{P}_{\Lambda}{ }^{i} \leftarrow \mathcal{P}_{\Lambda}^{i} \cup \mathcal{P}_{d}^{i, \alpha} \cdot \mathrm{R}_{d, i}^{T}\)
                    \(\mathcal{H}_{i}^{0} \leftarrow \mathcal{H}_{i}^{0} \cup \mathcal{P}_{d}^{i, \alpha} \cdot \mathrm{Q}_{2}\)
        \(d \leftarrow d+1\)
    for \(i=1\) to \(N\) do
        for all \(p \in \mathcal{H}_{i}^{0}\) do
            \(\mathcal{H} \leftarrow \mathcal{H} \cup\left\{p-\mathcal{P}_{\Lambda}^{i, 1}\left(\underset{\mathcal{L}_{\leq d}^{i, 1}}{\mathcal{P}_{\leq i, 1}^{i, 1}}\right)^{-1}\left(\mathcal{L}_{\leq d}^{i, 1}\right)^{T}\right\}\)
    return \(\left(\mathcal{H}, \mathcal{P}_{\Lambda}\right)\)
```

Example 6.2. The subgroup of the orthogonal group $\mathbb{R}^{3}$ that leaves the regular the cube invariant is commonly called $O_{h}$. It has order 48 and 10 inequivalent irreducible representations whose dimensions are ( $1,1,1,1,2,2,3,3,3,3$ ). Consider $\Xi \subset \mathbb{R}^{3}$ the invariant set of 26 points illustrated on Figure 1a. They are grouped in three orbits $O_{1}, O_{2}$ and $O_{3}$ of $O_{h}$. The points in $O_{1}$ are the vertices of a cube with the center at the origin and with edge length $\sqrt{3}$. The points in $O_{2}$ and in $O_{3}$ are the centers of the faces and middle of the edges of a cube with the center at the origin and edge length 1. Consider $\Lambda=\operatorname{span}\left(\left\{e_{\xi} \mid \xi \in \Xi\right\} \cup\left\{e_{\xi} \circ D_{\vec{\xi}} \mid \xi \in O_{2}\right\}\right) . \Lambda$ is an invariant subspace and $I=\bigcap_{\lambda \in \Lambda}$ ker $\lambda$ is an ideal. An orthogonal equivariant H -basis $\mathcal{H}$ of $I$ is given by

$$
\begin{aligned}
h_{1}^{1}= & {\left[-\frac{36}{37}+\frac{109}{37}\left(x^{2}+y^{2}+z^{2}\right)-\frac{110}{37}\left(x^{4}+y^{4}+z^{4}\right)-\frac{36}{37}\left(x^{2} y^{2}+x^{2} z^{2}+y^{2} z^{2}\right)+x^{6}+y^{6}+z^{6}\right] } \\
h_{1}^{7}= & {\left[y z^{3}-y^{3} z, x z^{3}-x^{3} z, x y^{3}-x^{3} y\right] } \\
h_{2}^{7}= & {\left[x\left(y^{4}-y^{2}+z^{4}-z^{2}-3\left(x^{4}-2 x^{2}+1\right)\right), y\left(z^{4}-z^{2}+x^{4}-x^{2}-3\left(y^{4}-2 y^{2}+1\right)\right),\right.} \\
& \left.z\left(\frac{4}{3} x^{2} y^{2}-3\left(z^{4}-2 z^{2}+1\right)\right)\right] \\
h_{1}^{9}= & {\left[y z\left(-2-\frac{4}{3} x^{2}+y^{2}+z^{2}\right), x z\left(-2+x^{2}-\frac{4}{3} y^{2}+z^{2}\right), x y\left(-2+x^{2}+y^{2}-\frac{4}{3} z^{2}\right)\right.}
\end{aligned}
$$

From the structure of $\mathcal{H}$ it follows that $h_{11}^{1}$ is the minimal degree invariant polynomial (up to a constant multiple) of $\mathcal{I}$. In Figure 1b we show the zero surface of $h_{11}^{1}$ which is $O_{h}$ invariant.

(a) Points in $\Xi$ divided (b) Variety of the minimal degree invariant in orbits polynomial $h_{11}^{1}$ of $\mathcal{I}$
Figure 1: Lowest degree invariant algebraic surface through an invariant set of the points $\Xi$

Example 6.3. Lets consider the cyclic group $C_{3}$, and its action over $R^{3}$. It has order 3 and 3 inequivalent irreducible representations of dimension 1, one absolutely irreducible representation and a pair of conjugate irreducible representations of complex type. We analyze the cyclic $n-$ th roots system [3], which has been widely used as a benchmark. The cyclic $3-$ th roots system is defined by:

$$
C(3): x+y+z, \quad x y+y z+z x, \quad x y z-1
$$

The associated ideal $\mathcal{I}=\langle C(3)\rangle$ of $C(3)$ is invariant under $C_{3}$. The reduced Gröbner basis $\mathcal{G}$ of $\mathcal{I}$ w.r.t the graded reverse lexicographic order and its corresponding normal set $\mathcal{N}$ are given by $\mathcal{G}:=\left\{x+y+z, y^{2}+y z+z^{2}, z^{3}-1\right\}$ and $\mathcal{N}:=\left\{1, z, y, z^{2}, y z, y z^{2}\right\}$. Applying Algorithm 3 to the linear forms given by the coefficients of the normal forms w.r.t $\mathcal{N}$, we obtain a symmetry adapted H -basis $\mathcal{H}=\left\{x+y+z, x^{2}+y^{2}+z^{2}, x^{3}+y^{3}+z^{3}-3\right\}$ as well as a symmetry preserving and robust representation of the quotient $\mathcal{P}=$ $\{1,(y-z)(x-z)(x-y), x-z, y-z,(x-y)(x-2 z+y),(y-z)(2 x-y-z)\}$.
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