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Abstract

The training phase in Deep Neural Networks (DNNs) is very computationally intensive and
is nowadays often performed on parallel computing platforms, ranging from a few GPUs to
several thousand GPUs. The strategy of choice for the parallelization of training is the so-called
data parallel approach, based of the parallel training of the different inputs (typically images)
and a the aggregation of network weights with collective communications (AllReduce). The
scalability of this approach is limited both by the memory available on each node and the
networking capacities for collective operations. Recently, a parallel model approach, in which
the network weights are distributed and images are trained in a pipeline/stream manner over
the computational nodes has been proposed (Pipedream, Gpipe). In this paper, we formalize in
detail the optimization problem associated with the placement of DNN layers onto computation
resources when using pipelined model parallelism, and we derive a dynamic programming based
heuristic, MadPipe, that allows to significantly improve the performance of the parallel model
approach compared to the literature.

1 Introduction

Training Deep Neural Network (DNNs) is very time-consuming and requires the efficient use of
parallelism in order to be performed in reasonable time. Indeed, supervised training requires
performing numerous forward and backward pass calculations, each on a subset of input images
called mini-batches (for simplicity, the presentation of this paper assumes that the input data consists
of images, but it could be anything). From a scheduling point of view, task dependency graphs
differ significantly from the classical HPC operations of linear algebra or scientific workflows. Indeed,
each mini-batch processing induces long-range dependencies, since the backpropagation of gradients
creates dependencies between each forward task and its associated backward task. In addition, when
performing training in parallel, the changes in weights induced by backpropagation must themselves
be propagated between the different copies of the neural network processed in parallel, which results
in collective communications and even barriers in the synchronous versions, whose convergence is on
the other hand generally much better than that of the asynchronous versions.

Although training is still typically performed on small clusters of GPU machines, the use of
large HPC infrastructures is becoming popular [7, 15], especially because they offer high-bandwidth
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and low-latency networks [8, 10]. Current approaches to parallel training of DNNs include hyper-
parameter tuning and data parallelism. Hyper-parameter tuning is a simple and effective way to
achieve weak scaling. This strategy reaches high scalability at the beginning of the training phase,
but it does not provide any parallelism once the network hyper-parameters have been selected.

Another approach to parallel DNN training is to rely on data parallelism. Using data paral-
lelism [17, 13], the model and all weights are replicated on all participating nodes and different
mini-batches are trained in parallel on the different nodes. In this framework, all participating nodes
execute forward and backward steps in parallel, and therefore all compute a gradient for all the weights
in the network. Synchronization between the nodes takes place at the end of the backward stage, and
all partial gradients are gathered and aggregated into one through collective communication such
as Allreduce and then broadcast to all participating nodes through a Broadcast type operation.
The above approach is very effective as long as high performance collective communications are
implemented and as long as the network is able to support them effectively. It can even be combined
with compression to limit the size of messages and thus the size of communications. When used at a
very large scale, this approach nevertheless leads to poor performance due to synchronization and
communication costs and requires the use of huge mini-batches, which could also have a negative
impact on the performance of the training phase [11]. In general, the raw performance of data paral-
lelism is therefore limited by the ability of the network to perform efficient collective communications,
and the accuracy of the overall training process (for the same raw performance) is limited due to the
resulting use of huge mini-batches. Therefore, even though data parallelism remains the state of the
art technique for parallel training, several other techniques have been proposed in combination with
data parallelism in order to address above issues.

In order to distribute the memory requirements associated with DNN weights storage, pipelined
model parallelism is a very promising approach that has recently been advocated in many papers [5,
9, 11, 16], and which can be combined with data parallelism [4]. The general idea is to distribute
different layers of a network over different resources. The practical use of the pipelined model
parallelism is nevertheless a delicate issue and the analysis of the induced memory needs is the main
contribution of the present paper. Recently introduced PipeDream [11] and other tools derived
from it like [12, 16] rather solve the problem of finding good load balancing for different system
architectures. Indeed, if tasks are well distributed between the resources where data is communicated
via a communication link suited to its size, then it helps to achieve a good scalability with nearly
linear speed-up. However, despite the fact that each resource is responsible only for the part of
the DNN, and thus only storing a fraction ∼ 1

P of model weights, it does not necessarily induce
a smaller memory consumption. Indeed, it is necessary to guarantee that the training process is
valid: the backward propagation should use the same weights and activations as the ones used in
the forward propagation. In other words, if b samples are pipelined in the beginning of training,
then each processor is required to keep its own versions of weights and activations for each sample,
which induces in total a replication factor ∼ b

P of weights and activations per processor. When
considering larger DNNs that are trained on large images, it becomes crucial to estimate memory as
precisely as possible. Some efforts were done in this direction, as can be seen with the extension of
PipeDream to PipeDream-2BW [12], but the memory measurements remain approximative and are
mostly relevant for homogeneous neural networks used in natural langage processing. The question
of gradient staleness in the context of pipeline model parallelism has been considered in [2].

In this paper we consider the problem of finding a good load balancing and a schedule that
are able to perform the training on P given processors with memory capacity M and connected
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via the network with bandwidth β. We propose an algorithm, called MadPipe (for Memory Aware
Dynamic programming for PIPElining) based on the combination of dynamic programming and linear
programming, with two main contributions: (i) a more precise estimation of the memory requirements,
which results in allocations that can be more efficiently scheduled, and (ii) the possibility to use
non-contiguous allocations of layers of the DNN to processors, which provides a better load-balancing.
The running time of MadPipe is acceptable in practice, and we show that it significantly improves the
resulting training performance with respect to state of the art implementation of model parallelism.

In terms of positioning, this paper focuses on the optimization of model parallelism, i.e. the
question of the optimization of the throughput that can be achieved by partitioning the DNN on
several computation nodes. Our first objective is to better understand the difficulty of the associated
optimization problems and to put into discussion the hypotheses that are classically performed in
this framework, in order to eventually propose heuristics that are more efficient than those in the
literature. Secondly, in terms of performance, we will see that this approach alone makes it possible
to obtain a very strong parallel efficiency, even in the presence of poor network performances, but its
scalability is limited, of the order of a few tens of nodes at most. Model parallelism alone is therefore
a solution of choice for platforms consisting of a few GPUs, even if they are connected by relatively
low bandwidth links. In the case of larger computation platforms, the work carried out in this paper
on the optimization of model parallelism can be combined with data parallelism. Indeed, the data
parallel approach induces high bandwidth usage (because of the collective communications of the
network weights), which limits its scalability. In this context, the optimization of model parallelism
can be used to create G groups of resources, where all resources within a group are associated to the
same layers of the network (G being of order ten) and data parallelism can be used within each of
these groups to achieve better scalability. From the point of view of network resource consumption,
we therefore essentially end up performing G collective communications roughly G times smaller on
sub-platforms that are themselves roughly G times smaller, which is very efficient. The optimization
of the model parallelism alone is therefore useful in all contexts in which the scalability of data
parallelism alone is limited by communication resources, whether at small or large scale.

The rest of the document is organized as follows. The related work is presented in Section 2. We
introduce the notations in Section 3. In Section 4.1, we show how to generate an optimal schedule
for contiguous allocations, that takes memory and communication constraints into account. Then,
we propose MadPipe in Section 4.2: a new allocation scheme, more general than the one proposed
in PipeDream and that considers memory and communication constraints. We show how to build
an associated schedule in Section 4.3. All these approaches are compared in practice on realistic
networks and platform models in Section 5. Finally, conclusions and perspectives of this work are
proposed in Section 6.

2 Related Works

When using model parallelism [5, 9, 11, 16], the different layers of a network are spread over different
resources, so that the replication and the synchronization of the network weights can be avoided,
which saves both memory and communication resources. On the other hand, activations produced
by a layer on one node needs to be transmitted to another node if the next layer of the network is
placed on another resource.

The practical use of the model parallelism is nevertheless a delicate issue and the analysis of
the induced memory needs is complex. In [9], it is proposed to split the training batch into several
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F1 F2 · · · FL−2 FL−1 FL

B1 B2 B3 · · · BL−1 BL

a(0) a(1) a(2) a(L−3) a(L−2) a(L−1) loss

b(L) = 1b(L−1)b(L−2)b(3)b(2)b(1)b(0)

a(0) a(1) a(2) a(L−2) a(L−1) loss

Figure 1: Graph for the Backward Propagation

mini-batches, which are then pipelined through the layers of the network (and the different computing
resources). Once the forward and backward phases have been computed on all these mini-batches,
the weights are then updated. This approach is fairly simple to implement but has the disadvantage
of leaving the computational resources largely idle. The PipeDream approach proposed in [11]
improves this training process, by only forcing that the forward and backward tasks use the same
model weights for a given mini-batch. Such a weakened constraint on the training process allows
PipeDream to achieve a much better utilization of the processing resources.

Following the contributions of [9] and [11], many authors have explored the use of model
parallelism. To solve issues in the case of high communication costs, the authors of [16] have
proposed an updated strategy which assumes no overlap between computation and communication.
We show in this paper how to correctly take communications into account in the PipeDream model,
which directly solves this issue. Another important issue related to PipeDream is the need to keep
many copies of the network parameters (also called weights), which can potentially cancel the benefit
of using model parallelism. To address this issue, different approaches have been proposed. Within
the framework of homogeneous networks, a strategy has been proposed in [12] to keep only two
models in memory. In this paper, we rely on the same strategy. Another strategy to keep fewer
models in memory is to allow more asynchronous updates. This strategy has been explored in
particular in [2], which proposes an intermediate approach to avoid gradient staleness. However, this
requires two versions of the model weights and two versions of the gradients, and therefore does not
improve memory usage.

Other extensions of PipeDream have recently been proposed to explore different ways of combining
data and model parallelism. In the DAPPLE framework [6], the focus is on the case of several nodes,
each equipped with several GPUs. DAPPLE extends PipeDream by allowing more possibilities
to map a stage of the DNN to GPUs located in several nodes. The assignment problem is solved
without taking memory constraints into account. The HetPipe proposal [14] considers a different
way of combining data and model parallelism, in which nodes may contain different GPUs. The idea
of HetPipe is to heuristically split the GPUs into virtual workers which may contain heterogeneous
GPUs and use data parallelism between virtual workers. Model parallelism is used inside the
virtual workers, based on a simplified ILP which assumes no overlap between computation and
communication. Both these works are orthogonal to our research: we focus on a better understanding
of the memory constraints of the model parallelism approach. Our techniques can later be applied
in the DAPPLE or HetPipe frameworks to improve the corresponding scheduling phases. Finally, an
Integer Linear Programming formulation for the problem considered here was proposed in [1]. It
allows to find more general non-contiguous allocations of layers of the network, and an associated
schedule which precisely respects the memory constraints. However, this formulation is not adapted
to large neural networks and results in very large computation times. In this paper, we propose a
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heuristic that produces efficient schedules even for large neural networks.

3 Model and Notations

In this paper, like in many papers from the related literature [3, 11, 12, 2, 16], we consider linear
(or linearized) DNNs, in which each forward operation depends only on the result of the previous
operation. We thus consider a chain of L layers (see Figure 1) numbered from 1 to L. Each layer l is
associated both to a forward operation Fl and a backward operation Bl (see Figure 1). We denote
by a(l) the activation tensor output of Fl, l ≤ L and by b(l) = ∂L

∂a(l)
the back-propagated intermediate

value provided as input of the backward operation Bl.
During the training phase, we assume that the set of input data (typically images) is split into

mini-batches of size B. In this context, we use the following notations:

• uFl
denotes the duration of the forward task on the layer l with a mini-batch of size B;

• uBl
denotes the duration of the backward task on the layer l with a mini-batch of size B;

• Wl denotes the size of the parameter weights for layer l;

• al denotes the size (in bytes) of the tensor a(l) produced by Fl when applied to a mini-batch of
size B;

• al also corresponds to the size (in bytes) of the tensor b(l) produced by Bl+1, as each gradient
has the same size as the activations with respect to which it is calculated.

Our goal is to assign the layers of the DNN to P computing resources (typically GPUs), with
limited memory M , assuming (as in PipeDream) that all pairs of GPUs are connected through a
direct link of capacity β. Assigning layers l and l+ 1 on different GPUs induces a communication of
a(l) in the forward phase and b(l) in the backward phase, and thus requires to use the corresponding
communication link. We also need to schedule the forward and backward operations of each layer on
its GPU, in a pipelined way: the GPU in charge of layer l may compute several forward operations
Fl before processing the first backward Bl, so that it could stay busy even while waiting for b(l) to
be computed by the other GPUs. The memory of each GPU is used to store all data required to
perform the training operation:

• Parameter weights. As discussed in [12], it is sufficient to keep two versions of each parameter,
plus one gradient where the updates are accumulated during training. Thus, assigning a layer
l to a GPU induces a memory load of 3Wl for the weights.

• Activations computed in the forward phase. With pipelined executions, several forward
activations need to be stored in memory at the same time, and thus it is important to take
these memory costs into account when assigning layers to GPUs. The precise count of these
activations is addressed in Section 4.1.

• Communication buffers. When layers l and l+1 are assigned to different GPUs, a communication
must take place, and we assume that for a more convenient implementation, some memory
is reserved as a buffer to store both a(l) and b(l) while they are being sent or received. This
requires a storage of size 2al on both GPUs.
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Throughout this paper, we are interested in finding efficient task allocations (load balancing) and
schedules. To help navigate the different concepts that we use throughout the paper, we introduce
some terminology. We consider the input DNN as a chain of layers, which are the basic operations
that need to be computed. A partitioning of this chain is a collection of stages, where each stage
contains a contiguous set of layers. An allocation is an assignment of stages to the GPUs. An
allocation is said to be contiguous if each GPU is assigned a single stage, and by extension a
partitioning is contiguous if it contains at most P stages. To estimate memory requirements we will
also introduce groups of stages, where each group is a set of stages which are contiguous with respect
to the ordering of the chain. A schedule of a given allocation specifies the timings of all compute
operations and all communications.

We actually focus on periodic schedules, which are simpler to analyze and to implement. An
Integer Linear Programming formulation has been proposed [1] to solve both the allocation and the
scheduling problems at the same time, but the resulting algorithm does not scale to larger DNNs.
This paper presents MadPipe, an algorithm which first solves the load balancing problem and then
computes an efficient schedule based on this allocation.

We consider periodic patterns S of period T and we specify for each operation (forward, backward,
and communication): the GPU in charge of it, a starting time t, and an index shift h. This pattern
is to be repeated indefinitely: in the k-th period, this operation starts at time kT + t and processes
the batch number k − h. By convention the shift of F1 is always 0, so that if in some period F1

processes batch index i, an operation with shift h processes batch index i− h. A pattern is valid if
the schedule obtained in this way is valid, i.e. fulfills the dependencies of Figure 1. Figure 2 shows an
example of a valid pattern. It is possible to imagine larger patterns that may contain each operation
several times, for example patterns of period 2T in which each operation would be performed twice.
This might allow to consider more general schedules, but is beyond the scope of this work.

t

P1

P2

P3

T = 10

F1[0]

a(1)

F2[0]

a(2)

F3[0]

a(3)
F4[1]B4[2]

b(3)

B3[3]

b(2)
B2[4]

b(1)
B1[4]

Figure 2: Example of valid pattern. The index shifts are indicated in brackets in computation tasks,
communication tasks have rounded corners.

4 Heuristics

This section presents the main algorithmic contributions of this paper. We start by an optimal
algorithm for computing a pattern given a contiguous allocation of layers to GPUs. We then present
the MadPipe algorithm, that consists of two parts: a dynamic programming formulation to obtain a
non-contiguous allocation, and an adaptation of the ILP formulation of [1] to compute a pattern
adapted to this allocation.
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4.1 Contiguous case (1F1B)

Previous model parallelism approaches like PipeDream [11] focus on contiguous allocations, where
each GPU is assigned a consecutive set of layers of the DNN. The operations are then scheduled with
a simple eager strategy: fix a pipeline depth (the number of mini-batches inserted in the pipeline),
and start each operation as soon as its input data is available. This eager strategy does not provide
any guarantee on the efficiency of the resulting schedule. In addition, with such an eager approach, it
is very difficult to predict the memory usage that the schedule of a particular allocation will require,
and so PipeDream uses a very rough estimate of the memory consumption when optimizing the
allocations.

In this section, we present an algorithm that computes the optimal periodic pattern given a
contiguous allocation: given a feasible period T , our algorithm provides a pattern of period T which
uses the smallest amount of memory on all GPUs. This study also provides valuable insight on the
required memory usage, which will be used in the MadPipe algorithm to more precisely take memory
requirements into account.

Assume that we are given a fixed contiguous partitioning P of a linear DNN of length L on P
computing resources, to be scheduled with a periodic pattern of period T . For ease of presentation,
we assume that all communication times are 0; we show at the end a very simple transformation
that allows to consider the general case. The partitioning P specifies exactly P stages, one for each
computing resource, where each stage si is a contiguous set of layers. Given a stage s, we denote
by Fs the forward operation which computes in sequence the forward operations of all layers of s,
and similarly Bs for the backward operations. We also denote by UF (s) the total duration of the
forward tasks of stage s, UB(s) the duration of backward tasks, and U(s) = UF (s) +UB(s) the total
computational load of stage s.

We propose the 1F1B∗ Algorithm to compute a pattern for P. This algorithm works in two
phases.

First, groups of stages are built such that in each group g,
∑

s∈g U(s) ≤ T . This is done
iteratively: start from the last stage sP , add stages sP−1, sP−2, . . . as long as the condition is
fulfilled, then start a new group with the last stage that was not added. This yields to G groups;
for simplicity, groups are numbered in the order of their creation, so that group 1 contains sP and
group G contains s1.

Then, each group si, si+1, . . . , sj is scheduled in sequence: first forward operations Fsi , Fsi+1 , . . . , Fsj ,
then backward operations Bsj , Bsj−1 , . . . , Bsi , each performed in sequence, without idle time, as
shown on Figure 3. All forward operations have the same index shift value h, and backward opera-
tions have h′ = h+ g − 1, where g is the group index. All these group schedules are then connected:
to connect group g = (si, . . . , sj) and group g − 1 = (sj+1, . . . , sk), the schedule starts Fsj+1 just
after Fsj , with the same index shift. After this connection, if any operation starts later than T , its
starting time is lowered by T and its index shift increased by 1.

This algorithm produces a valid pattern, i.e. a schedule which fulfills all dependencies when
repeated. Indeed, by construction all dependencies within groups are satisfied, as well as the
dependencies from Fsl to Fsl+1

for any l. Consider now a group g whose first layer is layer l. If the
forward operation Fsl on some mini-batch i starts at time t, then the condition

∑
s∈g U(s) ≤ T

ensures that the backward operation Bsl on mini-batch i− g + 1 ends before time t+ T . Time t+ T
is the starting time of Fsl on mini-batch i+ 1, and by construction it is also the starting time of
Bsl−1

on mini-batch i− g + 1, which shows that the data dependency between groups is fulfilled.
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tT = 12

G1

G2

G3

F1[0]

F2[0]

F3[0] B3[2]

B2[2]

B1[2]

F4[0]

F5[0]B5[2]

B4[2]

F6[1]

F7[1] B7[1]

B6[1]

Figure 3: Example of a 1F1B∗ schedule with 3 groups.

In terms of memory usage, all stages of group g (for 1 ≤ g ≤ G) need to store exactly g input
activations: if Fsl is processed on mini-batch i, the next backward operation Bsl is executed on
mini-batch i+ g − 1, and thus after Fsl the corresponding GPU needs to store the activations for
mini-batches i to i+ g − 1.

Proposition 1. Given a contiguous partitioning P, consider any periodic pattern S of period T .
For any i, S keeps at least as many active batches for stage si than the 1F1B∗ defined above.

Proof. From the valid schedule obtained by repeating pattern S, for any stage si ∈ P we introduce
the function

m̂si(t) = #Fsi(t
′ < t)−#Bsi(t

′ < t).

This function measures how many more Fsi operations have taken place by time t than Bsi operations.
Consequently, it also denotes the number of active batches of stage si that are stored at time t in
memory. We also use msi = maxt m̂si(t) to denote the maximal amount of active batches related to
stage si.

We first notice that for all t and i, m̂si+1(t) ≤ m̂si(t). Indeed, since S is a valid pattern,

#Fsi+1(t′ < t) ≤ #Fsi(t
′ < t)

#Bsi+1(t′ < t) ≥ #Bsi(t
′ < t),

so that msi+1 ≤ msi .
Assume that for some j, msj = msj+1 . In this case, there exists a time τ such that m̂sj (τ) =

m̂sj+1(τ), which is only possible if #Fsj+1(t′ < τ) = #Fsj (t
′ < τ) and #Bsj+1(t′ < τ) = #Bsj (t

′ < τ).
Then, between the end of Fsj and the end of Bsj+1 , no operation can take place for stage sj : the
input data for Bsj needs to be produced by Bsj+1 , and processing another forward operation Fsj
would increase the number of active batches above msj .

For all j, if we denote by δj the delay between Fsj and the next Bsj in the periodic schedule, the
previous considerations imply (see Figure 4): if msj = msj+1 , then δj ≥ δj+1 +U(sj+1). Recursively,
if msj = msj+1 = · · · = msj+p for some j and p, then δj ≥

∑j+p
k=j+1 U(sk).

Since the period T is the time between two executions of Fsj , it is clear that T ≥ U(sj) + δj ,
which yields

if msj = · · · = msj+p , then T ≥
j+p∑
k=j

U(sk).
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δj

δj+1

τ

j

j + 1

j + p

. . .

Figure 4: Idle time imposed by keeping the same amount of active batches. At the moment of
memory peak the tasks from different processors form “V”-shape.

By contradiction, assume now that for some stage si, the schedule S uses fewer active batches
than the 1F1B∗ schedule, i.e. msi < gi, where gi is the group number of stage si. Consider
the largest index i for which msi < gi. Denote by si+1, . . . , si+p the group of stage si+1, so that
msi = msi+1 = · · · = msi+p = gi+1 < gi. By the previous result, T ≥

∑i+p
k=i U(sk). However,

according to the 1F1B∗ procedure, gi > gi+1 means that stage si could not fit in the group of si+1,
which can only happen if T <

∑i+p
k=i U(sk).

For a fixed partitioning, all other memory requirements (parameter weights and communication
buffers) are constant and do not depend on the schedule. Thus, the 1F1B∗ schedule induces
the smallest possible memory usage on all processors, among all valid periodic patterns for this
partitioning.

This result also holds true when taking communications into account: in a contiguous partitioning,
we can consider each communication as if it was a computation layer: the communication between
stage si on processor p and si+1 on processor p′ involves sending some activation a(l) between Fl on
p and Fl+1 on p′, and a gradient b(l) between Bl+1 on p′ and Bl on p, for a total time of C(l) = 2al

β ,
with the same dependencies as for a normal computation layer. Therefore, we can transform a
partitioning on P resources with communication costs into a partitioning on 2P − 1 resources,
without communications costs, and apply the 1F1B∗ algorithm on this transformed partitioning.
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4.2 Building a non-contiguous allocation

In this section, we present the first part of the MadPipe algorithm: a dynamic programming algorithm
to build a non-contiguous allocation. However, we do not consider general allocations, because
solving the corresponding problem (as is done with an Integer Linear Program in [1]) is too costly
and can only be done for small or medium size networks. Instead, we focus on a specific case: we look
for allocations in which all processors are allocated only one stage (like in a contiguous allocation,
we call these processors normal), except for one special processor which may receive any number of
stages. As shown in Section 5, this is enough to significantly improve the load balancing.

A non-contiguous allocation is a partitioning of the layers into stages, but it may contain more
than P stages: some processors (in our case, the special processor) can be assigned several stages.
Such an allocation also specifies an assignment of stages to processors. We define the period of an
allocation as the period that it can achieve if memory constraints were ignored; it can be computed
as the total load of the most loaded resource (either a GPU or a communication link).

In the following, we denote U(k, l) =
∑l

i=k uFi +uBi the total computational cost of layers k to l,
and C(k) = 2ak

β the communication time associated with layer k. The above discussion about 1F1B∗

are used to accurately estimating the memory usage for all normal processors, based on the total
computation time of layers further down the chain. The 1F1B∗ algorithm requires a target period, so
our dynamic programming method uses a target T̂ as input, and computes the best possible period
for an allocation in which memory needs are computed assuming a period T̂ .

4.2.1 Estimating memory usage

Assume that layers k to l are assigned to a normal processor, while requiring to keep g activations in
memory. The memory usage on this processor isM(k, l, g) =

∑l
i=k(3Wi + g · ai−1) + 2 · (ak−1 + al),

where 3Wi represents the memory usage of the model parameters, g · ai−1 corresponds to the
activations, and 2 · (ak−1 + al) accounts for the communication buffers (if k = 1 or l = L, the
corresponding term should be removed since no communication takes place). To compute the value
g, assume that we are given a lower bound V on the delay between the execution of Fl on some batch
and the execution of Bl on the same batch. Then these layers can be scheduled with g activations
in memory if and only if V + U(k, l) ≤ g · T̂ . Hence, we can compute the number of activations to
be kept in memory for layers k to l as g(k, l, V ) =

⌈
V+U(k,l)

T̂

⌉
, and the memory usage is given by

M(k, l, g(k, l, V )).
For the special processor however, estimating the memory usage is more difficult. We can use the

same g(k, l, V ) formula to compute the number of activations to be kept in memory for each stage
assigned to the special processor. However, as can be seen on Figure 5, for a given allocation on this
processor, the memory peak depends on how the different stages are scheduled. Specifically, assume
that several stages are assigned to the special processor, where stage si is part of group gi. If all
forward operations are performed in sequence followed by all backward operations, then after the end
of the last forward operation, stage si stores gi activations, for a total memory peak of

∑
i giai. On

the other hand, if the backward operation of each stage is performed just after its forward operation,
then after some Fsi0 we still have gi0 activations stored for stage si0 , but only gi − 1 activations for
the other stages. Thus the overall memory peak is maxi giai +

∑
j 6=i(gj − 1)aj . Many more ways

of interleaving the operations can take place, and determining which ones are compatible with the
schedule of the other processors is difficult. In any case, at least gi − 1 activations for each stage si
need to be stored at all times. For this reason, in this first part of MadPipe, we under-estimate the
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memory requirement of the special processor by considering that it requiresM(k, l, g − 1), and rely
on a modified version of the ILP given in [1] to compute a feasible schedule in the second part of
MadPipe (see Section 4.3).

Fi[hi] Fj [hj ] Bj [hj + gj − 1] Bi[hi + gi − 1]P

(a) Worst case. Memory needed to store the activations: giai + gjaj (reached between Fj and Bj).

Fi[hi] Bi[hi + gi − 1] Fj [hj ] Bj [hj + gj − 1]P

(b) Best case. Memory needed to store the activations: max{giai + (gj − 1)aj , (gi − 1)ai + gjaj}
(reached either after Fi or after Fj).

Figure 5: Two schedules with different memory peaks with two layers assigned on the special
processor: layer i with shift hi and group gi, layer j with shift hj and group gj .

4.2.2 Dynamic Programming derivations

To specify our dynamic programming algorithm, we fix a target value T̂ , and we define T (l, p, tP ,mP , V )
as the smallest period of an allocation of the first l layers on p normal processors which fulfills
the above memory constraints, where (i) the delay between the end of Fl and the start of the
corresponding Bl on the same batch is at least V , and (ii) assuming that the special processor has
already been assigned layers that induce a computational time tP and memory usage mP .

Consider any such allocation of the first l layers. The last layer l is part of a stage k, . . . , l, with
k ≤ l. From k, l and V we can compute a lower bound V ′ on the time between the end of Fk−1
and the start of Bk−1, by mimicking the group-making process of the 1F1B∗ procedure. Denote
by g0 =

⌈
V

T̂

⌉
the group number of the previously considered stage. Layers k to l can use the same

group if
⌈
V+U(k,l)

T̂

⌉
= g0, in which case the delay between the end of the communication of a(k−1)

and the start of the communication of b(k−1) is V +U(k, l). Otherwise, it is necessary to start a new
group, which implies that this delay is g0 · T̂ + U(k, l). The same reasoning applies to the group
number of the communication phase for a(l) and b(l). By introducing the notation

x⊕ y =

x+ y if
⌈
x

T̂

⌉
=
⌈
x+y

T̂

⌉
T̂ ·
⌈
x

T̂

⌉
+ y otherwise,

we obtain V ′ = (V ⊕ U(k, l))⊕ C(k).
The resulting stage made of layers k, . . . , l can then be assigned either to a normal processor, or

to the special one. Assigning it to a normal processor is only feasible ifM(k, l, g(k, l, V )) ≤M , and
it means one less processor is available to allocate all layers from 0 to k − 1. Hence this yields a
period

TN (k) = max(U(k, l), C(k − 1), T (k − 1, p− 1, tP ,mP , V
′)).

On the other hand, assigning this stage to the special processor induces a load t′P = tP + U(k, l),
and a lower bound on the memory usage of m′P = mP +M(k, l, g(k, l, V )− 1). This is only feasible
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if m′P ≤M , and yields a period of

TS(k) = max(t′P , C(k − 1), T (k − 1, p, t′P ,m
′
P , V

′)).

Putting it all together, the value of T (l, p, tP ,mP , V ) can be determined as the best possible
choice:

T (l, p, tP ,mP , V ) = min

(
min
k≤l

TN (k),min
k≤l

TS(k)

)
,

where for each case we only consider the feasible values of k as defined above. This allows to
recursively compute all values of T (·). Indeed, we can easily compute the values of T corresponding
to l = 0 or p = 0: if there are no more layers to allocate, then T (0, p, tP ,mP , V ) = tP ; if no normal
processor is available, then all layers must be assigned to the special processor, which is feasible if
mP +M(1, l, g(1, l, V )− 1) ≤M and yields T (l, 0, tP ,mP , V ) = U(1, l) + tP .

We thus obtain the following allocation algorithm, called MadPipe-DP : recursively compute all
possible values for T (l, p, tP ,mP , V ) to obtain T (L,P − 1, 0, 0, 0), which is equal to the period of the
resulting allocation. Then all the decisions along the path that leads to this result (the values k and
the choice between TN and TS) provide a partitioning of the layers into stages, and an assignment of
each stage either to a normal or to the special processor.

4.2.3 Find the correct value for T̂

The above MadPipe-DP has two interesting properties: first, the resulting period T = MadPipe-DP(T̂ )
is a non-increasing function of T̂ , since a higher value of T̂ allows to store fewer activations and thus
makes the memory constraints less restrictive. Second, for all T̂ , scheduling the allocation produced
by MadPipe-DP requires a period at least T for the load balance, and at least T̂ to ensure that the
memory constraints are fulfilled. Hence, the value T̂ ∗ minimizes max(MadPipe-DP(T̂ ∗), T̂ ∗).

Both arguments are monotonic in opposite directions, and we can therefore use a modified binary
search algorithm to find T̂ ∗ (see Algorithm 1). At each step, if T = MadPipe-DP(T̂ ), we know that
min(T, T̂ ) is a lower bound for T̂ ∗, and max(T, T̂ ) is an upper bound. We perform this algorithm for
a fixed number of iterations. In practice, K = 10 iterations are enough to obtain a good solution.

Algorithm 1 First phase of MadPipe: build an allocation
Require: K (number of iterations)
1: lb← U(1, L)/P
2: ub← U(1, L) +

∑L
i=2C(i)

3: T̂1 ← lb
4: for i = 1, . . . ,K do
5: Ti ← MadPipe-DP(T̂i)
6: T̃i ← max{Ti, T̂i}
7: lb← max{lb,min(Ti, T̂i)}
8: ub← min{ub, T̃i}
9: T̂i+1 ← (lb + ub)/2

return mini T̃i and the associated allocation
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Figure 6: Comparison of periods for ResNet-50 with image size 1000 and batch size 8.

4.3 Scheduling with ILP

As discussed above, it might not be possible to schedule the allocation returned by Algorithm 1
within the expected period because of the approximation used to estimate the memory usage of the
special processor. In order to obtain a valid schedule, the second step of the MadPipe algorithm
uses the ILP formulation proposed in [1] to compute an efficient valid schedule which uses the same
partitioning.

Assume that Algorithm 1 returns a solution where the layers are partitioned into N stages
(s1, . . . , sN ). Scheduling this partitioning is almost equivalent to scheduling a (shorter) chain network
of length N , where each stage of the partition is considered as a layer of the transformed chain. Each
layer of this new chain is thus more computationally expensive, with u′Fi

= U(si). The equivalence
is however not perfect since data dependencies are different. Indeed, if stage si contains layers
(j, . . . , k), the output of its forward operation Fsi is the activation a(k) produced by layer k. However,
the backward operation Bsi requires (a(j−1), . . . , a(k−1)), and not only a(j−1).

We thus define, for each stage s, the stored activation cost as ās =
∑

i∈s ai−1. Our final algorithm
MadPipe uses a modified version of the ILP [1], which uses as for the communication between stages,
and ās for the memory storage constraints. Since the number N of stages in the partition returned
by the first step is much lower than the length L of the original chain, the processing time of the
ILP on this modified instance is reasonable in all cases.

5 Experimental Results

5.1 Simulation Settings

In this section, we present the simulation results obtained for different state-of-the-art and widely
used neural networks. The data necessary to perform the simulations were obtained by profiling the
neural networks to measure the durations and memory costs of the different operations involved in
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Figure 7: Geometric mean of ratios over different values of P and β, for all networks.

the training. As mentioned in Section 3, all the networks are considered as adjoint chains as depicted
in Figure 1. A classic linearization approach, also used for PipeDream [11], is used to transform the
computational graphs of these neural networks into chains, by greedily grouping layers as necessary.

In this evaluation, we compare two scheduling algorithms. The state-of-the-art algorithm for
pipelined model parallelism is PipeDream [11], which produces a contiguous partitioning. This
algorithm assumes that the number of activations for all layers is at most P (the number of ressources),
whereas we know from Section 4.1 that the first layers may require to store up to 2P − 1 activations,
since we also need to take communication stages into account. We thus use 1F1B∗ to obtain a valid
schedule from the partitioning returned by PipeDream. We compare this algorithm to the MadPipe
algorithm presented above.

The formulation of MadPipe-DP involves continuous variables tP , mP and V , which need to be
discretized for the implementation. The choice of the granularity for this discretization is a tradeoff
between the precision of the solution and the computational effort required to obtain the solution.
In these experiments, 11 equally distributed values between 0 and M are used for representing mP ,
51 equally distributed values between 0 and U(1, L) +

∑L
i=2C(i) for V and 101 values between 0

and U(1, L) for tP . Such a discretization scheme allows to achieve good results in reasonable time.
Overall, the first step of MadPipe takes several seconds for the smaller networks, and up to 15
minutes for the large networks. For the second step, the ILP is executed with a one-minute time
limit, but finishes earlier with an optimal solution in most cases. Even though this is significantly
slower than the dynamic program of PipeDream, the improved partitionings allow to increase the
overall throughput of the training phase. Indeed, this optimization process is expected to be executed
once for a given network and a given machine, whereas the training phase involves many runs with
the same stages, with an expected runtime of several hours or even days.

We consider a wide variety of situations. The measurements were performed on the ResNet-50,
ResNet-101, Inception, and DenseNet-121 networks, with large image sizes of 1000× 1000 and batch
size of 8. Such a setting with large activations makes it difficult to train these neural networks on a
single GPU. The number of GPUs varies from 2 to 8, and the available memory per GPU varies from
M = 3 GB to M = 16 GB. Even though GPUs have a fixed memory size (usually 16GB), exploring
lower memory values allows to assess the sensitivity of the algorithms to more constrained scenarios.
These scenarios can be seen as representative of cases with larger batch size or larger image sizes.
The bandwidth measured on our platform is β = 12 GB/s, and we also performed experiments with
β = 24 GB/s to explore the possibilities offered by better networking capabilities.
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Figure 8: Speedup comparison for all networks.

5.2 Simulation Results

To save space, Figure 6 shows the simulation results only for the ResNet-50 network, but the next
plots show that our conclusions apply to all networks. For both algorithms, the dashed lines represent
the period of the partitionings obtained in the first phase by the respective dynamic programs, and
the period of the valid schedule is depicted with a solid line. This figure presents results in terms of
period duration, hence lower is better (the throughput, in terms of images processed by second, is
proportional to the inverse of the period).

These plots highlight the fact that MadPipe allows to obtain significantly more efficient schedules
in most cases, especially when the memory is more constrained, and for P > 2. The period achieved
by PipeDream is routinely 20% larger than what MadPipe can provide, and in some cases the solution
of PipeDream is up to two or even three times slower. The dashed lines show that the partitioning
produced by PipeDream is very optimistic and expects to achieve a very small period, but then
turns out infeasible, resulting in a very high overhead. On the other hand, the partitioning obtained
by the first step of MadPipe has a higher period because it considers more memory constraints, but
it overall results in a more efficient schedule.

We can also observe the behavior of all these algorithms when M increases. As expected, the
period of the partitionings (the dashed lines) are non-increasing with M , and reach a lower bound
when the memory limit is high enough to no longer be a constraint. On the other hand, the period
of the schedules produced by 1F1B∗ (and even by MadPipe sometimes) is not monotonic: since the
memory is not estimated perfectly, it may happen that with more memory available, the dynamic
program finds a solution which ends up being unfeasible, and requires a higher period to be able to
run. This erratic behavior is nevertheless much more visible for PipeDream.

On Figure 7, we display the results of the same simulations for all networks, normalized with
respect to the MadPipe algorithm. For each case, we compute the ratio of the period obtained by a
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solution to the period obtained by MadPipe. The plots show, for each value of the memory limit
M and for several neural networks, the geometric mean of these ratios over all values of P and β.
For the solid red line that corresponds to PipeDream (DP+1F1B∗) solution, a value below 1 means
that PipeDream is more efficient, and a value above 1 means that our solution is more efficient than
PipeDream. This shows that the performance improvement offered by MadPipe is valid in a wide
range of scenarios, especially for lower values of memory. Indeed, the overhead of PipeDream over
MadPipe is consistently over 20% when the available memory is below 10GB.

Finally, we present on Figure 8 another visualisation of the same results, which aims at highlighting
the scalability of the produced schedules when the number of processors increases. On this figure,
the plots provide the speedup of the produced schedules compared to the sequential execution of the
network, i.e. U(1, L). We can observe that the pipelined model parallelism achieves a good scalability
for settings with large memory like M = 12 or 16, and that MadPipe exhibits better scalability than
PipeDream. When less memory is available, it is more difficult to use all the computing resources
efficiently and the speedup gets worse.

Increasing the bandwidth does not dramatically improve this behavior, which shows that it is
not due to communication issues. This reduced scalability when memory is tight comes from the
heterogeneity between layers and from the increased memory pressure. Indeed, when the number
of GPUs increases, the number of activations to be stored also increases, in particular for the first
layers of the network, which generally handle the larger activations. Therefore, the memory becomes
the main bottleneck and idle times have to be added to fit into the memory limit. This explains why
the scalability of MadPipe is much better than what can be achieved with PipeDream.

6 Conclusion

In this paper, we consider the algorithmic optimization of model parallelism for training deep
convolutional networks on large images. Model parallelism is an attractive parallelization strategy
that allows in particular to avoid replicating all the weights of the network on all the computation
resources. Following the ideas proposed in PipeDream [11], we propose to combine pipelining and
model parallelism, which allows to achieve better resource utilization. Nevertheless, the combination
of pipelining and model parallelism requires to store more activations on the nodes, which in turn
induces memory issues. In this paper, we propose an optimal scheduling algorithm for the contiguous
case, in which each GPU computes a contiguous set of layers, which optimizes the throughput under
memory constraints. Furthermore, we design a sophisticated two-phase scheduling strategy which
produces non-contiguous schedules, based on a dynamic program to group the network layers into
stages. We show, using a large set of simulations on a variety of computing platforms and neural
networks, that the solution we propose achieves a significant increase in throughput compared to
PipeDream, especially when the memory is a strong constraint. A natural perspective of this work is
to combine this approach with data parallelism to improve scalability for the tightest memory cases.
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