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Abstract The High-Performance Computing (HPC) community has recently
started to use containerization to obtain fast, customized, portable, flexible,
and reproducible deployments of their workloads. Previous work showed that
deploying an HPC workload into a single container can keep bare-metal perfor-
mance. However, there is a lack of research on multi-container deployments
that partition the processes belonging to each application into different contain-
ers. Partitioning HPC applications have shown to improve their performance
on virtual machines by allowing them to be set affinity to a NUMA (Non-
Uniform Memory Access) domain. Consequently, it is essential to understand
the performance implications of distinct multi-container deployment schemes
for HPC workloads, focusing on the impact of the container granularity and
its combination with processor and memory affinity. This paper presents a
systematic performance comparison and analysis of multi-container deployment
schemes for HPC workloads on a single-node platform, which considers different
containerization technologies (including Docker and Singularity), two different
platform architectures (UMA and NUMA), and two application subscription
modes (exactly-subscription and over-subscription). Our results indicate that
finer-grained multi-container deployments, on one side, can benefit the perfor-
mance of some applications with low inter-process communication, especially
in over-subscribed scenarios and when combined with affinity but, on the
other side, they can incur some performance degradation for communication-
intensive applications when using containerization technologies that deploy
isolated network namespaces.

Peini Liu, Jordi Guitart
Computer Science Department, Barcelona Supercomputing Center (BSC), Barcelona, Spain
Computer Architecture Department, Universitat Politecnica de Catalunya (UPC), Barcelona,
Spain
Tel: +34 - 93 405 40 47
Fax: +34 - 93 401 70 55
E-mail: peini.liu@bsc.es, jordi.guitart@bsc.es

This is a post-peer-review, pre-copyedit version of an article published in 
 Journal of supercomputing. The final authenticated version is available online at: 
http://dx.doi.org/10.1007/s11227-020-03518-1



2 Peini Liu, Jordi Guitart

Keywords Docker · Singularity · Performance analysis · Deployment
schemes · Multi-container · HPC workloads

1 Introduction

Modern computing infrastructure is evolving at a fast pace from using dedicated
physical datacenters to cloud computing services. Virtualization, as a funda-
mental technology for cloud computing, allows efficient utilization and easy
maintenance of the infrastructure. So far, this attractive paradigm has been
widely used by leading commercial companies and communities to manage their
clusters [16,32]. The HPC community is also involved in this transformation of
adopting virtualization to benefit from some of its well-known advantages [49],
such as the encapsulation of specific software environments for each user, which
allows for customization, portability, and research reproducibility [19]; the
isolation of users from the underlying system and from other users, which
allows for security and fault protection; and the agile and fine-grain resource
allocation and balancing, which allows for efficient cluster utilization and failure
recovery [9].

Virtualization was initially adopted in the form of hardware virtualization,
which adds a layer of software between the operating system and hardware
(so-called hypervisor), as well as an extra operating system for the guest.
Historically, this incurred noticeable performance penalties, which have been
dramatically reduced with the latest advances in virtualization. In particular,
HPC workloads have taken advantage of the ability to leverage compute accel-
erators such as Graphics Processing Units (GPUs) from the virtual machines,
or the ability to map the physical resources directly to the virtual machines.
Furthermore, innovative deployment schemes have been also proposed to deal
with the performance bottlenecks of virtualized HPC workloads in typical HPC
architectures, such as multi-socket multi-core systems, like partitioning HPC
applications into several virtual machines to prevent them spanning multiple
NUMA domains [15]. This allows enabling affinity to a NUMA domain, which
can enhance data locality in the L3 cache and reduce the RAM memory latency
by preventing accesses to remote domains. Leveraging processor affinity as well
can prevent process preemption and also enhance data locality in the L1 and
L2 caches. Apart from exploiting data locality, partitioning can also optimize
the packing of virtual machines and hence increase the utilization of the hosts
since small-sized tasks can be allocated more easily without blocking in a
waiting queue [11]. It can be also helpful to enhance the fault tolerance of the
application, by replicating specific vital processes in separate virtual machines.
If one of them fails, the replica can take over without downtime. Similarly,
specific tasks of the application can also be checkpointed and recovered in case
of a failure.

However, the still existing performance degradation of hardware virtual-
ization regarding bare-metal executions [38] might not be acceptable for some
HPC users. The emergence of containerization can alleviate that performance
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gap [9, 41], as each container shares the underlying host kernel for OS services
such as libraries, modules, and kernel functions. Therefore, a systematic analy-
sis of HPC workloads running on containerized environments is necessary to
understand the performance implications of using container technologies for de-
ploying HPC workloads [8,49], and to determine if the partitioning deployment
schemes using multiple instances and the performance optimization methods
based on affinity used for virtual machines are also appropriate with containers
and what potential problems they might incur.

Performance analysis of HPC applications in containerized environments
is an ongoing research problem [2,35,46]. Most related works evaluate single-
container deployments and emphasize the possibility that deploying a HPC
workload into a single container can achieve native performance [9,41]. However,
there is a lack of research on multi-container deployment solutions for a single-
tenant multi-process HPC workload. Unlike the multi-container deployments
holding workloads for multiple tenants [16–18,24], using multiple containers
to package a single-tenant multi-process/thread HPC workload refers to parti-
tioning the processes or threads belonging to each application into different
containers, obtaining in that way a finer-grained deployment. Whereas few
works include experiments with different container granularity [8, 34, 35], none
of them provide a deep understanding of the impact of such multi-container
deployments on the performance of HPC workloads, which considers different
containerization technologies, container grain sizes, and hardware platforms.
To better identify optimal containerized deployment schemes and potential per-
formance bottlenecks in a single multi-socket multi-core system, a proper and
in-depth performance analysis is important before migrating HPC applications
to containerized environments.

Early containerization implementations for deploying HPC benchmarks
were mainly Linux-VServer, OpenVZ, and LXC [46]. However, containeriza-
tion technologies have been evolving and Docker1 has become the most used
containerization software [3, 8, 35]. Docker provides an easy way to isolate the
network and limit the resource usage of the containers, but some challenges
remain with this technology to guarantee security and ensure performance
when employed in HPC. Singularity2, a novel HPC-oriented containerization
technology, offers promising solutions for these issues [2,20]. Regarding security,
Singularity does not create containers as spawned child processes of a root
owned daemon. Regarding performance, Singularity enables all the containers
to use the underlying HPC environment in a natural way (without namespaces
isolation). This work focuses on these two containerization technologies for
deploying HPC workloads.

This paper presents a systematic performance comparison and analysis of
containerized deployment schemes for HPC workloads. We address the next
research questions: i) What is the impact of container granularity on the
performance of multi-container deployment schemes for HPC workloads? ii)

1 https://www.docker.com/
2 https://sylabs.io/
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What is the impact of processor and memory affinity on the performance of
multi-container deployment schemes for HPC workloads?

Consequently, this paper contributes with a performance comparison and
analysis of distinct multi-container deployment schemes for HPC workloads
comprising i) different containerization technologies, ii) different container gran-
ularity, iii) different processor and memory affinity configurations, iv) different
hardware platform settings, v) different application subscription modes.

The remaining of the paper is structured as follows. Related works are pre-
sented in Section 2. Section 3 describes the technologies behind containerization,
especially Docker and Singularity, and also discusses the HPC benchmarks used
in the evaluation. In Section 4, we evaluate the impact of container granularity
on multi-container deployments, including also a comparison of different appli-
cation subscription modes, different containerization technologies, and different
hardware platform settings. Section 5 evaluates the impact of processor and
memory affinity on multi-container deployments. Finally, Section 6 concludes
the paper and discusses the future work.

2 Related Work

In order to improve the performance of HPC applications on virtualized
multi-socket architectures, several works have proposed partitioning the HPC
applications into several virtual machines to prevent them spanning multiple
NUMA domains [14, 15]. The same idea of sizing virtual machines conforming
with NUMA boundaries for throughput workloads (i.e. MPI jobs without
communication) has been suggested by VMware in their reference architecture
for virtualizing High Performance Computing [43].

Consequently, application partitioning comes together with the need to
schedule the resulting virtual machines in the NUMA platform so that each
of them optimizes its memory access locality [7, 31] or the access to local I/O
devices [5]. Cheng et al. [7] presented a user-level scheduler that periodically
adjusts the placement of virtual machines aiming for local node execution, that
is, the VCPUs of a virtual machine are running on one NUMA node and its
memory is also located on the same NUMA node. Rao et al. [31] proposed a
load balancing algorithm to determine the optimal VCPU-to-core assignment
by dynamically migrating VCPUs to minimize the penalty to access the uncore
memory subsystem.

However, there is few empirical research yet evidencing whether the expe-
rience of virtualization can be applied with containerization with the same
benefit for HPC applications. Yang et al. [48] proposed a management service
for Docker containers based on OpenStack, which features a NUMA-aware
mechanism that limits the accessible CPU and memory of containers to the
same NUMA node. However, this work does not consider multi-container de-
ployments from a single tenant but a simple scenario with two containers from
two different tenants.
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Several studies have compared the overhead of using virtualization and
containerization technologies for HPC applications [6, 38, 40]. They claimed
that containerization has less overhead than virtualization in most cases. As a
result, many works have focused on the performance analysis of containerized
deployments for HPC applications. Xavier et al. [46] firstly did in 2013 a
full performance comparison of container-based technologies relevant at that
time, mainly Linux-VServer, OpenVZ, and LXC, for HPC workloads. However,
containerization technologies have evolved considerably since then, and new
ones must be also evaluated for deploying HPC applications. In particular,
Docker has become the most popular containerization software, and Singularity
is also widely used in the community to support HPC workloads [2, 33, 44, 49].
These works have focused on evaluating the performance of an HPC application
from a single-tenant on a single container allocated on a single node with
different containerized technologies. Other works considered multi-tenant HPC
workloads. Maliszewski et al. [24] investigated the performance of scientific
workloads with single or multi-tenant instances in a single node, where each
tenant held its independent application among other tenants. Jha et al. have
studied HPC microservices in different container environments [17,18]. Their
work includes flexible deployments for HPC applications on a single node,
from running a single or multiple applications in a single container, to running
multiple containers each holding a single application. Whereas these studies
above considered one or multiple tenants, co-located independent applications
on a single node, or allocated one or more applications into a container, none of
them considered a deployment scheme partitioning one application into several
containers.

Other works have evaluated HPC workloads in distributed containerized
platforms. Saha et al. [35] evaluated the performance of an HPC application
running with several processes distributed across multiple containers using
Docker Swarm, and studied different network methods, number of hosts, and
ranks per container. Some of their results showed that one rank per container
had degradation, but they did not explain in-depth why this occurred. In
another work [34], the same authors presented a framework combining Apache
Mesos and Docker Swarm which can orchestrate distributed containers with
MPI processes across the nodes. They studied the overhead of running a different
number of MPI processes and nodes, and presented a co-scheduling policy.
These works showed that there is a possibility that distributed containers with
partitioned processes from a single HPC application can be allocated on the
same host. However, they mainly focused on the overhead of the orchestrator
and the number of nodes, and did not study the specific interference among
these containers while being allocated on the same node.

Chung et al. [8] considered the container granularity. Their work studies the
scalability of running an HPC application on one or more containers. However,
they only measured Docker performance for computation and data access
intensive HPC applications, and did not distinguish the different subscription
modes of the application or compare different containerization technologies.
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None of these works study the joint impact of container granularity and
processor and memory affinity settings for multi-container deployments, as
we do in this work. Furthermore, none of them feature either an in-depth
performance evaluation of Singularity, including its instance-based variant, and
also a scenario adding CPU cgroups to its original implementation.

3 Background

This section introduces the technologies behind containerization, especially
Docker and Singularity, and also discusses the benchmarks that we use to
evaluate the performance of those technologies with HPC workloads.

3.1 Containerization technologies

3.1.1 Docker

Docker1, the most popular containerization technology, builds upon resource
isolation and limitation features of the Linux kernel, such as namespaces
and cgroups, respectively. Also, it adds a union-capable file system such as
OverlayFS.

Without the hypervisor needed for virtual machines, Docker contains a
lightweight engine to control and manage its containers. Also, Docker allows
containers to share the underlying host kernel including the libraries, modules,
kernel functions, and a root file system. Regarding runtime isolation, Docker
containers are defined into some operational spaces (e.g. Network, PIDs, UIDs,
IPC) which are implemented by means of namespaces. Regarding resource
limitation, some sets of dedicated resources that are defined by means of
cgroups can be allocated to the Docker containers.

3.1.2 Singularity

Singularity2 containers are mostly used in HPC environments where they
are proven to introduce less overhead than Docker while providing more
reliable security guarantees [2]. Regarding security, Singularity does not create
containers as spawned child processes of a root owned daemon. Regarding
performance, Singularity enables all the containers to use the underlying HPC
environment in a natural way (without namespaces isolation). Because of this
feature, the integration between Singularity and MPI can be transparent to
the user. Users only need to run mpirun command as they run it on bare-metal
machines, then the MPI process management daemon (ORTED) will handle the
containers execution and the processes launching and communications. These
make Singularity a first-class choice for HPC and scientific simulations [20, 36].

In late 2018, Singularity 3.0 was released [13]. This version brings a new
functionality (so-called instances) to run containers in ”daemon” mode, which
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allows running them as services in the background. Singularity instances can
have isolated network resources, and they also support cgroups functionality to
restrict the resource usage. MPI applications can run in Singularity instances
as if they were running in separated hosts, having its own network identity
and using a SSH backend service to communicate. In this sense, Singularity
instances somehow mimic Docker, while still keeping the advantages regarding
security, thus we also include them as a part of our evaluation.

3.2 HPC Challenge Benchmark

The HPC Challenge (HPCC) benchmark suite3 is widely used to evaluate
the performance of HPC systems. Its design goal is to enable complete under-
standings of the performance characteristics of platforms [22]. It consists of
several benchmarks that show the performance impact of real-world HPC ap-
plications. For example, the capability of processor floating point computation
(e.g. DGEMM, FFT), memory bandwidth (e.g. STREAM, FFT) and latency
(e.g. RandomAccess), and communication bandwidth (e.g. b eff, PTRANS,
FFT) and latency (e.g. b eff, RandomAccess, FFT) [47]. We use common and
standard units to evaluate the results of HPCC. The benchmarks are described
as follows:

– EP-DGEMM (DGEMM) [22]: Real-valued dense matrix multiplica-
tion in double precision. Measures the floating point rate of execution in
GFLOP/s.

– G-FFT (FFT) [1]: Global discrete Fast Fourier Transform of a vector.
Measures the floating point rate of execution in GFLOP/s.

– G-PTRANS (PTRANS) [1]: Global Parallel matrix transpose. Exercises
the communications where pairs of processors communicate with each other
simultaneously. It is a useful test of the total communication capacity (in
GB/s) of the network.

– EP-STREAM (STREAM) [12]: Measures sustainable memory band-
width (in GB/s) and the corresponding computation rate for simple vector
kernels.

– G-RamdomAccess (RA) [1]: Random memory access. Measures the rate
of integer random updates of memory (in GUP/s, i.e., GigaUpdates per
second).

– b eff [12]: Measures the latency (in microseconds) and bandwidth (in GB/s)
of various communication patterns including ping-pong and ring.

3.2.1 Profiling analysis of the HPCC benchmarks

Due to the different attributes of each benchmark, some profiling of these
benchmarks is useful for understanding their different MPI usage patterns [12],

3 http://icl.cs.utk.edu/hpcc/
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Fig. 1 HPCC MPI Profiling Analysis.

and can be used as a baseline for comparison with container-based executions
in the evaluation.

Our analysis considers two different application subscription patterns,
namely exactly-subscribed mode and over-subscribed mode. In the exactly-
subscribed mode, the number of running processes is equal to the number of
available processors. In the over-subscribed mode, there are more processes
running than processors available, that is, it permits resource over-subscription.
Tasks enabling over-subscription can obtain their resources sooner and decrease
the waiting time, thus can be started earlier than in the exclusive mode [39].

Environment and Settings: The hardware platform consists of a single
host with 2 x Intel 2697v4 CPUs (18 cores each, hyperthreading disabled),
256 GB RAM, 60 TB GPFS file system, and 1 Gb Ethernet network. The
operating system on each server is CentOS 7.6. OpenMPI v4.0.3rc3 and HPCC
benchmarks v1.5.0 are compiled by the GNU compiler collection in version
5.5.0. All the benchmarks are running with 16 processes on bare-metal. Exactly-
subscribed mode is using 16 cores (8 from each socket). For over-subscribed
mode, the over-commitment ratio is set to 2, which means using 8 cores (4
cores from each socket). We use an open source analysis tool Paraver4 to profile
MPI usage patterns of the benchmarks [30].

Results: Figure 1 shows the HPCC MPI profiling results. Segments of
different colors correspond to the time spent within the various MPI functions
with respect to the overall execution time. Table 1 presents the detailed time
consumption percentages and the number of invocations of these MPI functions,
which are classified according to the corresponding communication patterns.

From these results, we can divide these benchmarks broadly into two cate-
gories: MPI communication workloads, where processes need to communicate
(frequently) with each other, and MPI throughput workloads, where there is
(almost) no communication between processes [43]. Benchmarks whose name
starts with G- and b eff benchmark belong to the first category while others
starting with EP- belong to the second one. Within the MPI communication

4 https://tools.bsc.es/paraver
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workloads, b eff presents different patterns of point-to-point communications
(e.g. blocking ping-pong transfer, blocking concurrent transfer, and non-blocking
communications), which are also shown in G-PTRANS (blocking concurrent
transfer) and G-RandomAccess (non-blocking communications). G-FFT uses
mainly collective all-to-all communication. Thereby, all of these benchmarks can
be used to evaluate the different aspects of interprocess communication. On the
other side, MPI throughput workloads EP-STREAM and EP-DGEMM can be
used to assess the memory bandwidth and the computation performance of the
system, respectively. Note that our classification matches with the existing liter-
ature on HPCC [23], which has identified b eff, G-RandomAccess, G-PTRANS,
and G-FFT as performance-sensitive to the interconnection latency and/or
bandwidth, whereas EP-DGEMM and EP-STREAM have been characterized
as not sensitive to them.

4 Performance Analysis of Multi-container Deployments

4.1 Objective

In this section, we present an empirical performance evaluation of multi-
container deployments of HPCC benchmarks with different container gran-
ularity. We evaluate different scenarios where we partition each application
among an increasing number of containers, but decreasing number of processes
per container (i.e., finer-grained container granularity). Within this evaluation,
we consider different subscription modes on the application layer (exactly-
subscription and over-subscription), different containerization technologies
(including Docker and Singularity), and different hardware platform settings
(UMA and NUMA).

4.2 Method

The idea of containerization is to provide a pool of resources for a group of
processes/threads. However, the grouping of the processes/threads within a
job admits several combinations, as well as the resource group provided by the
hardware can also vary. Thus, the impact of containerized deployments can be
analyzed by changing the elements at both ends of the mapping.

The container-based deployment model for HPC workloads is shown in
Figure 2. It consists of three modules: a job contains several processes/threads,
which can be divided into groups of various sizes and are packaged into different
containers; a host has multiple resources organized into sets which are able
to run the containers; and a containerization layer including containers that
holds the mapping between a group of processes/threads and a set of resources.
Our evaluation compares and analyzes the performance of HPC workloads
by considering deployment schemes with different number of containers and
processes per container and using different containerization technologies on the
containerized layer.
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Fig. 2 Container-based deployment model for HPC workloads.

4.3 Experimental setup

This section describes the experimental setup used for performance evaluation.
All the results of each experiment are derived from the average of 10 executions
and the bare-metal executions are considered as baselines of every scenario.
We perform unpaired two-samples T tests to assess whether the performance
difference between the means in our experiments is statistically significant
or due to randomness. We consider that a P-value lower than threshold 0.05
denotes a statistically significant difference.

Classical unpaired two-samples T tests require that the two groups of
samples are normally distributed, so we first verify that by using Shapiro-Wilk
tests [37]. When some of the groups of samples being compared are not normally
distributed, we use Mann-Whitney tests [25] instead of the classical two-samples
T tests. Unpaired two-samples T tests also require that the variances of the two
groups are equal. We verify this by using Fisher’s F-tests. When the variances
are not equal, we use Welch T tests [45] instead of the classical T tests.

Environment: Our experiments are executed on a single-host HPC plat-
form. The hardware characteristics of this host have been described in Section
3.2.1. Figure 3 shows a schematic view of its architecture. There are two sockets
containing 18 cores each. The distance for accessing local and remote memory
is 10 and 21, respectively. Each core has its own L1 and L2 cache, and L3 cache
is shared by the 18 cores in the same socket. We use this host to define two
different hardware platform settings: one with Non-Uniform Memory Access
(NUMA) and another with Uniform Memory Access (UMA). Table 2 summa-
rizes the hardware characteristics of these two settings. Both of them have
the same number of cores, each one with L1 data cache (32K), L1 instruction
cache (32K), and L2 cache (256K). In the NUMA hardware setting, those
cores belong to 2 different sockets, each one with its own L3 cache (45MB);
in the UMA hardware setting, the cores all belong to a single socket with a
single 45MB L3 cache. The software stack for both host and containers, and
its compilation environment are described in Table 3.

Benchmark settings: The settings for HPCC are the same as described
in Section 3.2.1, so all the benchmarks are running with 16 MPI processes in
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Fig. 3 A schematic view of our single-host HPC platform with two sockets and 18 cores per
socket with shared L3 cache.

Table 2 Overview of the multi-socket multi-core hardware settings used in the experiments.

Hardware Setting #sockets #cores L3(MB) RAM(GB)
NUMA 2 16(8 per socket) 90(45 per socket) 256(128 per socket)
UMA 1 16 45 128

Table 3 Software Stack.

Software Version Location Compiler
Linux CentOS 7.6.1810 Host & Container
Docker 19.03.5 Host

Singularity 3.5.1 Host
OpenMPI OpenMPI-4.0.3rc3 Host & Container GCC 5.5.0

all the scenarios. In the exactly-subscribed mode, those processes run on 16
cores, whereas in the over-subscribed mode they run on 8 cores. Additionally,
we enable OpenMPI MCA parameter mpi_yield_when_idle for all the over-
subscribed scenarios to prevent the degradation from the OpenMPI (see Section
4.4.4).

Container granularity settings: Different deployment schemes for eval-
uating container granularity are presented in Figure 4. Figure 4 (a) presents
the settings of deployment scenarios on the NUMA hardware platform setting
and Figure 4 (b) on the UMA hardware platform setting. E or O refers to
the application running on exactly-subscribed mode or over-subscribed mode,
respectively. E1-E5 and O1-O4 reflect the different granularity of the containers.
As shown in Table 4, E1 and O1 use a single container, while E2-E5, O2-O4
are scenarios with an increasing number of containers, but decreasing number
of processes per container.

In the experiments denoted as ’ANY’, each container could use any of the
available cores according to the used hardware platform setting (see Table
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Fig. 4 Containerized deployment scenarios.

Table 4 Settings for containerized deployment scenarios.

Scenarios #containers
#processes

per container
Used cores and sockets

E1,E2,E3,E4,E5 1,2,4,8,16 16,8,4,2,1
NUMA: cores 0-7,18-25; sockets 0-1
UMA: cores 0-15; socket 0

O1,O2,O3,O4 1,2,4,8 16,8,4,2
NUMA: cores 0-3,18-21; sockets 0-1
UMA: cores 0-7; socket 0

4). The actual distribution of the running processes on the available cores is
decided dynamically by the CFS Linux scheduler. In the experiments denoted
as ’PIN’, we enforce a 1-to-1 binding from the processes of the application
to the available cores according to the used hardware platform settings. This
binding holds during the entire execution of the application. We include this
setting in the comparison to serve as a reference and to assess the performance
reproducibility when variable process placement is eliminated, especially with
over-subscription.

Containerization technologies: Docker and Singularity containerization
technologies are evaluated in this work. We include also some variants of
Singularity in the comparison. The different features of these technologies are
described in Table 5: 1) Docker : Docker containers run isolated into different
namespaces and cgroups. 2) Singularity : Default Singularity version, which
executes the containers like they were native programs or scripts on a host
computer, without encapsulating them on separated namespaces or cgroups. 3)
Singularity-instance: Similar to Docker, Singularity container instances, which
are persistent versions of the container image, run isolated in the background
into different namespaces and cgroups. 4) Singularity+cgroup: Plain Singularity
containers are executed (not instances), but each of them runs on its own
cpu cgroup. Note that this cgroup should be a hierarchical cgroup, otherwise
the scheduler will allocate resources among multiple root level cgroups thus
bringing some degradation of performance.
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Table 5 Features of different containerization technologies.

Docker Singularity Singularity Singularity
(instance) (+cgroup)

Namespaces Yes Yes No No
Cgroup Yes Yes No Yes

File System overlay ext3 ext3 ext3
Network Bridge Bridge Host Host

Performance analysis tools: We use Paraver to profile MPI usage pat-
terns of the benchmarks. We capture also performance event counters (through
Perf5) and operating system metrics, such as context-switches, migrations, and
memory accesses, from representative executions of the benchmarks and we
use them to explain the obtained performance results.

4.4 Results

4.4.1 Impact of containerization technology and container granularity on
multi-container deployments

In this section, we evaluate the performance impact of different granularity of
containers with different containerization technologies through scenarios E1-E5
and O1-O4.

MPI communication workloads: As a result of the profiling analysis in
Section 3.2.1, we concluded that b eff (including Ping-Pong and Ring patterns),
G-RandomAccess, G-PTRANS, and G-FFT benchmarks can be classified as
MPI communication workloads. In particular, b eff spends about 87% of overall
runtime in MPI (95% when over-subscribed), G-RandomAccess spends about
24% of overall runtime in MPI (16% when over-subscribed), G-PTRANS spends
about 13% of overall runtime in MPI (34% when over-subscribed), and G-FFT
spends about 15% of overall runtime in MPI (42% when over-subscribed).
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Fig. 5 Impact of container granularity in b eff(RandomRing) bandwidth on NUMA hardware
platform setting.

5 http://man7.org/linux/man-pages/man1/perf.1.html
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Fig. 6 Impact of container granularity in b eff(PingPong) bandwidth on NUMA hardware
platform setting.

 Blocking Ping-pong Tranfer

Fig. 7 Time spent in MPI communication
patterns of b eff(PingPong) benchmark for
PIN scenarios on Docker (NUMA hardware
platform setting).
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Fig. 8 Time spent in MPI communication
patterns of b eff(Ring) benchmark for PIN
scenarios on Docker (NUMA hardware plat-
form setting).

Figures 5 and 6 show the bandwidth results for the b eff benchmark,
differentiating PingPong and RandomRing MPI point-to-point communication
patterns. We omitted the latency results as they were essentially following the
same trend. There is significant performance degradation when the processes
run on multiple containers in Docker and Singularity-instance (scenarios E2 to
E5 and O2 to O4) regarding single-container deployments, as the P-values of the
corresponding T-tests range from 4.9e−21 to 3.3e−11, which are all clearly lower
than 0.05. In order to better understand this behavior, Figures 7 and 8 detail
the time spent in seconds on each MPI function for the various communication
patterns in this benchmark when running on Docker. This time is greater
when running with multiple containers for blocking ping-pong transfer patterns
(MPI Send and MPI Recv), around 90% on scenario E2, and non-blocking
transfer patterns (MPI Isend and MPI Irecv), around 37% on scenario E2, and
increases with the number of containers, +16% (E3), +7% (E4), +4% (E5)
and +12% (E3), +8% (E4), +4% (E5), respectively. The time is also greater
when running multiple containers for non-blocking synchronization, around
47% on scenario E2, and blocking concurrent transfer patterns, around 61% on
scenario E2, but it barely increases with the number of containers, +7% (E3),
+5% (E4), -3% (E5) and +4% (E3), +1% (E4), -4% (E5), respectively.

This degradation occurs because the processes running on separated con-
tainers in Docker and Singularity-instance are deployed on isolated network
namespaces and have to use the TCP/IP network stack rather than shared-
memory to communicate with one another. Executions with a single container
or using Singularity do not have degradation on any of the scenarios when
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comparing with bare-metal (the P-values of the corresponding T-tests range
from 0.34 to 0.89, clearly higher than 0.05, thus the difference is not statisti-
cally significant) because the processes do not communicate through isolated
network namespaces. All the processes belong to the same namespace and can
use shared-memory to communicate as when running on bare-metal.
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Fig. 9 Impact of container granularity in G-RandomAccess performance on NUMA hardware
platform setting.
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Fig. 10 Impact of container granularity in G-PTRANS performance on NUMA hardware
platform setting.

According to the profiling analysis of benchmarks in Section 3.2.1, among
the benchmarks classified as MPI communication workloads, G-RandomAccess
and G-PTRANS present some MPI point-to-point communication patterns
(see Figures 9 and 10). In particular, G-Randomaccess spends about 23% of
overall runtime on point-to-point non-blocking communication (16% when
over-subscribed). Thereby, Docker and Singularity-instance incur performance
degradation (around 70% on scenario E2) that increases slightly with the num-
ber of containers (up to 77% on scenario E5). This degradation is statistically
significant as the P-values of the corresponding T-tests are lower than 0.05
(ranging from 9.4e−22 to 1.8e−18). G-PTRANS spends about 5% of overall
runtime on point-to-point blocking concurrent transfers (e.g. MPI Sendrecv)
(also 5% when over-subscribed), thus Docker and Singularity-instance degrade
on running multiple containers due to using the network stack (around 15-17%
degradation on scenarios E2 to E5, which is statistically significant as the
P-values of the T-tests with respect to single-container deployments range from
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3.2e−7 to 1.8e−4, which are lower than 0.05), but this degradation does not in-
crease with the number of containers (P-values of scenarios E3-E5 with respect
to E2 range from 0.2 to 1, which are higher than 0.05). The performance degra-
dation in G-PTRANS is significantly lower than b eff and G-RandomAccess
because the number of invocations to MPI functions is considerably lower. As
before, Singularity and Singularity+cgroup does not incur any statistically
significant degradation. This is confirmed in the corresponding T-tests where
all the P-values are higher than 0.05 (ranging from 0.07 to 0.9).
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Fig. 11 Impact of container granularity in G-FFT performance on NUMA hardware platform
setting.

Unlike previous MPI communication workloads, G-FFT mainly uses collec-
tive communication (mostly MPI Alltoall) for data movement. From the results
in Figure 11, the performance degradation when running multiple containers in
Docker and Singularity-instance is almost negligible when exactly-subscribed
(around 1%) and quite small when over-subscribed (around 4% when pinning
processes). In both cases, the P-values of the corresponding T-tests show that
those small differences are statistically significant and not due to randomness
(ranging from 5.3e−6 to 7.5e−3). What makes the difference is the number of
invocations of MPI calls. As a rule of thumb, applications doing point-to-point
communication perform many more invocations to MPI functions than applica-
tions using collective communication. In particular, as shown in Table 1, G-FFT
does only 210 point-to-point and 256 collective invocations (vs. more than
50000 point-to-point invocation in b eff(PingPong)), hence the degradation is
considerably lower.

MPI throughput workloads: The results of the profiling analysis in
Section 3.2.1 allowed to classify EP-STREAM and EP-DGEMM benchmarks
as MPI throughput workloads. As shown in Figures 12 and 13, which depict the
performance of those benchmarks when running with various container grain
sizes and containerization technologies, those workloads do not show significant
performance variation regarding the baseline when increasing the number of
containers per host. For instance, the P-values of the T-tests for multi-container
deployments of EP-STREAM regarding single-container deployments range
from 0.05 to 0.85 (higher than 0.05). This is due to the low amount of inter-
process communication, namely 1.4% of overall runtime in MPI (29.5% when
over-subscribed, but mostly in synchronization functions) for EP-STREAM,
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and 1.5% of overall runtime in MPI (13.9% when over-subscribed, but mostly
in the global reduce) for EP-DGEMM.
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Fig. 12 Impact of container granularity in EP-STREAM performance on NUMA hardware
platform setting.
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Fig. 13 Impact of container granularity in EP-DGEMM performance on NUMA hardware
platform setting.
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Fig. 14 Performance event counters of EP-DGEMM for ANY scenarios on NUMA hardware
platform setting.

Something noticeable in Figure 13 is the performance improvement of
EP-DGEMM in scenario ANY-E5 (which runs a single MPI process on each
container) regarding the other deployment scenarios with all the containeriza-
tion technologies but plain Singularity. In those technologies, ANY-E5 shows
significant difference compared to ANY-E1, as the P-values of the correspond-
ing T-tests range from 1.7e−3 to 7.3e−3 (lower than 0.05). As shown in Figure
14, which depicts relevant performance counters of EP-DGEMM, scenario E5
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with Docker has considerably less process migrations and context-switches than
the other deployment scenarios. It also shows better cache utilization (less
L3 misses), more local memory accesses, and only minimal remote memory
accesses. These are consequences of the scheduling of the containers (i.e. the
cgroups) and their corresponding MPI processes. As each container runs a single
process, this is essentially a single-level scheduling (i.e. at the cgroup level),
which is simpler and allows to exploit processor affinity better, in a similar
way to when processes are pinned explicitly (although not so deterministic).
The same occurs with Singularity-instance, but not with Singularity because
all the processes run within the same cgroup.

Performance variability and impact of 1-to-1 process pinning:
Most benchmarks (b eff, G-PTRANS, G-FFT, EP-STREAM, and EP-DGEMM)
present some performance variability in the ANY over-subscribed scenarios,
which does not occur when binding processes to processors. In addition, EP-
DGEMM also shows some variability in the ANY exactly-subscribed scenarios,
which comes mainly from the process context-switches and migrations, and
can be avoided again by pinning the processes. Apart from eliminating the
performance variability, 1-to-1 process pinning also improves the performance
on over-subscribed scenarios by eliminating the variable process placement.
In the same way, it also improves the performance of EP-DGEMM when
exactly-subscribed.

4.4.2 Impact of the cgroup scheduling on multi-container deployments

As shown in previous sections, Docker and Singularity-instance incurred signifi-
cant performance degradation on MPI communication workloads when running
multiple containers due to the interprocess communication between them. In
this section, we assess whether other container-supporting technologies, such
as cgroups, could be also contributing to that performance degradation.

Linux cgroups are mechanisms from kernel-level that control the resource
allocation by restricting CPU, memory, network, etc., for each group of pro-
cesses. One of them is the CPU controller, which is responsible for grouping
tasks together that will be viewed by the scheduler as a single unit. The CFS
(Completely Fair Scheduler) scheduler applies the principle of sharing the
resources fairly among these groups at the same level of the hierarchy, which
means it will first divide CPU time equally between all entities in the same
level, and then proceed by doing the same in the next level [10].

To assess the impact of cgroups, we included the Singularity+cgroup ex-
periments, which run each container in a separated CPU cgroup (as done by
default by Docker and Singularity-instance), which means that each container
will run their processes in their own group sharing the CPU time allocated.

As shown in previous figures, Singularity+cgroup achieves the same perfor-
mance than Singularity for all the benchmarks in exactly-subscribed scenarios,
but it incurs some performance degradation (similar to Docker and Singularity-
instance) in some of the benchmarks on over-subscribed scenarios. For instance,
this is especially noticeable with G-PTRANS on ANY scenarios O2, O3, and
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Fig. 15 Performance comparison of EP-DGEMM with different number of containers.

O4, and EP-DGEMM (and to a lesser extent on G-FFT) on ANY scenario
O4. In those scenarios, the cgroup scheduling performed by the CFS results
in imbalanced executions. CFS tries to maintain fair time allocation among
cgroups, not processes, but it is not especially accurate tracking the load of
scheduling entities when they are groups of processes (i.e. cgroups). Those
coarse-grain load measurements are then used to calculate the load of the
processors and decide about load balancing from busier to idler processors,
resulting in an imbalanced allocation of processes to processors [4, 21]. This
is critical in over-subscribed scenarios where processes must share processors
efficiently to ensure progress.

This can be confirmed in Figure 15, which shows the EP-DGEMM per-
formance on over-subscribed mode including additional scenarios that deploy
a higher number of containers cgroups than the number of available CPUs.
Whereas holding all the MPI processes in a single container provides bare-metal
performance, having multi-container deployments causes significant perfor-
mance degradation in all the containerization technologies except Singularity,
as Singularity is not using distinct cgroups. The corresponding T-tests confirm
that the P-values for Singularity are higher than 0.05 (ranging from 0.13 to
0.49), whereas for the other containerization technologies they are lower than
0.05 (ranging from 1.9e−6 to 7.4e−3).

4.4.3 Impact of the hardware platform setting on multi-container deployments

The hardware platform setting has also an impact on the performance of the
different benchmarks, but this is mostly unrelated with the containerization
technology and the deployment scheme. As such, in the UMA setting there is
also significant performance degradation for MPI communication workloads
when the processes run on multiple containers in Docker and Singularity-
instance because the processes running on separated containers are deployed
on isolated network namespaces. Executions with a single container, using
Singularity, or for MPI throughput workloads do not have degradation on none
of the scenarios when comparing with bare-metal.
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Fig. 16 Bandwidth difference (in %) of
UMA relative to NUMA in b eff(PingPong).
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Fig. 17 Latency difference (in %) of UMA
relative to NUMA on b eff(PingPong).
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Fig. 18 Latency difference (in %) of UMA
relative to NUMA on b eff(RandomRing).
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Fig. 20 Performance counters for b eff(PingPong) benchmark on ANY scenarios.

The performance difference between the NUMA and UMA hardware plat-
form settings depends on the specific characteristics of each benchmark. Figures
16-19, 21, and 23-26 present the performance difference (in %) of UMA relative
to NUMA for each benchmark. The difference between these two hardware
settings is that UMA optimizes the latency of accessing memory by improving
the cache usage and eliminating the remote memory accesses, while NUMA
optimizes the memory bandwidth. Given the performance variability in the
ANY over-subscribed scenarios, which makes it difficult to obtain meaningful
conclusions, we focus the comparison in this section in the exactly-subscribed
scenarios.

As shown in Figures 16-19, PingPong Bandwidth/Latency and Ring Latency
benchmarks show significant better performance in the UMA setting, ranging
from 15% to 27%. In those benchmarks, the P-values of the T-tests comparing
UMA and NUMA scenarios range from 1.0e−25 to 1.8e−4 (lower than 0.05).
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G-Randomaccess benchmark also shows some improvement (less than 2%),
but the results are inconclusive, as the P-values of the T-tests are higher than
0.05 for some scenarios (ranging from 0.06 to 0.94) and lower than 0.05 for
others (ranging from 2.5e−3 to 0.04). The MPI processes on these benchmarks
communicate through small-sized point-to-point messages and are not memory
intensive. In the UMA setting, all the processes run in a single socket, sharing
the L3 cache and the local memory, which enhances the use of the cache (less
L3 misses as shown in Figure 20) and reduces the number of memory accesses
regarding the NUMA setting.
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Fig. 21 Performance difference (in %) of UMA relative to NUMA on EP-DGEMM.

As shown in Figure 21, EP-DGEMM also performs better in the UMA
setting for ANY scenarios. The improvement is significant as the P-values
of the corresponding T-tests for scenarios E1-E4 and E5-Singularity range
from 1.6e−9 to 4.5e−2 (lower than 0.05). The difference is less statistically
significant in scenario E5 with the other containerization technologies as the
corresponding P-values are around 0.14. Placing all the MPI processes in the
same socket has resulted in better cache sharing and allows them to better
access the local memory, which reduces the latency of accessing remote memory.
As shown in Figure 22, EP-DGEMM in the UMA setting performs only local
memory accesses, whereas it does a mixture of local (56% of the L3 cache misses
count) and remote memory accesses in the NUMA setting. For PIN scenarios,
EP-DGEMM in the NUMA setting already has good memory locality (local
memory accesses count is 99% of L3 cache misses count), thus UMA does not
bring any advantage on avoiding remote memory accesses latency, and hence
the performance of EP-DGEMM on both hardware platform settings is almost
the same, with NUMA bringing a small improvement around 1%-2%, which is
statistically significant as the corresponding P-values range from 2.0e−15 to
2.8e−3.

As shown in Figures 23-26, EP-STREAM, G-FFT, b eff(Ring Bandwidth),
and G-PTRANS have significantly worse performance in the UMA setting. In
particular, EP-STREAM is 48% slower in the UMA setting, with P-values of
the T-tests ranging from 3.3e−36 to 1.8e−4 (lower than 0.05). As the processes
are mostly accessing the local memory in the NUMA setting (99.6% for ANY
scenarios and 99.9% for PIN scenarios), UMA cannot bring additional benefit
by avoiding remote memory accesses, but introduces more memory contention
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Fig. 22 Performance counters for EP-DGEMM benchmark on ANY scenarios.
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Fig. 23 Performance difference (in %) of
UMA relative to NUMA on EP-STREAM.
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Fig. 24 Performance difference (in %) of
UMA relative to NUMA on G-FFT.
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%) of UMA relative to NUMA on
b eff(RandomRing).
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Fig. 26 Performance difference (in %) of
UMA relative to NUMA on G-PTRANS.

because it has only one socket which reduces the available memory bandwidth.
G-FFT, b eff(Ring Bandwidth), and G-PTRANS communicate their processes
using large messages. In a single host, their performance is also limited by the
memory bandwidth, and for this reason, the NUMA setting provides better
performance for them. For example, G-FFT is 32%-36% faster (P-values ranging
from 7.5e−35 to 1.8e−4) and G-PTRANS is 14%-20% faster (P-values ranging
from 1.0e−16-2.8e−3).

In order to measure the memory contention that occurs on those benchmarks,
we calculate the memory contention ratio among cores in the UMA and NUMA
settings by using the model proposed by Tudor and Teo [42]. Same as those
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Fig. 27 Memory contention ratio for EP-
STREAM benchmark on ANY scenarios.
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Fig. 28 Memory contention ratio for G-FFT
benchmark on ANY scenarios.

authors, we are not interested in the absolute value of stall cycles, but on how
stall cycles grow relative to a baseline value on one core (where there is no
contention) due to memory contention among cores. Consequently, we derive
the memory contention ratio ω as the stall cycles due to contention divided
by the useful work cycles (including stall cycles that are not due to resource
contention). A higher ω means more memory contention. As shown in Figures
27 and 28, which depict the memory contention ratio for EP-STREAM and
G-FFT, respectively, memory contention is higher in the UMA platform setting,
because there are 16 processes concurrently accessing the local memory and
the UMA platform setting cannot benefit from a second memory controller to
serve their operations, which increases the contention in L3 cache and local
memory.

4.4.4 Proper configuration of multi-container deployments with
over-subscription

Unlike the exactly-subscribed mode where OpenMPI can run its message
passing engine always in aggressive mode (never giving up the processors to
other processes), over-subscribed mode requires the OpenMPI engine to run in
degraded mode and frequently yielding the processor to its peers when idle,
thereby allowing all processes to make progresses [28]. The awareness of the
aggressive or degraded mode of OpenMPI engine is usually automatic, although
the user can use the MCA parameter mpi_yield_when_idle to control whether
an MPI process runs in aggressive or degraded performance mode [27].

However, when using containers to run an MPI application in over-subscribed
mode, things are more complicated. The difference between the aggressive and
degraded modes in the OpenMPI engine when running on containers can be
observed in Figure 29. For bare-metal, Singularity, and single-container de-
ployments of Docker and Singularity-instance, the performance of the ’default’
configuration matches with the performance when mpi_yield_when_idle is
enabled, as the OpenMPI engine can automatically detect the over-subscription
and run in degraded mode. However, for scenarios with multiple containers of
Docker and Singularity-instance, the degraded mode must be set explicitly by
enabling mpi_yield_when_idle in the mpirun command in order to let the
process yield the processor to its peers. Otherwise, MPI processes running in
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Fig. 29 Comparison of over-subscribed mode with different mpi yield when idle configura-
tions on single and multiple containers environments.

disparate containers are not aware of their peers and will not yield the pro-
cessor, thus degrading the performance (’default’ configuration is degraded as
when mpi_yield_when_idle is disabled). The results also show that, the most
time the MPI processes are blocked in the MPI library, the most noticeable
the benefits of declaring degraded mode operation are, indicating that MPI
communication workloads will be especially sensitive to this.

These observations can also be confirmed through unpaired two-samples T-
tests between the ’default’ configuration and the one with mpi_yield_when_idle

enabled. In particular, for the EP-DGEMM benchmark, the P-values of the
T-tests for all the scenarios are all higher than 0.05 (ranging from 0.16 to 0.74),
hence both configurations have the same performance. On the other side, for
the other three benchmarks, which are more communication intensive, the
P-values of the T-tests on Docker and Singularity-instance with more than
one instance are lower than 0.05 (ranging from 2.2e−12 to 0.02), hence the
’default’ configuration provides statistically worse performance than enabling
mpi_yield_when_idle.

4.4.5 Summary

To sum up, the findings from our previous evaluation of multi-container de-
ployments are as follows:



26 Peini Liu, Jordi Guitart

– For Docker and Singularity-instance, multi-container deployments incur
some performance degradation for MPI communication workloads, because
the processes running on separated containers are deployed on isolated
network namespaces and have to use the TCP/IP network stack rather than
shared-memory to communicate with one another. This could be avoided
by enabling shared-memory among the distinct containers and making the
MPI engine aware of that shared-memory area [15].

– Singularity has close to bare-metal performance because the containers
share the network and IPC namespaces and can use shared-memory to
communicate the processes.

– Multi-container deployments of MPI throughput workloads do not incur sig-
nificant performance degradation regarding bare-metal when increasing the
number of containers due to the low amount of interprocess communication.
Finer-grained deployments show a performance improvement because they
simplify the scheduling in a similar way to when processes are pinned explic-
itly, which encourages further study of the impact of affinity on performance
(see next section).

– On over-subscribed mode, some performance degradation is due to the
scheduling of cgroups by Linux CFS, which results in an imbalanced allo-
cation of processes to processors, because CFS is not especially accurate
tracking the load of scheduling entities when they are groups of processes
(i.e. cgroups).

– The advantage/disadvantage of using the UMA hardware platform setting
is not directly related with any containerization technology or container
granularity, but with the application and hardware setting characteristics,
such as the cache usage or the memory bandwidth. In particular, applications
with low memory bandwidth requirements and good data locality perform
better in the UMA setting, while memory-intensive applications perform
better in the NUMA setting.

– It is necessary to enable MCA parameter mpi_yield_when_idle for multi-
container deployments on over-subscribed mode, especially with MPI com-
munication workloads, because this enables MPI processes on different
containers to run in degraded mode.

5 Performance Analysis of Multi-container Deployments with
Processor and Memory Affinity

5.1 Objective

As mentioned in the introduction, Ibrahim et al. [15] have shown that the
performance of HPC workloads on multi-socket NUMA architectures degrades
when virtual machines span several NUMA domains. They claimed that the
degradation was caused by the two-level memory management inherent in
virtualized systems combined with the lazy page reclamation policies imple-
mented in modern kernels. Our results in the previous section showed that the



Performance Comparison of Multi-container Deployment Schemes 27

performance of HPC workloads running on a single container does not suffer
such degradation when spanning several NUMA domains, basically because
containers use only one-level memory management (the same as bare-metal
processes). Consequently, partitioning HPC workloads into multiple containers
and containing each one in a single NUMA domain through affinity is not
expected to show noticeable benefits from a memory translation perspective
for most of the benchmarks analyzed in this paper.

Nevertheless, the impact of container granularity on multi-container deploy-
ments with affinity can be significant depending on the CPU and memory usage
characteristics of each benchmark. For example, restricting the range of possible
CPUs to be assigned to the containers can help applications that suffer many
cpu-migrations and context-switches. Restricting the memory access of the
containers to the NUMA node where their CPUs belong can help applications
presenting an elevated number of remote memory accesses.

In this section, we evaluate the impact of setting affinity on partitioned work-
loads when using containers, by assessing the performance of multi-container
HPC applications with different processor and memory affinity configurations.
In particular, we test different scenarios where we partition each application
among an increasing number of containers but decreasing number of processes
per container, and we configure each container with some affinity settings,
which include i) affinity of the container to a set of cores from two sockets
and to the corresponding local and remote memory nodes (i.e. CPU), ii) affin-
ity of the container to a set of cores from a single socket and to the local
memory node (i.e. CPUMEM), and iii) 1-to-1 affinity of the processes of the
container to cores from a single socket and to the local memory node (i.e.
CPUMEMPIN). Within this evaluation, we consider different subscription
modes on the application layer (exactly-subscription and over-subscription),
different containerization technologies (including Docker and Singularity), and
different hardware platform settings (UMA and NUMA).

5.2 Method

Most containerization technologies use by default the namespace capability
of the control groups, but utilize the resource control capability only when
the user explicitly provides the parameters [29]. For example, considering the
experiments in Section 4, from the application perspective, the workload is
partitioned into several containers. However, from the kernel perspective, all
of them are still sharing the same resources in the system (and competing
for them). Thereby, the kernel has to arbitrate this competition to access the
system hardware or software resources and multiplex the containers to ensure
that all of them receive a fair share.

The purpose of processor and memory affinity is to reduce the number
of kernel-level cycles spent due to the process preemption (i.e., avoid cpu-
migrations and context-switches) and due to the system calls (i.e., exploit
locality in data accessing). The affinity settings for our containerized deploy-
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Fig. 30 Containerized deployment scenarios using affinity.

ment scenarios are shown in Figure 30. They include three different settings,
namely CPU, CPUMEM, and CPUMEMPIN, which are all compared to ANY
(the baseline used in the experiments in Section 4). We assume a number of
containers Nctn, where each one hosts a number of processes Nmpi, so that
Nctn ×Nmpi = K, which is kept constant in all the deployment scenarios (i.e.,
16). For different subscription modes with ratio r, each container requests the
number of cores Ncpu = Nmpi/r, where r = 1 or r > 1, which means the appli-
cation runs on exactly-subscribed mode or over-subscribed mode, respectively.
Each hardware platform setting provides a number of CPU cores and MEM
nodes from one or more sockets S = {sockets|s = 0, ..., Nsocket − 1}, where
each socket has P cores. Hence, for each application distributed in a set of
containers CTN = {ctni|i = 1, ..., Nctn} where each one hosts a set of processes
MPI = {mpij |j = 1, ..., Nmpi}, each affinity setting defines a mapping :

Mapi,j →

{
CPUs,x→y

MEMs

(1)

where s refers to the assigned socket and x, y refer to the range of assigned
cores.

Each of the affinity settings works as follows: (I) ANY: processes do not have
any processor or memory affinity, they could access all the resources provided
by the hardware platform setting, and the actual distribution is decided by the
operating system. Thus, the mapping of ANY scenarios could be expressed as:

Mapi,j →

{⋃Nsocket−1
s=0 CPU

s,s×P→s×P+
Ncpu×Nctn

Nsocket
−1⋃Nsocket−1

s=0 MEMs

(2)

(II) CPU: we define a specific processor affinity for each container to a set
of cores from the two sockets available in the host. This can only be set in the
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NUMA hardware platform setting. The mapping of CPU scenarios could be
formulated as follows:

Mapi,j →

{⋃Nsocket−1
s=0 CPU

s,s×P+(i−1)× Ncpu
Nsocket

→s×P+i× Ncpu
Nsocket

−1⋃Nsocket−1
s=0 MEMs

(3)

(III) CPUMEM: we define specific processor and memory affinity for each
container to a set of cores belonging to a single socket and to the corresponding
local memory node. The mapping of CPUMEM scenarios could be calculated
as follows, provided that the number of cores requested by each container is
lower than the cores each socket provides:

Mapi,j →


CPUd i

Ncps
e−1,(d i

Ncps
e−1)×P+((i−1)−Ncps×(d i

Ncps
e−1))×Ncpu

→ (d i
Ncps
e − 1)× P + (i−Ncps × (d i

Ncps
e − 1))×Ncpu − 1

MEMd i
Ncps

e−1

(4)
where Ncps refers to the number of containers per socket and is calculated as
Nctn/Nsocket.

(IV) CPUMEMPIN: this scheme has the same setting as CPUMEM about
the affinity of the containers, but it enables the 1-to-1 process-to-processor
binding inside the container so that each process is mapped into a specific core:

Mapi,j →

CPUd i
Ncps

e−1,(d i
Ncps

e−1)×P+((i−1)−Ncps×(d i
Ncps

e−1))×Ncpu+d jr e−1

MEMd i
Ncps

e−1

(5)

5.3 Experimental setup

The environment, benchmarks, performance tools, statistical significance as-
sessment methods, and container granularity settings are the same as Section
4.3. Some other settings regarding affinity are described below:

CPU affinity settings: The CPU affinity is defined by restricting the
range of possible CPUs to be assigned to the containers. The cpuset-cpus

parameter is needed for Docker to specify the set of CPUs that can be used,
and for Singularity we define a cgroup.toml configuration file which sets cpus.

Memory affinity settings: The purpose of using memory affinity is to
restrict the memory accesses of containers to the NUMA node where their
assigned CPUs belong. For Docker, together with the cpuset-cpus parameter,
the containers must be provided with the corresponding cpuset-mems parame-
ter. For Singularity, we use the same strategy as Docker and specify cpus and
mems options within the cgroups.toml file.

OpenMPI processes binding: Unlike the settings of ANY, CPU, and
CPUMEM, where processes are free to be moved between the various CPUs
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allocated to each container, CPUMEMPIN utilizes bind-to core where a more
rigid procedure of ranking, mapping, and binding of processes on CPUs is
carried out, actually making it a 1-to-1 process-to-processor binding. For Docker
and Singularity-instance, it was necessary to configure the appropriate rankfiles
that describe this behavior.

5.4 Results

Figure 31-37 show the impact when using processor and memory affinity
strategies on multi-container deployments of the HPCC benchmarks on two
hardware platform settings, namely the UMA and NUMA settings described
before.

5.4.1 Impact of containerization technology on multi-container deployments
with affinity

Figure 31-35 show the performance results of MPI communication workloads.
Congruently with the results in the previous section, Singularity achieves
the best performance also when using processor and memory affinity, while
Docker and Singularity-instance present some performance degradation in
multi-container scenarios. As discussed in the previous section, this is due to
the overhead of communication through the network stack instead of using
shared-memory, which depends on the amount of time spent within the MPI
library and the specific MPI functions invoked. Setting affinity cannot avoid
this performance degradation.
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Fig. 31 Impact of affinity on RandomRing-bandwidth performance.

Figure 36-37 depict the performance results of MPI throughput benchmarks.
In this case, all the containerization technologies (Docker, Singularity-instance,
and Singularity) achieve the same performance if they are set with the same
affinity configuration. The effectiveness of using affinity with those benchmarks
is not dependent on the containerization technology because, as we discussed
in the previous section, they present low inter-process communication.
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5.4.2 Impact of container granularity on multi-container deployments with
affinity

As discussed previously, the impact of container granularity on multi-container
deployments with affinity can be significant depending on the CPU and memory
usage characteristics of each benchmark. The results in Table 6, which depict
the access rate to the local memory in the NUMA setting for each benchmark
on ANY scenario, show that EP-STREAM, G-PTRANS, G-FFT, and G-
RandomAccess are well optimized for locality (processes mostly access the
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Table 6 HPCC Benchmark Memory Locality Analysis.

Benchmark Local memory access rate
Exact-subscribed Over-subscribed

EP-DGEMM 56% 54%
EP-STREAM 99% 97%

G-FFT 96% 93%
G-PTRANS 98% 95%

G-RandomAccess 90% 80%
b eff 2% 2%

local memory), while EP-DGEMM has distributed memory allocation (only
56% accesses to local memory) (b eff performs most of its accesses to remote
memory, but as it uses few memory, this is not significant for performance).
Consequently, only EP-DGEMM can take advantage of using memory affinity
to reduce the latency to access the memory, and the benefit of memory affinity
for the other benchmarks should be negligible. Similarly, as the local memory
access rates are slightly lower on over-subscribed deployment scenarios than
exactly-subscribed ones, over-subscribed mode scenarios have more room for
exploiting better memory affinity.

CPU and memory affinity have considerably increased the performance
of EP-DGEMM in all the scenarios. Specifically, the improvement (in %)
for Docker in CPU, CPUMEM, and CPUMEMPIN scenarios with respect
to ANY scenarios on the NUMA setting is significant in all the exactly-
subscribed scenarios (with P-values of the corresponding T-tests ranging from
9.7e−11 to 1.8e−4, clearly below 0.05): around 12%–22% (E2–E4 CPU), 13%–
21% (E2–E4 CPUMEM), and 29%–33% (E2–E4 CPUMEMPIN). In the over-
subscribed mode, the improvement is also significant in O2-CPUMEMX and
O3 scenarios (with P-values ranging from 7.6e−3 to 0.06): 7% (O2 CPUMEM),
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Fig. 38 Performance event counters of EP-DGEMM on Docker and Singularity for scenarios
with different affinity on NUMA hardware platform setting.

11% (O2 CPUMEMPIN), 6% (O3 CPU), 7% (O3 CPUMEM), and 7% (O3
CPUMEMPIN), but not significant in O2-CPU: 2% with P-value 0.5. These
performance increments are directly related with the container granularity, as
finer-grained deployments provide better improvement. This happens because
CPU affinity restricts the number of assigned CPUs within each container,
hence the processes running in finer-grained containers have less available
CPUs where they could be migrated. This can be seen in the counter values in
Figure 38. Setting CPU affinity reduces the number of context-switches and
cpu-migrations in CPUX scenarios, while setting memory affinity restricts as
well the remote memory accesses in CPUMEMX scenarios. Overall, affinity
improves the cache usage and optimizes the data allocation of the EP-DGEMM
application.

For EP-STREAM, G-PTRANS, G-FFT, G-RandomAccess, and b eff bench-
marks, memory affinity does not impact significantly the performance because
b eff uses few memory and the others have the memory allocated mostly in
the local socket already. The impact of CPU affinity on exactly-subscribed
scenarios is not significant either for those benchmarks. As shown in Figure
39, which depicts the counter values for G-FFT benchmark on the NUMA
setting, the operating system can do a pretty good job to prevent unnecessary
context-switches on exactly-subscribed scenarios.

On the other side, CPU affinity can increase the performance in over-
subscribed scenarios for those benchmarks. This is especially noticeable with
CPUMEMPIN affinity configuration (e.g., Docker shows significant improve-
ments from 28% to 87% in scenario O2, with P-values clearly lower than 0.05
ranging from 6.7e−7 to 1.8e−4, and from 17% to 80% in scenario O3, with P-
values also lower than 0.05 ranging from 8.3e−6 to 1.8e−4), and also with CPU
configuration in scenario O3 (e.g., improvements ranging from 31% to 77% are
significant for all the benchmarks but b eff(PingPong), with P-values ranging
from 7.6e−4 to 1.9e−3). ANY configuration is also generally worse than CPU
configuration in scenario O2 for all the benchmarks but b eff(PingPong) (with
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Fig. 39 Performance event counters of G-FFT on Docker and Singularity for scenarios
with different affinity on NUMA hardware platform setting.

improvements from 2% to 31%, but most of them not statistically significant
as the P-values are higher than 0.05) and CPUMEM configuration in scenario
O3 (with improvements from 11% to 29%, which are halfway significant with
P-values mostly ranging from 0.001 to 0.3). Results for CPUMEM in O2 are
inconclusive, as all P-values of the T-tests are higher than 0.05, ranging from
0.2 to 0.79. As shown in Figure 39, in over-subscribed scenarios, CPUMEMPIN
and CPU configurations have less cpu-migrations and context-switches than
CPUMEM, which has also less than ANY. Processes in O3-CPU are using cores
belonging to two sockets. As migrations between sockets are more expensive
(e.g. expensive computation for iterating all the runqueues, expensive cache
misses, and synchronization), the scheduler tries more to avoid them [21],
something that does not happen in O3-CPUMEM, where the used cores belong
to the same socket. Similarly, the improvement with CPU and CPUMEM in
scenario O3 is also higher than in scenario O2, because O3 allows to use only
one core per socket, which is effectively encouraging 1-to-1 process-to-processor
pinning.

5.4.3 Impact of the cgroup scheduling on multi-container deployments with
affinity

In section 4.4.2, we assessed the impact of the cgroup scheduling performed
by CFS on ANY scenarios. CFS tried to maintain fair time allocation among
cgroups, but incurred some performance degradation on over-subscribed mode
scenarios due to load imbalance among the various processors. In this section,
we assess the impact of the cgroup scheduling on multi-container deployments
with affinity, to check if affinity could help to overcome this degradation.

Figure 40 shows the EP-DGEMM performance on CPU and CPUMEM
affinity scenarios with different number of containers. All the scenarios provide
the same performance and do not incur performance degradation, even in
containerization technologies which create a different cgroup per container (e.g.
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ent number of containers.

Docker, Singularity-instance, Singularity+cgroup). This can be confirmed by
means of T-tests for deployments with more than 8 containers regarding the
8-containers deployment, which have P-values ranging from 0.06 to 0.97, all
higher than 0.05 and hence showing no significant difference. CPU affinity
is able to overcome the CFS load imbalance problem because processes are
deployed explicitly in fixed processors, which avoids load balancing by the
scheduler.

5.4.4 Impact of the hardware platform setting on multi-container deployments
with affinity

As discussed in previous sections, the NUMA and UMA hardware platform
settings can provide different performance for specific benchmarks depending on
their characteristics. This happens also with multi-container deployments with
affinity. A significant difference is that the UMA setting can only take advantage
of CPU affinity not memory affinity, since all the memory accesses on the UMA
setting are already local. Regarding CPU affinity, its performance impact in
the UMA setting follows the same trend we discussed before for the NUMA
setting, being clearly visible in over-subscribed scenarios for some benchmarks,
where CPUMEM and CPUMEMPIN configurations on UMA are better than
ANY, because they reduce the number of cpu-migrations and context-switches.
In particular, EP-STREAM, G-PTRANS, G-FFT, G-RandomAccess, and
b eff benchmarks show significant performance improvements ranging from
11% to 87% for O2-CPUMEMPIN in Docker, with P-values of the T-tests
ranging from 3.4e−6 to 0.04, and from 20% to 101% for O3-CPUMEMPIN,
with P-values ranging from 1.1e−7 to 4.7e−4. EP-STREAM, G-FFT, and G-
RandomAccess benchmarks also show significant performance improvements
ranging from 6% to 64% for O3-CPUMEM, with P-values ranging from 1.8e−4

to 0.037. The results of those benchmarks for O2-CPUMEM are inconclusive,
as the performance differences are small (from -3% to 11%) and generally not
statistically significant (with P-values ranging from 0.04 to 0.73).
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5.4.5 Summary

The findings from our previous evaluation of the impact of processor and
memory affinity on multi-container deployments are as follows:

– Multi-container deployments with affinity cannot prevent the performance
degradation of Docker and Singularity-instance with MPI communica-
tion workloads due to the execution of containers on separated network
namespaces. With MPI throughput workloads, all the containerization
technologies achieve the same performance if they are set with the same
affinity configuration.

– As containers do not virtualize memory, partitioning HPC workloads into
multiple containers does not show benefits from a memory translation
perspective, but finer-grained container granularity can improve the per-
formance on multi-container deployments with affinity depending on the
CPU and memory usage characteristics of each benchmark. Memory affinity
reduces the number of accesses to the remote memory in benchmarks with
distributed allocated memory, while CPU affinity restricts the cores that
processes can be allocated, which reduces the number of cpu-migrations
and context switches, especially in over-subscribed scenarios.

– 1-to-1 process-processor pinning scenarios (i.e. CPUMEMPIN scenarios)
provide the best performance, but less strict affinity configurations can be
acceptable alternatives when 1-to-1 pinning is not straight-forward (e.g., in
over-subscribed scenarios where the number of processes is not a multiple
of the number of processors).

– On over-subscribed mode, CPU affinity is able to overcome the CFS load
imbalance problem causing performance degradation, because processes
are deployed explicitly in fixed processors and this eliminates the need to
balance load by the scheduler.

– Memory affinity does not provide added benefits in the UMA hardware
platform setting, since memory accesses are already local. CPU affinity
improves the performance of some benchmarks in over-subscribed scenarios
(as in the NUMA setting), by reducing the number of cpu-migrations and
context-switches.

6 Conclusion and future work

This paper presented a performance comparison of multi-container deployment
schemes for HPC workloads. In order to understand the performance impact
of different deployment scenarios, we selected HPCC workloads that exhibit
different communication patterns, memory accesses, and computation. We
executed the various deployment schemes on NUMA and UMA hardware
platform settings with different subscription modes (exactly-subscribed and
over-subscribed). Our research revolved around the above settings to understand
the performance of different containerization technologies (e.g. Docker and
Singularity), especially in terms of the impact of granularity of containers



Performance Comparison of Multi-container Deployment Schemes 37

and the effectiveness of using processor and memory affinity for the various
deployment schemes.

We concluded that some trade-offs need to be taken into account when
choosing multi-container deployment schemes for HPC workloads. Docker
and Singularity-instance incur some performance degradation for MPI com-
munication workloads running on multiple containers, because the processes
running on separated containers are deployed on isolated network namespaces.
Multi-container deployments with affinity cannot prevent this performance
degradation, but the degradation could be avoided by enabling shared-memory
among the distinct containers and making the MPI engine aware of that shared-
memory area. Singularity, which can use shared-memory for communication, is
not affected by this issue.

Workloads with low amount of inter-process communication do not incur
performance degradation with any containerization technology and can benefit
from finer-grained deployments because they simplify the scheduling in a
similar way to when processes are pinned explicitly. Finer-grained container
granularity can improve also the performance on multi-container deployments
with affinity depending on the CPU and memory usage characteristics of each
benchmark, especially in over-subscribed scenarios. 1-to-1 process-processor
pinning provides the best performance, but less strict affinity configurations
can be acceptable alternatives when 1-to-1 pinning is not straight-forward.

On over-subscribed mode, some performance degradation is due to the
scheduling of cgroups by Linux CFS, which results in an imbalanced allocation
of processes to processors. CPU affinity allows to overcome this problem,
because processes are deployed explicitly in fixed processors and this eliminates
the need to balance load by the scheduler.

The performance difference between the hardware platform settings is not
directly related with any containerization technology or container granularity,
but with the application and hardware setting characteristics, such as the cache
usage or the memory bandwidth. Memory affinity does not provide added
benefits in the UMA setting but improves the performance of benchmarks with
distributed memory allocation in the NUMA setting. CPU affinity improves
the performance of some benchmarks in over-subscribed scenarios on both
hardware platform settings, by reducing the number of cpu-migrations and
context-switches.

In the future, we plan to evaluate our multi-container deployment schemes
on multiple hosts that communicate through different network fabrics and
protocols (e.g., TCP/IP on Ethernet, TCP/IP on Infiniband (IPoIB), and
RDMA on Infiniband). Also, we will use insights about the performance of
multi-container deployments, especially those regarding the impact of the
container granularity and the CPU and memory affinity, to derive placement
policies when deploying HPC workloads which can get better utilization of the
resources while maintaining application performance [26].
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